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Abstract The non-smooth modelling of electrical
systems, which allows for idealised switching com-
ponents, is described using the flux approach. The
formulations and assumptions used for non-smooth
mechanical systems are adopted for electrical systems
using the position—flux analogy. For the most impor-
tant non-smooth electrical elements, like diodes and
switches, set-valued branch relations are formulated
and related to analogous mechanical elements. With
the set-valued branch relations, the dynamics of
electrical circuits are described as measure differential
inclusions. For the numerical solution, the measure
differential inclusions are formulated as a measure
complementarity system and discretised with a differ-
ence scheme, known in mechanics as time-stepping.
For every time-step a linear complementarity problem
is obtained. Using the example of the DC-DC buck
converter, the formulation of the measure differential
inclusions, state reduction and their numerical solution
using the time-stepping method is shown for the flux
approach.
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1 Introduction

A good model only describes the relevant physical ef-
fects of a real device with respect to a certain appli-
cation problem. This includes that the model contains
only dynamics at the relevant time scale and high fre-
quency dynamics is therefore neglected as much as pos-
sible. Sometimes not all high frequency dynamics can
be removed from the model, since it may be essen-
tial for the device to work. For some applications, the
exact high frequency dynamical behaviour can be re-
placed by discontinuity events, which contain all the
non-negligible details of the high frequency dynamics
in a simplified form, while preserving the essential be-
haviour of the device. For electrical systems this means
that elements like switches and diodes are modeled as
ideal non-smooth elements instead of nonlinear regu-
larised elements.

There exist well-developed analytical formulations
and numerical methods for non-smooth mechanical
systems, pioneered by the work of Moreau [17], allow-
ing for ideal unilateral contacts and friction. In [13],
the idealised modelling of switches and diodes in
the charge approach is introduced and linked to non-
smooth mechanics. The dynamical behaviour is for-
mulated as a differential inclusion and solved nu-
merically using the time-stepping method. A method
for the modelling of electro-mechanical systems with
variable structure in the electrical subsystem is pre-
sented in [10] with the focus on the diode. In the
charge approach for electrical systems, the currents and
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charges are used as variables. In contrast, the flux ap-
proach uses the voltages and fluxes as variables. The
aim of this paper is to extend the flux approach to
non-smooth electrical systems. The electro-mechanical
analogy will be used to link the electrical models in
the flux approach to mechanical models. The assump-
tions and formulations used for non-smooth mechan-
ical systems in the position approach will be adopted
for electrical systems in the flux approach using the
electro-mechanical analogy. As in mechanics and in
the charge approach, the time-stepping method will
be used for the numerical solution of the differen-
tial inclusion obtained using the flux approach. The
DC-DC buck converter will be used as an example
circuit.

Much fundamental work has already been done on
the modelling, the analysis and the control of electri-
cal networks. In particular, anomalous bifurcation be-
haviour has drawn the attention of many researchers
to electronic power converters, in which a special
type of non-smooth bifurcation has been observed. In
the seminal work of [4] and [5], this type has been
called border collision bifurcation and has been in-
vestigated in great detail in the form of case studies
not only for DC-DC buck and boost converters [5],
but also theoretically [4] to provide analytical expla-
nations of borderline collisions. In contrast to [4] and
[5], in which standard models of the converters are
used, the groundbreaking theoretical and experimental
work [15] suggests a buck converter model on a level
of sophistication, in which also parasitics elements
are included. Rich bifurcation scenarios are revealed
by numerical analysis and confirmed by experiments.
Boost converters are treated in the papers [16] and
[20].

As soon as the model of an electrical circuit has
been drawn as a circuit diagram, it is quite clear on
how to obtain its governing equations. If the circuit
contains switching elements such as diodes or the like,
one usually writes down the governing equations for
each state of operation separately, and completes them
by adequate state transition rules. This procedure re-
flects the today’s state of the art in the modelling of
switched networks and has also been applied in all
contributions cited in the previous paragraph. By this
method, non-accessible topologies are often excluded
from the analysis in a heuristic manner in order to
reduce the number of states that have to be consid-
ered. This approach, however, is restricted to circuits
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with a small number of switching elements only, be-
cause the administrative overhead to implement such
kind of transition rules and to keep track of all possi-
ble cases becomes enormous. All those difficulties are
known within the community. We refer, in particular,
to [6], in which a full list of such problems has been
stated. In contrast, the paper at hand as well as [13]
suggests to treat diodes and switches as circuit ele-
ments, equipped with (set-valued) branch relations that
intrinsically carry both, the different states of the ele-
ments and the state transition rules. By this approach,
the Filippov-type differential inclusions of the associ-
ated circuits are generated in a very natural manner by
just the elements themselves, and no additional convex-
ification concept is needed. This approach has proven
to be successful up to ten thousands of non-smooth
elements.

We do not intend to discuss the rich nonlinear be-
haviour of the converter, because this has already been
done at other places. We have chosen the DC-DC
buck converter as a well-known example on which to
demonstrate non-smooth modelling by using the flux
approach. The same example has been treated in [13]
by using the charge approach. This allows for a compar-
ison of the two dual approaches not only on an abstract
basis but on an example circuit as well. With respect to
the presented time-stepping scheme, the most degener-
ated version of the DC-DC buck converter is the most
demanding one. We therefore discuss two versions of
the buck converter: The first one is an extended model
that takes into account some parasitics in the spirit of
[15], leading to a system that complies with Lagrangian
mechanics. The second one is the standard model [5],
which differs from Lagrangian mechanics by a degen-
erated capacitor matrix. Due to its implicit nature, our
time-stepping approach is able to handle even the de-
generated standard model, which is demonstrated in
Section 5. For completeness, the full MATLAB® im-
plementation is provided, allowing for a direct repro-
duction of the numerical results on the one hand, and
for illustrating the compactness and simplicity of code
on the other hand.

The most basic set-valued elements are summarised
in Section 2, while Section 3 gives an overview of the
different analogous mechanical and electrical descrip-
tions. In Section 4, the flux approach for classical and
non-smooth electrical systems is described. The the-
ories presented in Section 4 are then applied to the
DC-DC buck converter in Section 5.
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X — Upr’l(x)
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2 Set-valued elements

In this section, the most important set-valued elements,
together with some relations needed in the following
sections, are summarised. In Section 2.1, the linear
complementarity problem is described. The set-valued
elements described in Sections 2.2 and 2.3 are used
to formulate the constitutive laws for the non-smooth
elements.

2.1 The linear complementarity problem

A linear complementarity problem (LCP) can be for-
mulated as a problem of the following form [7]: For
a given matrix A € R™" and a vector b € R", find the
vectors x € R"andy € R” such that the linear equation
y = Ax + b holds together with the complementarity
conditions y; > 0, x; >0, yix; =0fori =1,...,n.
Very often an LCP is written as

y=Ax+b, 0=<yLlx>0. (1)

An LCP can be solved by enumerating all combinations
of x; and y; that satisfy the complementarity condition
v;x; = 0.Forevery i, there are the two possibilities that
either y; > 0 and x; = 0 or y; = 0 and x; > 0. Since
the vectors have n components there are 2" cases, and
for each a linear system of equations has to be solved.
An LCP can have a unique solution, multiple solu-
tions or no solution at all. The enumerative methods are
very inefficient for large LCPs, because the number 2"
of linear systems that has to be solved grows rapidly.
More efficient algorithms to solve an LCP can be found
in [7].

2.2 The unilateral primitive

The unilateral primitive Upr is a maximal monotone
set-valued map on R defined by

{0}, x>0

Upr (x) := 0 .
X =

2
(=00, 0],

The graph of this map is depicted in Fig. 1. Each com-
plementarity condition of an LCP can be expressed as
one Upr inclusion

—yeUpr(x) & y=>0, xy = 0. 3)

Since the complementarity condition is symmetric in x
and y the following inclusions are equivalent:

—y € Upr(x) & —x € Upr(y). @)
From this equivalence follows directly the relation

Upr™!(—y) = —Upr(y) )

for the inverse Upr~! of the maximal monotone map
Upr (cf. Fig. 1). The unilateral primitive is invariant
under scaling with positive values

Ya > 0: Upr(ax) = Upr(x), 6)

Va > 0: a-Upr(x) = Upr(x). @)

The addition of two unilateral primitives results again
in a unilateral primitive

Upr(x) + Upr(x — a) = Upr(x — b)
with b = max(0, a). (8)
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Fig. 2 The maps
x — Sgn(x) and x —
Upr(a + x) — Upr(a — x) 1

Sgn

Upr(a + z) — Upr(a — )

2.3 The Sgn-multifunction

The Sgn-multifunction is a maximal monotone set-
valued map defined by

{1}, x>0
(-1, 1],

{—=1}

Sgn (x) := x=0. ©)

x <0

While the classical sgn-function is defined with
sgn(0) = 0, the Sgn-multifunction is set-valued at
x = 0. The graph of the Sgn-multifunction is depicted
in Fig. 2. An inclusion in the Sgn-multifunction can al-
ways be represented by two inclusions involving the
unilateral primitive. The decomposition may be writ-
ten as

Ya>0:—ye€a-Sgn(x)

—y € +Upr(xg) +a

& Jxg,xp suchthat { —y € —Upr(xy) —a (10)

X = XR — XL
The unilateral primitive on the right side of Equation

(10) can be inverted by using the relation (4), which
yields

Va>0:—ye€a-Sgn(x)

—xg € Upr(a + y)

& I xg, xz such that § —x; € Upr(a — y) (11)

X = XR — X[,

By eliminating the variables xp and x; one obtains the
relation

Ya>0:—yea-Sgn(x)

< —x € Upr(a + y) — Upr(a — y) (12)
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for the inverse map of the Sgn-multifunction. The map
x — Upr(a + x) — Upr(a — x), as depicted in Fig. 2,
can be written as

Va > 0: Upr(a + x) — Upr(a — x)

(—00, 0], X =—a
= { {0}, —a<x<a. (13)
[0, 00), X=a

3 Electro-mechanical analogy

In this section, an overview of four analogous mod-
els of dynamic mechanical and electrical systems is
given. For the mechanical and the electrical systems,
only lumped parameter models are considered, i.e. the
electrical networks consist only of abstract 2-poles and
idealised wires while the mechanical systems contain
no continua. The lumped parameter assumption al-
lows us to describe the dynamics of the system with
a set of differential equations for smooth motion and a
set of measure differential inclusions for non-smooth
motion. Partial differential equations are therefore not
considered. The mechanical models are restricted to
models with linear kinematics, in order to keep the
analogy between mechanical and electrical systems as
simple as possible. In Section 3.1, the classical anal-
ogy for smooth mechanical and electrical systems is
described. The analogy for non-smooth systems is dis-
cussed in Section 3.2. The analogy between the posi-
tion approach in mechanics and the charge approach in
electronics has been described in [13] for classical and
non-smooth systems.

3.1 Classical analogy

In mechanics, usually the positions 7(¢) with the as-
sociated velocities v(f) are chosen as independent
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Table 1 Corresponding variables and elements in mechanics and electronics

Mechanics position app.

Mechanics momentum app.

Electronics charge approach  Electronics flux approach

Local variables  Position r(f) Momentum p(t) Charge g(t) Flux ¢(1)
Velocity v(t) Force f(t) Current 1(t) Voltage u(t)
Force f(t) Velocity v(t) Voltage u(t) Current 1(t)
Inertia Mass m Stiffness k Inductivity L Capacity C
f=—-mv v:—% u=-—Li 1 =—Cu
Dissipation Damping d Damping d Resistance R Resistance R
f=—dv v:—% u=-—Ri 1:_%14
Energy storage  Stiffness & Mass m Capacity C Inductivity L
f=—kr v=—5p u=—zg 1=—1¢
variables (KCL). The duality between voltage u(¢) and current
1(t) of an electrical system mirror the duality in
! hanics between velocity v(z) and force f(z)
0 =rt+ [ v, (14 ~ Mmechani y v '
f Table 1 is therefore completed with a column for the

The three classical elements are the mass m, the damp-
ing d and the stiffness k (cf. Table 1). For electrical
systems there are three common approaches to describe
the dynamics of the system: The charge approach, the
flux approach and mixed approaches [10]. In the charge
approach, the charges g(¢) with the associated currents
1(t) are chosen as independent variables

2(0) = glio) + / [(v)dr. (15)

4]

For the currents, the symbol 7 is used to distinguish
between derivatives i = di/ dr of the currents and the
currents ¢ themselves. The differential equations de-
scribing the dynamics of the system can be set up
with a mesh analysis or the more general loop anal-
ysis [9]. Both methods balance the voltages in a loop
using Kirchhoff’s voltage law (KVL). In the flux ap-
proach, the fluxes ¢(#) and the voltages u(¢) are chosen
as independent variables, where the fluxes are obtained
from the voltages by integration

o(t) = @(ty) + / u(r)dr. (16)

to

In literature [8], the entity ¢(¢) is sometimes also
referred to as flux linkage. A node analysis, or the
more general cut-set analysis, is applied, to set up the
differential equations of the system. Both methods
balance the currents using Kirchhoff’s current law

momentum approach, which is dual to the position
approach in the same way as the charge approach is
dual to the flux approach. The momentum p(¢) and
the forces f(¢) are chosen as independent variables in
the momentum approach, where the force f(t) is the
time-derivative of the momentum p(¢)

P(l)=p(to)+/ f(r)dr. a7

The differential equations are obtained from a balance
of velocities in a loop. The branch relations in electron-
ics connect the branch voltage u(¢) and the branch cur-
rent 1(¢) and correspond to the constitutive equations in
mechanics connecting the velocities v(¢) and the forces
f(t). The analogy for the local variables is summarised
in the first row of Table 1. The analogous elements in
mechanics and electronics are given in the last three
rows of Table 1. Not all electrical systems have a proper
mechanical analogue, because all mass elements in me-
chanics measure their acceleration relative to the iner-
tial system. The analogous electrical elements, induc-
tivity and capacity, use branch voltages u(¢) and branch
currents 1(¢t) that do not all have a common reference.
For the position—flux and the momentum—charge anal-
ogy the topologies of the corresponding networks are
the same in both mechanics and electronics. The cor-
responding networks for the position—charge and the
momentum—flux analogy are dual in the sense of dual
graphs. In the following sections, the electrical sys-
tems will be related to a mechanical system by using
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the position approach, because most of the methods
and tools in mechanics are available for this approach.

3.2 Non-smooth analogy

Since the inertia elements link one of the dual variables
f(@), v(t) and u(t), 1(¢) to the derivative of the other,
only the non-differentiated variable may be impulsive,
in the sense of Dirac impulses, in each approach. Dis-
continuities are allowed for the differentiated variables,
but they may not be impulsive (cf. Table 2). Actually,
this is required for the local variables at the inertia ele-
ment only, but in order to avoid additional difficulties,
the assumption on the impulsiveness of the dual vari-
ables is extended to the complete system. Thus, the volt-
age u(t) can be impulsive in the charge approach, while
the current 1(¢) is always finite. In contrast, the flux ap-
proach allows the currents :(¢) to be impulsive, while
the voltage u(¢) is always finite. We restrict ourselves
to these kinds of discontinuities. Higher order discon-
tinuities — that may also occur in particular systems —
are out of the scope of this paper. A general method
of classifying such discontinuities may be found in [1].
With an impulsive branch voltage U at an inductivity, a
jump in the branch current :(¢) can be forced. To change
the branch voltage u(t) of a capacity instantaneously,

Table 2 Impulsive variables in mechanics and elec-
tronics

charge approach

finite current 1
impulsive voltage U/

flux approach

finite voltage u
impulsive current [

-
"

position approach

finite velocity v
impulsive force F'

v
3 dF
m -
Iv R

Af ¢

T Tr

momentum approach
finite force f
impulsive velocity V'

k
.

dv
A —
t
v
| [V t
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an impulsive current / is needed (cf. Table 2). For me-
chanical systems, this is analogous: The force f(¢) may
be impulsive in the position approach and must be fi-
nite in the momentum approach, whereas the velocity
v(¢) is allowed to be impulsive only in the momentum
approach and has to be finite in the position approach.
If an impulsive force F' is applied to a mass, then the
velocity v(¢) of the mass changes instantaneously. In
order to achieve a force jump at a spring, the position
needs to jump as well, leading to an impulsive veloc-
ity V (cf. Table 2). The general non-impulsiveness of
velocities in the position approach leads to continuous
functions for the positions. This means that mechani-
cal systems are not allowed to have position jumps in
the position approach, which limits the applicability to
real systems. If position jumps are required, then one
has to use the momentum approach to allow for impul-
sive velocities. At the same time, the system may not
contain impulsive forces anymore. The same difficul-
ties occur in electronics due to the required continuity
of the charges in the charge approach and fluxes in the
flux approach. Both dual descriptions in mechanics and
electronics are no longer equivalent for non-smooth dy-
namics as they have been for smooth dynamics.

4 Flux approach

In this section, the modelling of circuits with non-
smooth switches and idealized diodes is described.
The models are formulated using the flux approach
and are related to their mechanical analog in the po-
sition approach. The correspondence between the lo-
cal variables of the position and the flux approach is
listed in Table 3. The function spaces and assumptions
used for non-smooth mechanical systems in the po-
sition approach are adopted for electrical systems in
the flux approach. Most of the following material has
been taken from [12, 13]. The time is denoted by # and

Table 3 Corresponding local variables (position-flux
analogy)

Mechanics Electronics
Position r(¢) Flux ¢(t)
Velocity v(t) Voltage u(t)
Force f(t) Current 1(¢)

Impulsive force F(t) Impulsive current /(¢)
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the Lebesgue measure on R by df. The dynamics of
the system is analyzed on the compact time interval
I := [t4, tg]. The velocities v(¢) and the branch volt-
ages u(t) are assumed to be functions of bounded vari-
ations on /, admitting an at most countable number of
finite jumps. The number of discontinuity events itself
does not need to be finite. The set of points at which
the velocity v(¢) in mechanics or the voltage u(¢) in
electronics is discontinuous, is denoted by {¢;}. For the
functions v(¢) and u(¢), there exist always a left v=(¢),
u~(¢) and a right limit v (¢), u™(¢)

V(1) = 1{1%1(} v(it+1), u (t):= Ll?()l u(t + 1),

F0r) o 1 05— 1 (18)
v(t) = lr%l v(it+71), u():= lrlﬂ)lu(t + 7).

The value of the velocities v(¢) and the branch volt-
ages u(t) is not defined for the discontinuity points
{#;}. At the points {z;}, only the left and the right limits
are defined, for which different values v (r) # v (),
ut(t) # u=(t) are obtained. For time-instances ¢ not
belonging to the set {#;}, the left and right limits have
equal values v*(¢) = v (), u™(¢r) = u~(¢). Since the
functions v(¢) and u(¢) are discontinuous, they can-
not be obtained by integration from their time deriva-
tives v(¢) and 1(¢) in the classical sense. Therefore, the
derivatives v(¢) and #(¢) have to be understood as parts
of the differential measures dv, du. The velocities u(t)
and branch voltages v(¢) are then obtained by integra-
tion of their associated differential measures dv and
du

() = v () + / dv,

[ta.t]

ut(t) = u"(ty) +/ du. (19)

[ta,t]

The differential measures dv, du of the velocities v(r)
and voltages u(t) can be split into a Lebesgue part and
a purely atomic part

dv=0vdr+ @ —v)dn,
du =u dt + (@t —u")dn, (20)

corresponding to the absolutely continuous part and the
step function of v(¢) and u(¢). Functions of bounded
variation generally decompose into an absolutely con-
tinuous part, a step function and a singular part. In this

framework of modelling, the singular part is assumed
to vanish. The measure dn of the atomic part is con-
centrated on the set of discontinuity points {#;} of the
velocities v(¢) and branch voltages u(¢). It can be writ-
ten as a sum of Dirac point measures d§;,

1, l‘,‘GA,

dn = Z ds;, fA ds; = { Q21

0, ¢A,

where A is any one-dimensional cell in /. For smooth
systems the atomic as well as the singular part of the
differential measure vanish. The resulting differential
measures v(t)ds and #(¢)ds can be expressed com-
pletely by the time derivatives v(¢) and i(#) as is done
in the classical setting.

The positions r(¢) and the branch fluxes ¢(t) are ob-
tained from the velocities v(¢) and the branch voltages
u(t) by integration

Viel: r(t)=r(ta) +/ v(t)dr,

7}

@(t) = ¢(1a) +/ u(t)dr, (22)

17}

leading to absolutely continuous functions r(¢) and ¢(¢)
on /. Note that systems which require jumps in the posi-
tions or in the fluxes cannot be modeled using the above
assumptions and the position approach in mechanics or
the flux approach in electronics.

4.1 Models of classical elements

The mass m in mechanics and the capacity C in
electronics are the analogous inertia elements of the
position—flux analogy. The resistance in electronics is
related to the damping in mechanics for both the charge-
and the flux-approach, but the damping coefficient d
is perfectly analogous only to the inverse resistance
(conductance) 1/R in the position—flux analogy. The
analogue of the stiffness coefficient £ is the inverse in-
ductivity 1/L. For smooth dynamics, the constitutive
equations of the inertia elements

-mv=f, —-Cu=1, 23)
are formulated using the derivatives 0(z), (¢), the finite
forces f(¢) and the finite currents :(¢). With the intro-
duction of non-smooth dynamics, allowing for jumps in
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Table 4 Differential
measures

dF = f dt+F dp
dV=vdt+V dy
dd =u dt +U dn
dZ =1 dt +1 dn

df =fde+(fr—f)dn
dv=0vdt+ 0" —v7) dpy
du=u dt + @t —u~) dp
di=idt+GT—17)dp

(Force) impulsion (differential) measure
Velocity impulsion (differential) measure
Voltage impulsion (differential) measure
Current impulsion (differential) measure

Force differential measure

Velocity differential measure
Voltage differential measure
Current differential measure

the velocities v(¢) and branch voltages u(¢), the deriva-
tives v(¢) and () have been extended to the differential
measures dv and du. A jump in the velocities v(¢) or
the voltages u(¢) at the inertia element requires an im-
pulsive force F' or an impulsive current /, respectively
(cf. Section 3). Therefore, the forces f(¢) and the cur-
rents 1(¢) are replaced with differential measures by
introducing force impulsion measures dJ and current
impulsion measures dZ. The measures dF and dZ can
be decomposed into a Lebesgue and an atomic part just
as for the differential measures dv and du

dF =fdt+Fdyg, dZ=:de+1 dn. (24)
They may consist of the classical Lebesgue-measurable
forces f(t) and branch currents () and the purely
atomic impulsive forces F and impulsive currents /.
It has to be noted, that the force impulsion F and the
current impulsion Z are integral-entities of the force
and current, respectively. This means that the current
impulsion measure dZ used in the flux approach is not
equal to the current differential measure d: used in the
charge approach [13]. Table 4 gives an overview of
the various differential measures and notations that are
used in the four approaches in mechanics and electron-
ics. An impact is defined as an event with a discontinu-
ity in the velocity v(¢) or the voltage u(¢), respectively,
together with non-vanishing impulsive forces F or cur-
rents /. At the inertia elements, discontinuities in the
velocity v(¢) and the voltage u(¢) may only occur with
an impact. The constitutive equations of the inertia el-
ements can be extended with the differential measures
dv, du, dF and dZ to the non-smooth case, by writing
them as equalities of measures

—mdv=dF, —-Cdu= dZ. (25)
Since the velocity v(t), position r(¢), voltage u(t) and
flux ¢(t) are always finite in the position- and the flux-
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—dF, —dT —dF, —dT

F(t)dt,o(t)dt

v, U v(t),u(t)| v,u

bilateral
external kinematic
forcing constraint

Fig. 3 Characteristics of the source elements

approach, only finite forces f(¢) and currents 1(¢) are
required at damping, resistance, stiffness and inductiv-
ity elements. Discontinuities in the velocity v(¢) and
the voltage u(¢) can occur for these elements without
impact. The constitutive equations remain the same
for these elements as in the case of smooth dynam-
ics. Table 5 summarizes the position—flux analogy for
the classical elements. In electronics, usually the volt-
age source and the current source are introduced as
elements as well. A voltage source defines the branch
voltage u(t) as an explicit function of time, leaving the
branch current (¢) unconstrained. The corresponding
mechanical element in the position—flux analogy is the
bilateral kinematic constraint (or prescribed velocity).
In contrast, the branch current (¢) is defined as a func-
tion of time for the current source. The analogous me-
chanical element is the external force (cf. Table 6). For
the position- and flux-approach respectively, the volt-
age source and the bilateral kinematic constraint are
set-valued elements, while the current source and the
external force are single valued elements (cf. Fig. 3).

4.2 Models of non-smooth elements

The switching elements are modeled as ideal non-
smooth circuit components. By idealizing the ele-
ments, the numerical problems of stiff differential equa-
tions are avoided. As in mechanics, set valued branch
relations are introduced to characterise the behaviour of



Nonlinear Dyn (2007) 50:273-295

281

Table 5 Classical elements

mechanics electronics
inertia m mass ' capacity
—mdv = dF —Cdu =dT
v d7 dZ
R dF — =
taee | S
dissipation d damping coefficient R resistance
—dv=f —ﬁu =3
d 1
—_— B e—
v u
energy k stiffness coefficient L inductivity
storage —kr=f —%-1.9 =
k
TV R I
——— L -
T U
Table 6 Source elements . .
mechanics electronics
external f force 1 current source
forcing f=r1fit),veR 1=1(t), u € R
f f 2 7
—_—— e — —>—@——>
v e
U
bilateral v velocity u voltage source
kinematic —dF € R, v = v(t) —dT € R, u = u(t)
constraint
dF dF a7z _ ., dT
— = }7—>
-
U

the elements. This leads to measure differential inclu-
sions as description of the dynamics of the system. For
the existence and uniqueness of the solution of the sys-
tem of measure differential inclusions, the maximality
and monotonicity of the set-valued maps used for the
branch relations are important properties. The most ba-
sic non-smooth and set-valued elements that occur in
electronics and their mechanical analog are shown in
Table 7. The unilateral kinematic constraint element is
a sprag clutch in mechanics and a diode in electronics.
The sprag clutch limits the relative velocity to nonneg-
ative values, by allowing unbounded positive forces for
zero relative velocity. If the velocity of the sprag clutch
is positive, then the force is zero. The current through an
ideal diode may flow only in the positive direction. To
prevent the current from flowing in the negative direc-

tion, an ideal diode can provide an unbounded voltage
at zero current. Both characteristics can be expressed
with the set-valued relations

—f € Upr(v),

—1 € Upr(u), ¢ {t}, (26)

using the unilateral primitive Upr. The sprag clutch and
the diode cannot produce impacts by themselves during
the evolution of the dynamics, but they may carry un-
bounded forces and currents, allowing them to react on
impacts. Additionally, they may produce an impact at
the beginning of the motion, if the system is initialised
with non-feasible velocities or voltages. Therefore, the
constitutive laws (26) have to be completed with impact
laws
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Table 7 Non-smooth

mechanics electronics
elements
unilateral sprag clutch diode
kinematic —dF € Upr(vh) —dZ € Upr(u™)
constraint
—— dF 9, ; 9,
dF -~ D o~
v U
parallel parallel sprag clutch spark gap / switch
unilateral —dF e —dT e
kinematic Upr(a™+v")=Upr(at —v*) | Upr(a™+u®)—Upr(a™—u™)
constraint _a
dZ a dZ
— -
dF a dF
v “u
shifted moving sprag clutch unilateral switch
unilateral —dF € Upr(a™ + o) —d7T € Upr(a™ +u™)
kinematic
constraint —a dF dz . 4
dF T R —
v U
—F € Upr(v+), -1 € Upr(u+), t € {t;}, 27 —dF, —dT
allowing for a completely inelastic impact behaviour. ot ut

The constitutive laws (26) for the continuous part of the
motion and the impact laws (27) for the discontinuity
events can be expressed with a single measure inclusion
—dF e Upr(v"), —dZ e Upr(u™). (28)
To show that the measure inclusion (28) contains both
laws (26) and (27), the decomposition (24) for the cur-
rent impulsion measures is put into Equation (28). The
resulting expression

—1dt — Idy € Upr(u™) (29)
can now be simplified for times ¢ € {#;} at which dis-
continuity events take place and times ¢ ¢ {#;} where
the voltage u(¢) is continuous. For times ¢ ¢ {t;}, the
atomic part dn is zero, whereas for the set of disconti-
nuities {#;} the Lebesgue measure d¢ can be neglected
in the sense of integration. For the two cases one obtains

—1dt € Upr(ut),
—1Idn € Upr(u™),

t ¢ {1},
t e {}.

(30)

Since the measures df and dn are strictly positive, they
can be eliminated with the help of the unilateral primi-
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—dF € Upr(v')
—dZ € Upr(u™)

Fig. 4 Characteristic of sprag clutches and diodes

tive Upr. For the continuous parts ¢ ¢ {¢;} of the motion,
the right limit u™ is always equal to u. Finally, one ob-

tains the relations

—1 € Upr(u),
—1 € Upr(u™),

t ¢ {t},

t € {1},

3D

which are the same as in Equations (26) and (27). The
characteristic of the sprag clutch and the diode is de-
picted in Fig. 4. It has to be noted that, due to the dif-
ferent assumptions on the continuity of the charge g(¢)
and the flux ¢(¢) in the two electrical approaches, the
resulting model for the ideal diode is different as well.
In contrast to the flux approach, the charge approach
allows an impulsive voltage U and a finite current (¢)
at a diode, leading to the model

—dif € Upr(i ™). 32)
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The second element in Table 7 is the ideal spark gap
with variable break-through voltage, which is a good
model for switches at the same time [13]. Using the
charge approach, the impact-free dynamics of a spark
gap can be described with the relation
—u €a-Sgn(), t¢{t}, (33)
where a > 01is the break-through voltage. If the current
flowing across the spark gap is zero, then the voltage
can vary between —a and a. The branch voltage u can
never exceed the voltage boundaries —a and a. To en-
force this, the element can supply any positive current
1 at the voltage u = —a to prevent the voltage from
falling further. In a symmetric way, the element allows
any negative branch current: at the voltage u = a. For
the flux approach, the inclusion (33) has to be solved
for the branch current 1 using relation (12). The char-
acteristic
—1 € Upr(a 4+ u) — Upr(a —u), t ¢ {t;} (34)
is obtained for the impact-free dynamics of a spark
gap in the flux approach. The branch relation of the
spark gap is illustrated in Fig. 5. A switch can be seen as
a spark gap with a variable gap length. For the model of
the spark gap, this means that the break-through volt-
age a is a function of time. A break-through voltage
a = Oresults in a perfect conductor, while an ideal iso-
lator is obtained for a — oo. If the break-through volt-
age a is made to be an explicit function of time with
a priori known switching times, then the model rep-
resents an externally controlled switch. An internally
controlled switch is obtained by extending the depen-
dency of the break-through voltage a to the state of the
circuit. Impacts may occur, if the spark gap is initialised
with non-feasible voltages or it is operated as a switch

charge approach flux approach

—u -1

—a

—u € a-Sgn(z) —1 € Upr(a +u) — Upr(a —u)

Fig. 5 Branch relation of spark gaps

in combination with a capacitor. The switching may
produce a non-feasible initial condition for the motion
starting after the switching event, requiring an impact
to reestablish consistent conditions. The spark gap is
equipped with theimpact law

—I e Upr(at +ut) — Upr@at —ut), te{) (35

in analogy to the impact law used for the unilateral
kinematic constraint. Again, the constitutive law (34)
for the continuous part of the motion and the impact
law (35) for the discontinuity events can be expressed
with a single measure inclusion

—dZ € Upr(a®™ +u™) — Upr(at — u™). (36)

The analogous element in mechanics consists of two
parallel sprag clutches that are moved with a relative
velocity a (cf. Table 7). The complete characteristic of
the parallel sprag clutches and the spark gap is shown
in Fig. 6. The unilateral switch has the perfect isola-
tor and the idealized diode as the two limiting states.
The model for a unilateral switch can be obtained from
the bi-directional switch by taking only one Upr into
account. The resulting branch relation, expressed as a
differential measure inclusion,

—dT € Upr(a* + u™) 37
—dF, —dZ
break-through
—at isolator
at vt ut
break-through —dF € Upr(at +vT) — Upr(at — o)
—dZ € Upr(a®™ + ™) — Upr(a®t — u™)
—-dz —-dz
at — oo at =0
ut ut
isolator conductor

Fig. 6 Characteristic of parallel sprag clutches and spark gaps
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—dF, —dZ
_at
isolator vt ut
break-through
—dF € Upr(a™ +oT)
—dZ € Upr(a™ +u™)
—dz —dz
at — o0 at =0
ut ut

isolator diode

Fig. 7 Characteristic of moving sprag clutches and unilateral
switches

is depicted in Fig. 7. In mechanics, the unilateral switch
corresponds to a single sprag clutch that is moved with
the velocity a (cf. Table 7).

4.3 Kirchhoft’s laws

The differential equations, describing the dynamics of
a mechanical system, are usually derived using the
principle of virtual work. The virtual work of a me-
chanical system

W = / s€T(€dm — dF) (38)
S

is formed with the virtual displacements §&, the inertia
force density & dm and the force density dF, containing
both internal and external forces. If the constraint forces
are considered in the virtual work as well, then the
principle of virtual work can be formulated as

mechanical system is in

W =0V = dynamic equilibrium.

(39)

The integral in the definition of the virtual work (38)
can be replaced by a sum for lumped parameter sys-
tems. The expression & dm can be interpreted as inertia
forces on the mass elements, leading to a virtual work
expression that is formed only by products of forces and
virtual displacements. With the introduction of force
impulsion measures dF, the virtual action d6W is used
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instead of the virtual work §W . This leads to the defi-
nition

dsW =) dF;ér; (40)

for the virtual action of a mechanical lumped parameter
system. The sum is taken over all elements of the sys-
tem, while dJ; denotes the force impulsion measure
and dr; the virtual displacement at the ith element. The
definition of the virtual action of an electrical lumped
parameter system

dsW =) dZ;8¢; (41)

is obtained using the position—flux analogy. The vir-
tual action at the i th element is formed with the branch
current impulsion measure dZ; and the virtual flux dis-
placement §¢;. The principle of d’Alembert/Lagrange
states that constraint forces of perfect constraints,
which do not produce any virtual work for admissi-
ble virtual displacements, can be omitted in the virtual
work expression, if the variation considers only admis-
sible virtual displacements. Correspondingly, the prin-
ciple (39) can be reformulated as

mechanical system is in
dynamic equilibrium (42)
w.r.t. free directions

dsW =0 V& =

for mechanical systems, where §r*4™ denotes any vir-
tual displacements that are compatible with the con-
straints. In the virtual action, the constraint force impul-
sion measures of the perfect constraints have no longer
to be considered. For electrical systems, the principle

electrical system is in
dSW =0 VY 8¢™™ = dynamic equilibrium  (43)
w.r.t. free directions

is formulated analogously. The admissible virtual flux
displacements are denoted by §¢'™. Due to the con-
straints introduced by the connections in an electrical
circuit, not all §¢; are admissible. To be able to give
a formulation for the admissible virtual flux displace-
ments (S(pf‘dm, the kinematics of a circuit is analysed
first. In Fig. 8, the connection of independent electrical
elements in a circuit is illustrated. A formulation of the
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Fig. 8 Electrical elements connected into a circuit

constraints imposed on the system can be obtained by
applying Kirchhoff’s voltage law (KVL). The branch
voltages u(¢) and branch fluxes ¢(¢) of a circuit are no
longer independent, and a description using a reduced
set of variables may be obtained. A voltage is defined
only with respect to a reference point, in analogy to
the velocity in mechanics. An arbitrary node is there-
fore selected as the reference node, and the voltages
v; (¢) of all other nodes are defined with respect to this
reference. The ground node is usually taken as the ref-
erence node. The nodal voltages v; and the nodal fluxes
q; form the reduced set of variables. The nodal voltages
v; may be collected into a vector of nodal voltages or
generalised voltages

(5] q1
U2 q2

vi=| . |, q:= R (44)
Up—1 qdn—1

with an associated vector of nodal fluxes or general-
ized coordinates q. As for the branch flux ¢(¢) and the
branch voltage u(¢), it holds that the nodal voltages v
are the time derivatives of the nodal fluxes ¢ d¢-almost
everywhere, i.e.

g =v, dt-almost everywhere. (45)
Within the position—flux analogy, nodal fluxes and volt-
ages correspond to generalized coordinates and veloc-
ities, respectively. It has to be noted that the general-
ized coordinates used in mechanics are usually minimal
coordinates with respect to the bilateral kinematic con-
straints. In contrast, the voltage source element is not
considered here in the process of defining the gener-
alised coordinates for electrical circuits, leading to a

differential algebraic system (DAE) as description. All
branch voltages satisfying Kirchhoff’s voltage law can
be expressed by the nodal voltages v,

u; = wl-Tv, (46)

as a branch voltage is equal to the difference between
the two voltages at the nodes it connects. Equation (46)
is called the nodal transformation [18], and defines the
node-branch incidence matrix. The nodal transforma-
tion (46) holds also in integrated form

o =wlq, (47)

relating the nodal fluxes ¢ to the branch fluxes ¢;.
There is no nodal voltage v that could violate the con-
straints described by the KVL equations, and all possi-
ble branch voltages u; can be expressed using v. There-
fore, the admissible virtual flux displacements (Sgafdm
can be obtained by transforming arbitrary virtual nodal
flux displacements §¢ with the nodal transformation
(46)

Spiim = wlsq. (48)
With this relation the formulation (43) may be further
simplified

0=dsW =) dZw]sq=06q" ) w;dL; V¥q.
(49)

Since this variational equation is formulated for arbi-
trary 84, it can be reduced to the equation

Z w;dZ; = 0, (50)

which is identified as Kirchhoff’s current law. Associ-
ated with the nodes of a circuit, a generalised current
impulsion measure dJ can be defined

dF =) w;dZ. Q)]

Each component of the generalized current impulsion
measure dJ is the sum of all current impulsion mea-
sures flowing into or out of the corresponding node.
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Fig. 9 The DC-DC buck

ramp generator

converter comparator
Uy,
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+ uy
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Kirchhoff’s current law for non-smooth systems (50)
can be reduced to

dJ =0 (52)

using definition (51).

5 DC-DC buck converter

In this section, the theory and methods that have been
presented in the previous sections are applied to an ex-
ample, being the DC—DC buck converter. The electrical
model is formulated in the flux approach and related to
an analogous mechanical model using the position—flux
analogy. The model and notation are kept as similar as
possible to the one used in [13], to allow for an easy
comparison of the two approaches. A general DC-DC
converter is a circuit that allows for the efficient con-
version of DC electrical power from one voltage level
to another. For the DC—DC buck converter, the voltage
at the output is smaller than the voltage at the input
of the circuit. The circuit of a controlled DC-DC buck
converter is shown in Fig. 9. Besides the classical el-
ements R, C, L and the voltage source uy, the circuit
consists of an ideal diode D and a unilateral switch S.
The voltage u supplied by the voltage source is con-
verted to a lower voltage uy at the resistive load R. The
part of Fig. 9, which is drawn in grey, shows the switch
control of the DC-DC buck converter, which controls
the voltage at the load R by operating the unidirec-
tional switch S. There occur no impacts (discontinuities
in the voltages, together with non-vanishing impulsive
currents) during the evolution of the dynamics of the
circuit, if non-feasible initial conditions are excluded.
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However, due to the operation of the switch, there are
discontinuity events in the dynamics of the DC-DC
buck converter, but they do not lead to impacts.

5.1 The switch control of the DC-DC buck converter

In this section, a model of the switch control is de-
scribed. The switch control of the DC-DC buck con-
verter consists of an amplifier with gain K, a compara-
tor and a ramp generator with period 7', lower voltage
u; and upper voltage u,, (cf. Fig. 10). The output voltage
a of the switch control is used to operate the unilateral
switch S of the buck converter. With the output voltage
Ucomp Of the amplifier

Ucomp = _K(MR + uref) (53)

and the explicitly time-dependent output voltage u,(7)
of the ramp generator

t
ug(t) = u; + T~ k) Gy — up)

kT <t<(k+1DT; k=0,1,2,... (54)

ramp generator

Uy ]

comparator
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the voltage a at the comparator can be written as

0, Ucomp — Mg(t) <0,

a =

(55)

+00,  Ucomp — Ug(t) > 0.

This relation can be simplified by eliminating u¢omp and
defining

1
h(t) == Urer + E”g(t) (56)

resulting in the following rule for the switch control

0, —ug(t) < h(),

—ug(t) > h(t).

a(ug,t) = (57)

+OO,

For a = 0, the switch is closed and behaves as an
ideal diode, while the switch is perfectly isolating for
a = +00.

5.2 The extended DC-DC buck converter

In this section, the measure differential inclusions for
an extended model of the DC-DC buck converter are
derived. The extended DC-DC buck converter has two
additional capacitors C* and C° compared to the orig-
inal DC-DC buck converter, in order to assure a non-
singular matrix M of capacitances. This extension of
the circuit is done to arrive at a system that complies
with Lagrangian dynamics and which eases the analogy
to mechanical systems, for which positive definiteness
and symmetry of the associated matrix of inertias M is
always presupposed. The circuit of the original DC-DC
buck converter is obtained by setting the two additional

Fig. 11 Electrical model of
the extended DC-DC buck
converter

capacities C* and C° to zero. The circuit of the extended
DC-DC buck converter as shown in Fig. 11 has four
nodes. To emphasise the four nodes of the circuit, they
have been shaded grey in Fig. 11. The ground node
is chosen as reference, while the nodal voltages vy, v,
and v3 are introduced for the three remaining nodes.
Every nodal voltage v; has an associated nodal flux ¢;.
The nodal voltages v; are sometimes called generalized
voltages as well, while the nodal fluxes ¢; are referred
to as generalized coordinates. The vector of nodal volt-
ages v and the associated vector of nodal fluxes ¢ as
defined in Equation (44) become

q1 V]
q =192, v=(|uv],
qs U3

g = v dr-almost everywhere, (58)

for the extended DC-DC buck converter. With the def-
inition of the nodal voltages, the branch voltages u;
may be written as a linear combination of the form
(46), defining the nodal transformation of the circuit.
From the nodal transformation

= wi =(1,0,0)
= we =(1,0,0)
us=wiy=v—v; = wi=(-1,1,0)
= wh =(0,1,0)

u0=w3v=v1

Uc = WE*V ="

uDszDv=v2

—
\”+
H

dZy

uc=wiv=-vs = wl=(00-1) &2
up=wiv=uv—v=w, =0,-1,1)
Uco = wgcv = = wg(, =(0,1,0)
ug =wry =-v3 = wp=(0,0,-1)
a(ur, t)
ug ur,
- ——
v g — Uz/ LI:I v3
4 dZs 4 1 dt 4
ug 7C'* UC* C°| uce 7D up C | uc a UR
= 1= sl =
dZe- dZce dIp dZ¢ wpdt | R

|
[
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the vectors w; required for the virtual action dSW can
be obtained directly. Kirchhoff’s current law

0=dJ =) w:d, (60)

which has been related to the virtual action of elec-
trical systems in Section 4.3, may now be evalu-
ated with the help of the nodal transformation (59),
yielding

dJy = dZp + dZc- — dZs =0,
dJf, = dZs + dIp — iy dt + dZe- =0, 61)
dJ; = —dZ¢ 41 dt —ixgdt =0.

The single-valued branch relations of the capacitors,
the resistor and the inductor

dIC* =-C* dlxlc*,

dIC =—-C duc,
dZce = —C°duc-, (62)
1pdt = —%MR de,
i dr = —%QDL de,

are formulated according to Table 5. After inserting the
single-valued branch relations (62) into the Equations
(61), and expressing the branch voltages #; and branch
fluxes ¢; by the nodal voltages v; and nodal fluxes g;
using the nodal transformation (59), one obtains the
equations

C*dvy + dZs — dZy =0,
1

C°dvy — Z(Qs —q2)dt — dZs — dIp =0, (63)
1 1

Cdvs + Z(CB —q)dt + Ev3 dr = 0.

The branch relations of the diode, the switch and the
voltage source

—dZp € Upr(uj)),

—dZs € Upr(a™ + u}), (64)
—dZy € R, ug=up(),

are set-valued and are formulated according to Tables 6
and 7. The branch voltage uy in the switch control of

the DC-DC buck converter (57) can be replaced with
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the nodal voltages, yielding

0, v3(t) < h(1),
a(vs, t) = (65)
+o00, wv3(t) > h(t).

With the switch control (65), the Equations (63) and
the set-valued inclusions (64) the description of the
extended DC-DC buck converter is complete. With the
definition of the matrices

— T T T
M:=wew o .C*+weew . C°+wewC,

D = T 1
= WRWRE’ (66)

1

K = wszz,

the relations (63) and (64) can be written in matrix
form, yielding
Mdv +Dvdt +Kqdt —wpdZp

—wgdZs —wodZy =0, ¢ =v dt-ae.

up = WEV, —dID (S Upr(MJDr), (67)
us=wgyv, —dZs € Upr(a® + u3),
uy = ng, _dIO S Rv uy = Mo(t)’
with
c* 0 0 0 0 0
M=|0 <¢c° 0}, D=|0 0 0],
0 0 C 00 +
00 O 0
K=|0 ¢ T|. wo=|[1]. (68)
-1 1
0 7 17 0
-1 1
Ws = 1 s Wo = 0 )
0 0
q1 U]
q9=\|4921, Vv=|n
q3 U3

The mechanical model associated with the extended
DC-DC buck converter can be obtained from Equa-
tions (67) and (68) using the position—flux analogy. The
mechanical model is illustrated in Fig. 12. The model
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a(ug,t)

Fig. 12 Mechanical model associated with the extended DC—
DC buck converter

consists of three masses C*, C° and C corresponding
to the three capacitors of the extended DC-DC buck
converter. Since the position—flux analogy is used, the
electrical circuit and the mechanical model have the
same topology. The mass C is connected to the envi-
ronment by a linear damper with damping coefficient
1/R. A linear spring with stiffness coefficient 1 /L con-
nects the masses C° and C, representing the inductor
of the electrical circuit. The sprag clutch acting be-
tween the environment and the mass C° is analogous
to the diode and allows the mass C° to only move to
the right. The masses C* and C° are interacting by the
serial connection of a kinematic excitation with rela-
tive velocity —a and a sprag clutch, constituting the
analogue to the unilateral switch. The velocity of the
mass C* is prescribed to be uy. The switch control
of the DC-DC buck converter measures the velocity
ug and provides the relative velocity —a. To solve the
measure differential inclusion (67) describing the non-
smooth dynamics of the circuit for the unknown nodal
voltages v(t) and the associated nodal fluxes ¢(¢), a
time-stepping method is used. Time-stepping methods
discretise directly the inclusion (67) over a time-step
At. The problem of solving the measure differential in-
clusion (67) numerically is formulated as follows: For
the system (67), with given initial nodal charges g 4, and
initial nodal voltages v 4,

qa:=qa), va=v(ta), (69)

at the initial time ¢4, find nodal charges ¢ and nodal
voltages v,

qr = q(g), ve:=v(g), (70)

at the time ¢g which approximate the exact solution.
The time ¢ is the end of a chosen time interval 74, f£]
with length

At :=tg —ty. 71)

The resulting algorithms are very robust and easy to
implement, but have a limited accuracy, see e.g. [3, 14,
19] for some versions of time stepping algorithms.

The discretised differential inclusion can either be
transformed into a linear complementarity problem or
a set of nonlinear equations using the Augmented La-
grangian approach [2]. The formulation as a linear
complementarity problem is limited to linear systems,
but it can be solved with robust numerical algorithms.
With the Augmented Lagrangian approach it is diffi-
cult to obtain guaranteed convergence for the numeri-
cal solution of the set of nonlinear equations. For the
extended DC-DC buck converter, the transformation
into a linear complementarity problem will be used.
In the flux approach, the buck converter contains both
smooth and non-smooth set-valued elements. The only
smooth set-valued element in the buck converter is the
voltage source u#(. One possibility to treat the voltage
source, is to remove the state v; from the system by
replacing v; with u, obtaining a set of minimal co-
ordinates with respect to the bilateral constraints. For
this circuit, the transformation to minimal coordinates
is straightforward, because the voltage source is con-
nected directly to the reference node with one port. As
an alternative to the reduction to minimal coordinates,
the branch relation of the voltage source can be ex-
pressed with two complementarity conditions and can
be included into the linear complementarity problem.
This means that the bilateral constraint is treated as two
unilateral constraints, which is not very efficient from
the numerical point of view. A third possibility is to
append the current of the voltage source branch to the
vector of unknown voltages after discretisation. This
approach, also knownin electronics as modified nodal
analysis, is used in the following for the extended DC—
DC buck converter. In order to simplify the expressions,
the notations

dZ = <‘;II’§) W= (wp ws) (72)

are introduced. Using these notations the equality of
measures in Equation (67) may be written as

Mdv + Dvdt + Kqdt — WdZ —wydZy, =0,
wov — ug =0, (73)
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where the constraint of the voltage source has been
added as an additional equation. The notations

=Wy +w, W= (2) (74)

and relation (3) are used to formulate the measure in-
clusions of the ideal diode and the unilateral switch as
complementarity conditions

0=<~"1dZ >0, (75)

allowing to set up the linear complementarity problem
after discretisation. For non-smooth mechanical sys-
tems, usually Moreau’s midpoint rule is used to dis-
cretise the measure differential inclusions. Moreau’s
midpoint rule consists of a trapezoidal rule for the po-
sitions and an explicit Euler step for the velocities. For
the discretisation of the DC—DC buck converter, an im-
plicit Euler scheme is used, instead of Moreau’s mid-
point rule. In contrast to the midpoint rule, the implicit
Euler scheme does not require a regular capacitor ma-
trix M. Using the implicit Euler scheme, the integral of
all measures in Equation (73) are approximated using
end-point terms, yielding

Mdv ~ M dv =MWvg —v,),
At At
/Dvdr%DvE/ dt = DvgAt,
At At
/qut%KqE/ dr = KqgAt, (76)
At At

/ WdZ ~ W dZ = WAZ,
At

At

/ wodZy =~ wy dZy = woAZLy.
At At

The relation between the nodal voltages v and the nodal
fluxes g can be approximated using one implicit Euler
step

qr =44 +VEAL (77

The complementarity conditions (75) are expressed in
the discretised form

0=~y LAZ >0, (78)
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where the vector of local variables at the end-time ¢,
Ye =Wl + Wy, (79)

is formed using the vector w 4 at the beginning 74 of
the time step. This is done in order to avoid a nonlinear
dependence on the unknown nodal voltages v g, which
would lead to a nonlinear complementarity problem.
By using the vector w 4 instead of W, a small time-
delay of At is inserted into the switch control feedback
of the DC-DC buck converter, which seems reasonable
from the modelling point of view as well. The integral
of the equality of measures (73) may be written as

Mg —va)+ DvgAt +KqEAt
—WAZ —woAZy =0, (80)
wgv E—uy=20,
using the approximations (76). Elimination of the end-
point nodal fluxes q ; from the equations (80) with the
help of Equation (77) yields
(M + DAt + KAt )vg —woALy — My,
+Kqg At — WAL =0, 81)
— wgv E+uy=0,
where the terms have already been regrouped for the

unknown variables v and AZy. With the definition of
the vectors and matrices

(e ~ (M+DAt + KAt* —wg
vim(3e ). drm (MDA TEAT )
(82)

= (M) e (7)),
—Uugn 0

the notation can be simplified to the modified nodal
equations

Mv —h — WAT =0, (83)
where the unknown vector v now contains both the
end-point nodal voltages v ¢ and the current impulsion

difference AZ of the set-valued voltage source branch.
Equation (79) can be written as

'yE=WTu+WA, (84)
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using the matrix W and the vector v. If the matrix
M is regular then Equation (83) can be solved for the
vector v and can be inserted into Equation (84). The
resulting linear relation between v, and AZ forms
together with the complementarity condition (78) the
linear complementarity problem

e =WNC'W AT +W M h+
—— e N S ——

y A x b
0<~v; LAZT >0 (85)
0<ylx>0

in standard form (cf. Section 2). It has to be noted,
that the matrix M is regular not only for the extended
DC-DC buck converter, but for the original version as
well. After solving the linear complementarity problem
(85) for the vectors v, and AZ, the vector v can be
calculated from Equation (83), yielding the end-point
nodal voltages vg. The nodal fluxes g can then be
calculated with the help of Equation (77).

5.3 The original DC-DC buck converter

In this section, a model with a minimal number of states
for the original DC-DC buck converter is derived. The
original DC-DC buck converter, as depicted in Fig. 9, is
missing the two additional capacitors C* and C°, which
have been added to the circuit in Section 5.2 to assure a
regular matrix M of capacitances. For the circuit of the
original DC-DC buck converter, as shown in Fig. 13,
the same notations as for the extended version are used.
The measure differential inclusions of the original buck
converter can be obtained from the inclusions of the
extended version by setting the capacitors C* and C°

Fig. 13 Electrical model of the original DC-DC buck converter

to zero
Cc°=0, C"=0. (86)

Alternatively, one could as well derive the inclusions by
formulating the nodal transformation and Kirchhoff’s
current law directly for the original circuit. By setting a
capacity to zero, the according branch relation reduces
to

dZ =0, ueR, &7
which is the behaviour of an isolator. For C° = 0,C* =
0, Equations (63) simplify to

dZs — dZ, =0,

1
—2(613 —qy)dt — dIs — dIp =0, ¢ =v dt-ae.
1 1
C dvs + z((]3 —qy)dr + EU3 dr = 0. (88)

The first equation in Equation (88) is only needed to
determine the current impulsion measure dZy, and is
therefore removed from the set of equations. The set-
valued branch relations for the diode, the switch and
the voltage source remain the same as for the extended
DC-DC buck converter. For the branch relations, one
obtains

—dZp € Upr(vy),
—dZs € Upr(at + v — o)), (39)
—dI() ER, V1 —u0=0,

after inserting the nodal transformation (59) into
Equation (64). The states v; and ¢; can be eliminated
from the system (88), (89) by solving the branch rela-
tion of the voltage source for the nodal voltage v, and
by inserting it into the branch relation of the unilateral
switch, yielding

—dZp € Upr(vy),

—dZg € Upr(a™ + vy — uy). ©0)
The remaining nodal voltages v,, v3 and the associated
nodal fluxes ¢,, g3 are replaced with the local variables

Uc = —vs, up =v3 — v,

©On
Yc = —q3, YL =q3 — {2,
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which link the states directly with the dynamical ele-
ments. The current impulsion measures dZg and dZp
occur in the remaining last two equations of Equa-
tion (88) only as a sum, for which the notation

d7 := dZs + dZp 92)

is defined. By inserting Equations (91) and (92) into
the Equation (88) one obtains

1
——Qr dt = dZ, u; = or dt-a.e.
L
| | (93)
duc = —¢p dt — —uc dr.
Uc LCQOL RCuC

The current impulsion measure dZ can be expressed
by summing the inclusions (90) and replacing the nodal
voltage v, with the branch voltages u¢ and u , yielding
—dZ € Upr(—uf — uf) + Upr(a® —ul — u} — uo).
o4
With the rule for the addition of two unilateral primi-
tives (8), the inclusion (94) can be further simplified to
—dZ € Upr(—uf —uf —b"), b := max(0, ug — a).
95

The switch control a, expressed in the capacitor branch
voltage uc, can be written as

{0, —uc < h(@),
a(uc,t) = (96)
+00, —uc > h(t).

Using Equation (96) and u( > 0, the max condition in
Equation (95) is further simplified, yielding

L —ue < ho),
b, 1) = {"° e =ho ©7)
0, —uc > h().

We further introduce a variable s to abbreviate the
argument in the Upr-inclusion (95),

s = —uc —uyp — b, 98)

to simplify the notation on the one hand and to set
up the linear complementarity problem in standard

@ Springer

form on the other hand. By using the notation (98) and
the Upr inversion rule (4), the inclusion (95) can be
transformed to

—sT e Upr(dZ). %99)

After eliminating the current impulsion measure dZ
with the first equation of Equation (93), the inclusion
(99) can be written as

—s* € Upr(—¢y), (100)
or as complementarity conditions
0<—¢, Lst >0, (101)

if the inductivity L is assumed to be strictly positive.
With this complementarity condition, the minimal
description of the original DC-DC buck converter
is complete. The set of equations which completely
determines the system can be written as

1 1
duc = —¢p dt — —uc dt,

— ¢, drae.
LC RC e =@ dae

ug, —uc < h(t), (102)
0, —uc > h(@),

s=—uc—u,—b, b=

0§—§0LJ_S+20.

The description (73) derived for the extended DC—
DC buck converter uses the six states vy, va, v3, 41, ¢2,
¢3 and the two complementarity conditions associated
with dZp and dZg. Compared to this, the description
(102) of the original DC-DC buck converter uses only
the two states u¢, ¢; and one complementarity condi-
tion. The minimal mechanical model associated with
the original DC—DC buck converter can be obtained
from Equation (102) by using the position—flux anal-
ogy. The model is illustrated in Fig. 14. It consists of
a mass C that is connected with a damper 1/R to the
environment like the extended model. The linear spring
with stiffness coefficient 1/L connects the mass C to
a sprag clutch, which itself acts on a relative velocity
constraint b(uc, t). The velocity b(uc, t) is a nonlinear
function of the velocity u¢ of the mass C and the time
t. Similar to the extended DC-DC buck converter de-
scribed in Section 5.2, the time-stepping method and
an Euler scheme for discretisation is used to solve the



Nonlinear Dyn (2007) 50:273-295

293

[2e]
1 1
L R
© —R
—¥PL
b N U,
‘ N
b(uc,t)

Fig. 14 Mechanical model associated with the original DC-DC
buck converter

original DC-DC buck converter numerically. Due to
the structure of the system (102), the midpoint rule as
used for mechanical systems cannot be applied. The
end-time tg of the considered time-step At is calcu-
lated as

tg =1ta + At, (103)

where ¢, is the beginning of the step. The integral of
all measures in the first equation of Equation (102) are
approximated using an explicit Euler scheme, yielding

/ duc ~ ucg —uca,
At

1 1
—pdt & — At, 104
. oYt c oL (104)

1 1
—ucdt ¥ —ucysAt,
/A, RC € RC A

where an index A denotes terms at the beginning and
E at the end of the time interval A¢. Using the approx-
imations (104), one obtains

1 1
— = — At — — At 105
UCE —UcA LC PLA RC Uca ( )

for the discrete form of the first equation of Equation
(102). The relation between the inductor voltage u;, and
the inductor flux ¢y, is approximated using and implicit
Euler scheme, yielding

YLE = ¢ra T UL At. (106)
The complementarity condition of Equations (102)

are expressed with the discretised complementarity
condition

0<—¢rg Lsg >0, (107)

where the variable sg is obtained as
Sg = —ucg —urg — bluce, tg). (108)

In the approximations (104) an explicit Euler scheme
has been used, in order to avoid the nonlinear depen-
dency of sg from ¢; g in the case of an implicit Euler
scheme. In order to set up the linear complementarity
problem for the inductor flux ¢; ¢, the inductor voltage
urg is eliminated from Equation (108) using Equa-
tion (106). For the linear complementarity problem,
one obtains

—@rE= At Sg +ucpAt+b(ucg, tp)At — @p 4,
——

y A X b
0<—¢rel sg >0, (109)
y X

where the capacitor voltage u¢ g results from Equation
(105) as

1 1
= — At — — At 110
Ucg = uUca + IC QLA RC Uca (110)

To solve for an approximation of the state (ucg, ¢LE)
at the end-time 7z, given the state (uca, ¢r4) at the
time f4, two steps have to be done. First, one calcu-
lates the capacitor voltage ucg using Equation (110)
and evaluates the function b(ucpg, tg) from Equation
(102). In a second step, one has to solve the linear
complementarity problem (109), yielding the solution
for ¢, g. In Table 8, the MATLAB® implementation
of the time-stepping algorithm for the original DC-DC
buck converter is given. Numerical results are shown
in Fig. 15. The results are obtained for the system in a
chaotic parameter regime, as published in [11, 13]. The
following values have been used for the parameters of
the system: R =22Q,C =47uF, L =20mH, T =
400 pus, uo =35V, uwer =113V, uy =38V, u, =
8.2V, K = 8.2. The states uc(0) = —11.7636 V and
¢1(0) = —10.584 mWb have been used to initialize the
system. InFig. 15, the comparator voltage u¢omp and the
output voltage u,(t) of the ramp generator are shown.
The unilateral switch S is closed for ucomp < ug(t)
and open for ucomp > ug(?). Fig. 15 shows as well the
phase space plot of the DC-DC buck converter. The
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Table 8 The MATLAB®
implementation of the
time-stepping algorithm for
the original DC-DC buck
converter

Fig. 15 Phase space plot
and comparator voltages of
the DC-DC buck converter

numerical results agree with those published in [11, 13]

function [t, u_C, phi L, u L, i L] = orgbuck(u_CO0, phi_LO, t_end, dt)

% Parameters
R =22; C=4.7e-5; L = 0.02; u_0 = 35;
T = 4.0e-4; u ref = 11.3; u_l = 3.8; uu = 8.2; K= 8.2;

% Initial conditions

t A=20; t(1) = 0;

u CA = u CO0; u C(1l) = 0;
phi_LA = phi L0; phi_L(1) = 0;

i=0;
while (t_A < t_end)
t E =t A+ dt;
UCE=uCA+1/ (L*C) *phi LA *dt -1/ (R * C) * uCA * dt;
b_E = b(u_CE, t_E, u 0, ul, uu, uref, T, K);
[n_phi LE, s_E] = lcp(dt, (uCE + b E) * dt - phi ILA);
phi LE = -n_phi LE;
uLE = -uCE - b E - s_E;

t A=t E; uCA=uCE; phi LA = phi LE; i =1 + 1;

t(i) = t_ E; u C(i) = u CE; phi L(i) = phi LE; u_L(i) = u_LE;
end
iL=-1/1L*philL;

%

function result = b(u C, t, u 0, u l, u u, uref, T, K)
h=uref+1/K=* (ul+mod(t, T) /T * (uu-ul));
if -u C <=nh

result = u_0;

else
result = 0;
end
%
function [y, x] = lcp(A, b)
% scalar LCP with A > 0
if b >= 0
y = b;
x = 0;
else
y = 0;
X =-b / A;
end
V] s [A]
15 0.8
ucomp
10 0.6
1 4 d
s
[
5 : ,'l 0.4
Voo
0 0.5 1 1.5 2 11.5 12 12.5 13
t [ms] —uc [V]

6 Conclusion

and those obtained with a MATLAB® implementation

of the extended DC-DC buck converter for C° = 0,

CcC*=0.

@ Springer

In this paper, the flux approach has been extended to

non-smooth electrical systems. The assumptions and
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formulations used for mechanical systems have been
adopted for the flux approach using the position—flux
analogy. For the most important non-smooth elements,
like diodes and switching elements, branch relations
have been formulated in the flux approach and related
to analogous mechanical elements. Using the example
of the DC-DC buck converter, the formulation of the
measure differential inclusions and their solution using
the time-stepping method has been shown for the flux
approach. Only a small set of non-smooth elements
have been described in this paper to show the basic
procedure. The formulations used are not limited to
this set of elements only. There are many semiconduc-
tor elements as, for example, Zener diodes that can be
modeled with non-smooth set-valued branch relations.

For the capacitor, resistor and inductor, only linear
branch relations have been used. With the extension to
nonlinear elements, a nonlinear complementarity prob-
lem or a set of nonlinear equations can be obtained, if
the implicit Euler scheme is used for the discretisa-
tion. While the numerical solution of a linear comple-
mentarity problem is already a very difficult problem,
the solution of a nonlinear complementarity problem is
even worse. By using an explicit discretisation scheme,
the difficulties of the nonlinear complementarity prob-
lem can be avoided, but other problems like numerical
stability are added. One possible solution for the im-
plicit case could be the transformation into a set of
nonlinear equations using the Augmented Lagrangian
approach.

The limitation to continuous charges in the charge
approach and to continuous fluxes in the flux approach
result in different impact relations for the non-smooth
elements in each approach. The combination of the
charge approach and the flux approach into a mixed
approach, which could overcome these differences, is
an area of active research.
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