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Abstract A new image-guided microscope system using
augmented reality image overlays has been developed.
With this system, CT cut-views and segmented objects
such as tumors that have been previously extracted from
preoperative tomographic images can be directly dis-
played as augmented reality overlays on the microscope
image. The novelty of this design stems from the inclu-
sion of a precise mini-tracker directly on the microscope.
This device, which is rigidly mounted to the microscope,
is used to track the movements of surgical tools and
the patient. In addition to an accuracy gain, this setup
offers improved ergonomics since it is much easier for
the surgeon to keep an unobstructed line of sight to
tracked objects. We describe the components of the sys-
tem: microscope calibration, image registration, tracker
assembly and registration, tool tracking, and augmented
reality display. The accuracy of the system has been mea-
sured by validation on plastic skulls and cadaver heads,
obtaining an overlay error of 0.7 mm. In addition, a
numerical simulation of the system has been done in
order to complement the accuracy study, showing that
the integration of the tracker onto the microscope could
lead to an improvement of the accuracy to the order
of 0.5 mm. Finally, we describe our clinical experience
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using the system in the operation room, where three
operations have been performed to date.
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Introduction

Image-guided, computer-assisted surgery has emerged
to improve localization and targeting, to provide a better
anatomic definition of the surgical field, and to decrease
invasiveness. Usually, in image-guided surgery, a com-
puter displays the surgical field in a CT/MR environ-
ment, using axial, coronal or sagittal views, or even a
3D representation of the patient. Such a system forces
the surgeon to look away from the surgical scene to the
computer screen.

An augmented reality system should enable surgeons
to view hidden critical structures such as pathologies
(e.g. tumors), risk regions or sensitive structures (e.g.
arteries or nerves), or the results of a preoperative plan-
ning, such as pathways, trajectories or distances. These
data should be shown as if they were beneath the surface
of the surgical scene.

Different techniques are applied to this end, for exam-
ple navigation systems [4,8] where surgical data and
guidance are shown. In addition, overlay systems have
been developed in order to display the surgical images
directly to the patient. Semi-transparent screens can
be used to display the images between the patient and
the surgeon [6,13,16]. Stereoscopic binoculars are also
used in augmented reality systems [3,11,15]. They pro-
vide surgical guidance including 3D perception, but they
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require the surgeon to wear a cumbersome head-
mounted device.

Surgical microscopy is used in many complex pro-
cedures in the area of otorhinolaryngology and neu-
rosurgery. To avoid the need to look away from the
surgical scene, guidance information can be overlayed
directly on the surgical microscope view. In order to dis-
play a correct overlay image, changes in patient position
have to be determined. Several approaches have been
developed, mainly using external tracking systems [1,5,
12]. In this case, the motion of both patient and micro-
scope need to be tracked. Alternatively, to circumvent
the need for optical tracking, systems based on inte-
grated position sensors [19] or image processing have
also been developed [9].

We have developed an image-guided microscope with
a new design concept, which consists in mounting a small
and precise 3D tracking camera directly in the surgi-
cal microscope. The camera tracks the movements of
the surgical tools and of the patient. This setup, which
is described in more detail in the following section,
offers improved ergonomics and a gain in accuracy com-
pared with externally tracked systems. In this paper we
describe the procedure of the integration of the track-
ing system in the microscope, which includes the cal-
ibration of the microscope optics and the registration
of the tracking camera to the microscope. We propose
a pair-point and a surface matching method to register
the patient by using a marker attached to a dental splint,
and we describe the different overlay visualizations the
system can provide.

A complete accuracy study is then described in order
to validate the concept by measuring the error of the
overlay in different environments, starting with phan-
tom skulls, cadaver studies, a precise computer simula-
tion of the augmented reality system and finally several
clinical cases performed in the operating room. As
explained in Sect. 5, the system has been successfully
used three times in Ear–Nose–Throat surgery(ENT).

Materials and methods

System description

The image-guided microscope consists of a Leica M500
surgical microscope with a Leica DI C500 image injec-
tion module, which allows the injection of color overlay
images in one of the eyepieces. With this microscope the
surgeon has the option to change the zoom and work-
ing distance during the operation, so these parameters
should be modelled by our system. The surgeon has
also the possibility to modify the brightness and the

opacity of the overlay. The microscope is balanced in
order to be able to move it smoothly, so it is very impor-
tant to take this into account when adding any extra
weight. We chose a small active optical tracking cam-
era, the easyTrack 200 (Atracsys), which offers a track-
ing accuracy of 0.2 mm (Fig. 1) with a working volume
that fits perfectly with the area below the microscope
(Fig. 2). To track the movements of the patient, a max-
illary splint with a mounted infrared marker-shield is
used. Marker shields are also mounted on the surgical
tools to track their motion. The software modules com-
posing the application are reusable and plug into a soft-
ware framework dedicated to computer-assisted surgery
(CAS) applications.

To correctly inject scaled and rendered images as
augmented reality overlays, the following information
is needed (see Fig. 3): microscope calibration, registra-
tion of the microscope to the tracker and registration of
the patient to the pre-operatively acquired image data.

Microscope calibration

Camera calibration is an indispensable step in any
machine vision system. Among the different calibration
techniques, the photometric calibration method is cur-
rently the most widely used in the medical field [17,
20]. It consists of observing a calibration object, like
a chessboard or a planar grid, whose geometry in the
3D space is known with a good level of precision. This
technique uses a snapshot representing the calibration
object at different poses and extracts the object’s fea-
tures in the image, to finally correlate them with the 3D

Fig. 1 The surgical microscope with the integrated tracking
device



Int J CARS (2007) 1:253–264 255

Fig. 2 Working volume of the easyTrack 200 (courtesy of
Atracsys Sarl.). The size of the camera is 288 mm × 98 mm ×
65 mm, with a weight of 1.2 kg

Fig. 3 System diagram: coordinate transformations involved in
the overlay generation

model of the reference object. A calibration algorithm
then extracts the homography matrix and the camera’s
intrinsic parameters (focal length, optical center, skew
and radial distortion), as well as the extrinsic parame-
ters (rotation and translation of the calibration object
relative to its model coordinates).

Calibration of the optics of the microscope is per-
formed using the method of Heikkila [10] with a pin-
hole model for 3D to 2D projection, implemented in
the camera calibration toolbox for matlab by Bouguet.
The extrinsic parameters Te consist of the 3D transla-
tion and rotation vectors that bring the object frame of

reference into the frame of reference of the microscope
optics. The intrinsic parameters Ti include focal length,
principal point, and radial and tangential distortions.

Due to the optics of the surgical microscope, with
very high focal lengths, the effects of the distortion
parameters are of the order of less than 1%. Thus, those
parameters can be removed from the model, simplify-
ing the computation during the generation of the overlay
images.

This model is based on a full perspective projection.
Series of images are taken at different positions and
angles of a 2D calibration object to successfully deter-
mine the necessary extrinsic and intrinsic parameters.
We have used a planar grid as a 2D calibration object,
obtaining an accuracy of 0.5 pixels rms. The error in
the calibration of the microscope optics is a combina-
tion of the error in the estimation of the intrinsic and
extrinsic calibration parameters, and of the error inher-
ent to the calibration standard. This error is evaluated by
comparing the pixel distance between all the grid points
extracted from an image, and the points projected using
the calibration parameters.

Several calibrations at different zoom levels and
working distances are performed in order to create a
lookup table. The surgeon will have the possibility to
switch between them during the operation. Develop-
ment of an optic model of the microscope is currently in
progress to be able to use any zoom and focus.

Patient registration

In order to be able to navigate through the preopera-
tive images, such images have to be registered to the
patient coordinate system. To this end, a dynamic refer-
ence base (DRB) made with an infrared marker-shield
is fixed to the patient with a dental splint (Fig. 4a). This
DRB is tracked so the system constantly knows the rel-
ative position between the patient and the microscope.
Two registration methods have been implemented in our
system: pair-point matching and surface matching.

Pair-point matching consists in identifying corre-
sponding points from preoperative images in the patient.
Such points can be either fiducial markers screwed on
the patient [14] or some anatomical landmarks (Fig. 4b),
typically two points from both frontal processes, one
point from the nasal bone and the last one in the anterior
nasal spine. The second option has been retained since
it is less invasive and accurate enough (below 1 mm rms
in the accuracy studies performed in laboratory). The
registration matrix Tr is calculated by digitizing the cho-
sen points using a tracked needle-pointer and applying
a least-squares fitting algorithm [18].
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Fig. 4 Registration of the patient to the pre-operative image

Surface matching can be used after a pair-point reg-
istration in order to increase its accuracy. The surgeon
uses the tracked needle pointer to digitize more points
from the skull surface of the patient. Those points can be
reached through the skin, so we do not need to expose
the bone. However, in order to prevent from bending the
needle, the surgeon has to proceed carefully. An itera-
tive closed point (ICP) based algorithm [2] is applied to
geometrically align the cloud of points to a 3D model of
the patient previously segmented from the pre operative
images. About 50 points from the frontal, zygomatic and
maxilla bones have been digitized in every clinical test
improving the pair-point registration to 0.6 mm.

It is now widely accepted that the error metric that
should be used is target registration error, TRE [7], that
means calculating the error at points other than those
used for registration and not simply quoting an RMS
residual. Regarding the pair-point matching procedure,
after every registration up to 20 more points are digitized

in the region of interest with a tracked pointer. In order
to have a prediction of the TRE, the accuracy of the
registration is then calculated measuring the mean dis-
tances from those points to the surface. In the case of
surface matching, the cloud of digitized points is used to
build a 3D surface, which is then compared to a surface
model of the digitized region, build from CT data. Thus,
the error calculated is the mean distance between both
surfaces.

The registration is verified several times during the
operation because of possible movements of the dental
splint. To do so, the surgeon uses a tracked pointer and
a CT viewer where he can verify the position of the tool.
Thus, in case of movement we go back to the registration
procedure.

Tracker-microscope integration

The novelty of our design is the integration of the track-
ing system to the microscope. In doing this, several clin-
ical and technical constraints need to be met. Two main
aspects have been taken into account: ergonomics in the
OR and balancing of the microscope.

Most existing navigation systems require the instal-
lation of several devices in the operation room (OR),
e.g. tracking cameras and workstations. However, the
working space during an operation is limited, and the
number of people and surgical tools participating in
the operations have increased in recent years. There-
fore, the ergonomics of the system becomes an impor-
tant issue. To this end, the tracking system has been
integrated in the microscope in order not to occupy
resources, and depending on the available space in the
OR the system can be installed either in a desktop com-
puter or on a laptop.

Moreover, since a surgical microscope is a high-
precision system used in clinical interventions, the addi-
tion of the tracker to the microscope should not disturb
in any case the clinical procedure. Several parameters
have been taken into account in the design of the tracker
fixation. First of all, the working volume of the tracker is
very important to locate the tracker in the microscope,
and it should fit with the working distance of the micro-
scope during any operation. However, the working dis-
tance changes depending on the kind of operation, so
the fixation should be adaptable. Secondly, the Leica
M500 microscope offers an advanced movement system
to achieve balance in six axes and all locations/angles
of the surgical microscope, so the weight and position
of the tracker should maintain correct operation of the
auto-balance system.

Depending on the operation, two configurations have
been designed. The first one is a lateral fixation, with an
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angle of view that was quasi-parallel to the optical axis
of the microscope (Fig. 5b). With this setup the field of
view of the microscope remains always inside the work-
ing volume of the tracker. However, in some operations
the distance from the microscope to the patient is not
enough to guarantee a correct visibility of the tracked

Fig. 5 Two designs for the tracking integration. The position of
the tracking camera can be changed depending on the working
distance needed for the operation and the position of the patient.
The dashed blue line represents the working volume of the track-
ing device, and the red line the field of view of the microscope

tools. To address this problem, the second design is a
posterior fixation (Fig. 5a), increasing the working dis-
tance. In addition, we provide a mechanism to adapt
the angle of the tracker axis with respect to the optical
axis of the microscope. However, all the changes in the
fixation have to be made always before to enter to the
operation room due to the registration and calibration
of the microscope and tracker (Sect. 2.5).

Regarding the balancing of the microscope, two
parameters are to be taken into account: the weight of
both tracker and fixation and their position. The influ-
ence of the position of the tracker in the microscope
is solved by using a counterweight in the opposite side.
However, the head of the microscope is carried by a con-
trolled hydraulic arm with a limited strength. The sur-
gical microscope used in the operation room is already
equipped with an spy viewer and a video camera, so
being 1.5 kg the weight of the tracker, the weight of the
fixation has been minimized to 0.5 kg to avoid problems
of balancing due to overweight. The total addition of
weight of our system rises to 3.5 kg, being perfectly sup-
ported by the balancing system.

Tracker to microscope registration

Due to the working distance, typically from 30 to 60 cm,
small errors in the calibration and registration of the
tracker are magnified in the region of the patient, so
only an accurate procedure will validate the concept.

The registration of the tracker to the microscope is
needed to have a transformation between the micro-
scope coordinate space and tracking space (Ta in Fig. 3).
To this end, a tracked marker is fixed to the plate con-
taining the standard grid used during the calibration
(Fig. 6). Several points from the grid are then regis-
tered to the marker and defined as imaginary points.
Those imaginary points are defined following the same
coordinate system as used in the optics calibration. The
digitization of the imaginary points is made by using a
master pointer with 0.1 mm of accuracy.

At the same time as the optics calibration procedure,
the acquisition of the images is synchronized with the
acquisition of the tracked positions of the imaginary
points. Transformations Te with the extrinsic parame-
ters and Tet with the imaginary points are then cal-
culated for every single frame, obtaining as much Ta
as images acquired. Finally we calculate Ta by apply-
ing a least squared method with all Te and Tet, thus
minimizing the error.

Therefore, any position in the tracker coordinate sys-
tem (

−→
Xt) can be expressed in the microscope coordinate

system (
−→
Xm) as follows:
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Fig. 6 Transformations involved in the registration of the tracker
to the microscope

−→
Xm = Ta · −→

Xt (1)

where Ta = Te · Tet.
This registration is always performed after the final

positioning of the tracker on the microscope, that means
choosing the lateral or posterior position and the angle.
Since the tracker is fixed, it can not be moved during the
time of the operation.

The total error of the registration is 0.3 mm. That
takes in account the error of the calibration and the error
of the digitization and tracking of the grid. However, the
goal of this project is the integration of the tracking sys-
tem with the microscope, so as shown in Sect. 4, the
accuracy of the overlay could be significantly improved
by reducing the error of the registration of the assembly.
That could be made possible by optimizing the physical
integration of the tracker in the microscope, building a
robust fixation of very accurately known geometry. The
calibration procedure could also use robotized position-
ing of the grid in order to improve the 0.2 mm accuracy
of the tracking system.

Augmented reality overlay

Although 3D visualization is the goal of most of the
existing augmented reality systems, it is hard to achieve
a good depth perception. Depending on the user, dis-
played structures can be perceived above or below the
skin. Several visualization techniques are applied to be

easily perceived by a larger majority of people [5].
Instead of trying to solve this problem, our efforts have
been concentrated in developing a monocular overlay
system independent from the user perception that pro-
vides useful information to the surgeon. The 3D percep-
tion is replaced by interactive tools to be guided and to
measure distances and trajectories. In addition, several
modalities of overlay have been developed, including a
CT viewer where the surgeon can choose a plane from
the CT and display it as an overlay in the patient, and a
3D viewer to render 3D models of segmented structures.

Moreover, the system is implemented using a com-
mercial overlay system provided with the surgical
microscope Leica (Leica DI C500), so it is not needed to
incorporate any extra hardware, making the final system
less expensive.

CT viewer

Usually, in image-guided surgery, a computer displays
the surgical field in a CT/MR environment, using axial,
coronal or sagittal views. The goal of our CT viewer is
to avoid the need to look away from the surgical scene,
as is required in existing CAS systems. Thus, once the
patient has been registered the system tracks its position
and displays correctly scaled CT cut-views through the
image injection module to the microscope view (Fig. 7a).
The cut-view of the CT will correspond either to a plane
orthogonal to the optical axis of the microscope, selected
with a tracked pointer, or containing the direction of the
pointer and parallel to the microscope plane in order to
see its position inside the patient.

3D viewer

Using the data from the calibration of the microscope
and the tracking coordinates we can create a virtual cam-
era, which will render the scene to the overlay (Fig. 7b).
Before the operation, preoperative planning has to be
done in order to create the 3D models needed from the
CT or MRI datasets. Such models can be, depending on
the operation, segmented tumors or targets, risk regions
like nerves or arteries, or access pathways to guide the
surgeon. Although the system only works with one of
the eyepieces, so the surgeon does not have a depth per-
ception, the perception can be replaced by using virtual
tools with distance measurements and trajectories, as
described next.

Tracked tools

A typical problem in augmented reality systems is that,
once the overlay is activated, the tools used by the
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Fig. 7 Screenshots from the
microscope viewer during
cadaver experiments

(a) CT plane displayed in
microscope viewer

(b) Display of a 3D model
of the skull

Fig. 8 Image projected to the microscope: 3D model of a simu-
lated tumor(red) and a CT cut-view (blue). The model of the tool
is shown, then the trajectory is projected, calculating the intersec-
tions with the targets and measuring distances

surgeon appear below it. To avoid this problem, since
the tools can be tracked, 3D models of them can be pro-
jected in the overlay as a virtual tools so the surgeon can
see their position (Fig. 8). Additionally, when using the
tracked tools, the system can project the current trajec-
tory of the tool, together with distance measurements
and intersections. This concept increases the interactiv-
ity of the surgeon with the guidance system, as well as
giving some depth information to the augmented reality
overlay.

Accuracy study

As a precursor for clinical tests, a study of the accuracy
of the augmented reality system was performed. Since

the goal of the system is to guide the surgeon during
the operation, by showing targets and risk regions, the
accuracy of the overlay image should be enough in order
to prevent any damage. Typically in neurosurgery and
ENT interventions the upper limit of the error is related
to the size of the tools, i.e. 3 or 4 mm when using point-
ers or needles. Since the new imaging systems like CT
or MR can provide sub-millimeter accuracy, the goal of
our system should be a millimeter accuracy. However,
this accuracy should be better when approaching critical
regions, i.e. nerves.

In addition to the evaluation of the registration,
explained in Sect. 2.3, the virtual tracked pointer has
been used during the study in order to measure dis-
tances and to have a visual inspection of the projected
overlay.

Grid and phantom study

In order to have a first evaluation of the accuracy of the
overlay a grid of metallic balls has been used as a test-
ing object. The metallic balls, of 1 mm of diameter, are
arranged in two grids of 25 balls in two z-levels (Fig. 9a),
separated 4 mm in X and Y, and only 5 mm in Z due
to the small depth of field at the highest zoom (1 cm).
A fixed marker shield has been fixed to the plate con-
taining the grid, and a CT of the plate was then regis-
tered using a pair-point matching of 8 points from the
grid with 0.2 mm accuracy. The accuracy of the overlay
is calculated capturing images from the eyepiece of the
microscope with and without the CT overlay displayed
(Fig. 9b). Centers of the balls in both real and overlay
images are segmented. The pixel to millimeter ratio is
calculated by using the size of the grid. Finally the over-
all overlay accuracy has been estimated by measuring
the distances between the centers in mm, with a mean
result 0.4 mm in X and Y axis. The accuracy in Z was
measured by moving the grid test up and down with a
micrometer table.
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Fig. 9 First evaluation of the
accuracy of the overlay
system using a custom-made
validation grid and a plastic
skull phantom

4 mm

4 mm

5 mm

X

Y
Z

(b) Metallic grid view (c) Phantom skull view

(a) Schema of the grid containing the metallic balls.

A second evaluation was performed to assess the
effects of the registration in the overlay generation.
A plastic skull was equipped with four fiducials and a
marker shield was fixed to it using a dental splint. The
error of the registration in this case was 0.3 mm, instead
of the 0.2 mm obtained with the grid. The accuracy of
the registration when using anatomical landmarks went
from 0.3 to 0.4 mm. As shown in Fig. 9c, a CT cut-view
was then projected to the overlay. In this case the accu-
racy was calculated by looking at the difference in pix-
els of several contours in both real and overlay image,
obtaining a mean of 3–4 pixels that corresponds to an
accuracy from 0.5 to 0.6 mm (pixel to millimeter ratio
calculated previously).

All the measurements where taken inside a region of
interest with a radius of 10 cm from the marker shield.
As explained in Sect. 4.3, the error increases with the
distance from the marker.

Cadaver experiments

Validation on cadaver heads have been done in order to
check more aspects of the system, like the registration
procedure and the visualization.

In these experiments, selected anatomical landmarks
on the skull were used for the registration. Though the
access to the rigid parts was more difficult than in phan-
tom skulls, we obtained an accuracy of 0.6 mm after a
surface matching registration.

When using a cadaver head it becomes obvious that
the visualization is the critical aspect of an augmented
reality system. As the surgical scene can contain many
different colors (blood, tissues...), the surgeon should
have the possibility to modify some parameters from the
overlay like colors, contrast or brightness. To this end,
our system provides a menu that is accessible during the
surgical intervention.

Finally we validated the overlay (Fig. 7) by measuring
its accuracy at the following anatomical landmarks of the
skull: supraorbital notch, infraorbital foramen, front-
ozygomatic suture, anterior nasal spine, nasal bone and
external acoustic meatus. The measured overlay accu-
racy was 0.8 mm, with only 0.7 mm when we were close
to the DRB position and 1.5 mm at the farthest position.
As explained in the previous section, the accuracy was
measured looking at the contours. To this end we cut the
skin and we exposed the regions of interest.

Accuracy simulation

In order to complement these studies a numerical sim-
ulation of the overlay generation has been done. Four
steps are simulated in the system (see Fig. 3): calibration
of the microscope Ti, registration of tracker–microscope
Ta, tracking Tt and patient registration Tr. For each step
we measured the mean error values from the previous
accuracy studies:
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1. Calibration: 0.5 pix.
2. Tracker–Microscope registration: 0.3 mm.
3. Tracking: 0.2 mm.
4. Patient registration: 0.6 mm (pair-point and surface

matching).

Another important parameter is the distance from
the microscope to the patient. As explained in Sect. 2.5,
it has a great influence in the accuracy of the overlay.
For the simulation, several measures of that distance
have been taken from different kinds of surgical inter-
ventions, and a mean value of 35 cm has been retained.
By taking a typical set of values for the transformations
involved in the system, we have calculated the corre-
sponding overlay-position

−→
Xp of 200 points

−→
Xw ran-

domly selected from the patient volume:

−→
Xp = Tg · −→

Xw

Tg = Ti · Ta · Tt · Tr (2)

The errors, modelled as Gaussian noises, have been
included in the different stages of the overlay genera-
tion to obtain a new T ′

g. To measure the error in mm,

a backprojected line Lp from the image position
−→
Xp is

created, and the distance ds from the nearest point on
this line to the corresponding point

−→
Xw in the patient

volume is measured (Fig. 10).
Results of the simulation are shown in Fig. 11. After

5,000 iterations, we obtain a similar behavior as shown
in the cadaver study, a similar range of error values and
a strong dependency with the distance from the marker
frame (solid line).

With this simulation we are able to validate the con-
cept of the integration of the tracking system in the
microscope. As shown in Fig. 11, the dashed line rep-
resents the accuracy of the overlay after removing the
error due to the registration of the tracker to the micro-
scope Ta. Thus, this should be the maximum accuracy
we could reach, so reducing the error in Ta will approach
the system to this limit.

ds

Xw

Xp

Lp(Tg’)
2D Overlay 

Preop. Images
Coordinates Space
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Fig. 10 Overlay accuracy quantification by backprojection
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Fig. 11 Overlay error simulation: the error increases as a func-
tion of the distance to the marker (solid line). This error can be
significantly reduced by integrating the tracker in the microscope
(dashed line)

Clinical evaluation

Operation room procedure

The validation studies reported above prove that our
system has a sub-millimeter accuracy, appropriate for
clinical use. Several aspects are of importance to enable
use of the system in the OR, such as sterilization and
ergonomics.

A sterile environment must be ensured throughout
the operation. Since the tracking camera is integrated
in the microscope, the plastic bag that covers the micro-
scope was adapted in order to also cover the tracker
(Fig. 12). Three windows were made in the bag, corre-
sponding to the three CCD, to prevent from any reflec-
tion error in the optical tracking.

As mentioned in Sect. 2.4, two configurations for the
fixation of the tracker were created, in order to ensure
optimal ergonomics and visibility of the tools and DRB.
In our clinical experience, we found that the posterior
fixation was more adapted in two of the cases. More-
over, the balance of the microscope was obtained more
easily in this position.

Another important aspect regarding the ergonomics
is the installation procedure. Since the free space and the
time in the operation room is limited, the integration of
the tracker in the microscope and its installation time
becomes an important factor. For the cases reported, a
day before the operation, the fixation of the tracker to
the microscope and its balancing were achieved in about
15 min, and the calibration procedure took 30 min. In
a final system, the fixation would be permanent, and
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Fig. 12 Use of our image-guided microscope system in the oper-
ating room. The sterile bag used to cover the microscope also
encloses the tracker, ensuring safety and optimized ergonomics

the calibration made very accurate (or even avoided by
building a precise fixation of known anatomy). The fact
of having the system installed on the microscope did not
add any extra time to the normal OR preparation proce-
dure before the operation, as the placement of the tools
and cables and the software initialization was done in
parallel to the standard preparations performed by the
hospital staff, and calibration was done the day before.

Clinical results

To date, the system has been employed on three patients.
The first two tests were performed with the tracker
installed in the lateral position. Such position was
changed to a posterior in the last test to have a better
visibility of DRB and tools.

The first patient underwent removal of polyps in the
right maxillary sinus and the second patient was affected
of a mucocele in the right frontal sinus. The procedure
was similar in both cases. The DRB was fixed to the
patient with a dental splint, then the surgeon performed
the registration obtaining 0.6 and 0.8 mm, respectively.
In both operations the surgeon was able to visualize CT
cut-views and projections of 3D models of the targets
previously segmented from the CT datasets. Those oper-
ations are performed normally with endoscope, so we
did not have direct view to internal structures, making
difficult to calculate the accuracy of the system. How-
ever, the alignment of the overlays seemed to be good
(Fig. 13). The feedback from the surgeon was positive
regarding the visualization of structures and targets, but
he found that the position of the tracker put excessive
restrictions on the movements when using tracked tools,
so he proposed a change in the position of the tracker
for the next tests.

Fig. 13 Planes from the CT Volume are displayed in the micro-
scope view (red color). Several anatomical structures can be iden-
tified

The third patient was affected of a malignant tumor,
an adenocarcinoma of the nose. In addition to the CT
views and the 3D model of the target (Fig. 14), we
planned to display the risk regions that were close to
the region of interest, like the eye or the closest part of
the brain. The registration of the patient was performed
in this case with 0.7 mm accuracy. The new position of
the tracker increased the working volume, so the sur-
geon was able to better use the tracked tools. The sys-
tem displayed the segmented structures and the surgeon
was able to work with the virtual tools and measure dis-
tances and intersections (Fig. 15). The measurements
taken with the tools were useful in order to see how
close the surgeon was to the risk regions, and to point
the tools following a defined trajectory to intercept the
targets.

Although it is difficult to calculate the accuracy of an
augmented reality system on an in vivo case, we man-
aged to take several values with the help of the tracked
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Fig. 14 The 3D model of the malignant tumor segmented from
the CT dataset of the patient is rendered and displayed directly to
the microscope view

Fig. 15 Interactivity with the augmented reality system. A virtual
model of the tool is overlayed to the real tool. Trajectory (red) and
intersections (yellow) are displayed

tools by touching segmented structures and measuring
distances. Moreover several images were captured in
order to post process them and calculate the accuracy

using the contours. The result was an error from 1 to
2 mm, with which the surgeon visually agreed.

Discussion

A new augmented reality system for surgical micros-
copy has been developed in order to provide guidance
to the surgeon during the operation. Since the target of
such a surgical microscope is located in the area of head
and neck, a high accuracy of the overlay system is essen-
tial. Such accuracy has been reached, as proved by our
validation studies.

The main novelty of our augmented reality system is
the integration of the tracking camera into the micro-
scope. This setup offers improved accuracy since we
only need to track the patient and tools, and not the
microscope, which is rigidly fixed to the camera. An
accurate calibration of the fixation has been developed,
together with a semi-automatic calibration of the micro-
scope optics. Moreover the error from fixing the tracker
could be reduced with the integration of the camera in a
final product. In addition, the miniaturization and inte-
gration of such a tracking camera offer improved ergo-
nomics since it is much easier for the surgeon to keep
an unobstructed line of sight to tracked objects, and we
do not occupy additional space in the operation room.

Accurate patient registration is obtained by fixing a
marker shield with a dental splint. Pair-point and sur-
face matching algorithms are then applied by digitizing
several anatomical landmarks, with a final accuracy of
0.6 mm. In order to be less invasive and reduce registra-
tion time, we avoid the incorporation of bone-implanted
fiducials, being the accuracy obtained good enough to
perform the experiments.

The system integrates basic navigation techniques
like a CT viewer with different angles and tracked point-
ers, together with a more complex viewer including 3D
rendering and virtual 3D tools. Such tools allow the sur-
geon to interact with the system by measuring distances,
trajectories and intersections. Moreover, these measure-
ments provide the surgeon with an increased depth per-
ception and an easier orientation when finding targets.

A complete accuracy study has been done to validate
the system prior to clinical application. Several ground
truth objects have been used in this study in order to
have a complete range of measurements, e.g. grids and
phantom skulls. Moreover, registration and visualiza-
tion have been tested with cadavers to have a more
realistic environment. Our results show an accuracy of
sub-millimeter magnitude.

Our first clinical cases were successful, and the sur-
geon validated the accuracy of the system. This is part
of a larger clinical study that is in progress. More clinical
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tests are planned in order to evaluate the accuracy of
the system, as well as to improve the visualization and
interactivity. Discussions with the surgeons are determi-
nant to improve our augmented reality system. Finally,
the system will be focused on several applications where
specific planning tools will be developed.
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