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Vendor managed inventory (VMI) has evolved as a means for manufacturers to
outsource non-core processes such as administration and inventory management. In
VMI systems, the vendor takes the responsibility of replenishing manufacturers’ sites.
As a result, the vendor can plan its production and distribution strategy to maintain
adequate levels of material at manufacturers’ sites. On the other hand, the
manufacturer can concentrate on core processes resulting in fixed cost minimisation

and better customer service.

The research project aims at designing a dynamic VMI system. In this system, the
entire supply chain performance is optimised in terms of production planning at
vendor’s site, distribution strategy, and inventory management at manufacturer’s site.

We also explore some of the complications involved in setting up such a system.

The VMI system 1s modelled as a mixed-integer linear program (MILP) using
discrete-time representation. The mathematical representation follows the resource-
task network (RTN) formulation. To address the complexity of the problem, different
optimisation-based solution algorithms are proposed and compared in terms of

solution quality and CPU time.

First, the problem is solved directly using an exact detailed model. Secondly, an
iterative procedure combines a novel aggregate model with the detailed model to
provide aggregate pre-matches for the detailed binary variables. Finally, a novel
rolling horizon approach that simultaneously combines the aggregate and the detailed
models is designed to solve the problem. The entire VMI system 1s tested with real-

life data taken from gas and oil companies’ industrial case studies.
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Chapter 1

Introduction

1.1 Vendor Managed Inventory

Lieberman and Hillier (2001) define supply chains as:

74

. A network of facilities that procure raw materials, transform them into
intermediate goods and then final products, and finally deliver the products to
customers through a distribution system that includes an inventory system. Thus, it
spans procurement, manufacturing, and distribution, with effective inventory

management ... ’

From this simple definition we can see that the survival of members (or companies) in
this network depends highly on the co-operation and co-ordination between them.
However, usually this 1s not the case and instead of co-ordination, companies in the
supply chain compete against each other. Therefore, each company tries to achieve
cost reductions at the expense of other companies in their supply chain. Consequently,
the supply chain suffers the increased costs that ultimately affect all members. Only

recently have companies started to realise that they need to compete as supply chains

instead of competing as single entities (Christopher, 1998).

Moreover, achieving effective inventory management is a key element of optimising
supply chain performance. Actually, because of the high associated costs, one
objective of supply chain management is to minimise inventory buffers between
different parts of the chain. Inventory minimisation can be achieved by proper

information sharing about demand forecasts and inventory levels. This 1s the concept

of VMI, which is the subject of this project.
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1.1.1 Traditional systems

For simplicity, we can generally divide the inventory management methodologies into
two main categories. The first category 1s the reactive methodology which is the
traditional policy used in supply chains now. The reactive policy gets its name from
responding (reacting) to externally generated orders. Much research has been
conducted for reactive systems to find the optimal ordering policy. By optimal policy,
we mean the frequency of orders and quantities ordered. The second category is the
proactive policy, which is the new evolving methodology replicated in VMI systems.
The proactive policy gets its name by co-ordinating its plan to take action without

receiving externally generated orders.

Imagine a supply chain with only one manufacturer that receives raw materials from
only one vendor (supplier). Traditionally, the manufacturer is responsible for
monitoring inventory and placing purchase orders when material stocks fall below a
certain level. When orders are received, the vendor reacts by dispatching material
towards the manufacturer. After some delay in processing and distribution (i.e. lead
time), the material arrives at manufacturer’s sites using the available mode of
transportation. In this system, both the vendor and the manutacturer act independently

to minimise their costs, which might ultimately affect their supply chain performance.

The manufacturer’s goal in traditional (reactive) systems is:
e To find the optimal order cycle to avoid stock-outs

e To find the optimal order quantity that minimises holding costs

The vendor’s goal in traditional (reactive) systems is:

e To find the optimal production plan and inventory policy (at the vendor’s site)

to cover all orders

e To respond to orders in an efficient way that minimises the transportation

costs and lead times of delivering materials to the manufacturer

e To try and anticipate orders and build up stocks.



Chapter 1 Introduction 3

Traditional systems can lead to inefficiencies both for vendors and manufacturers:

e The vendor lacks important information about order requirements received
from the manufacturer. As a result, the vendor will tend to keep more
inventories at its site to cover those orders, which results in high holding costs.

e The vendor might alter its production plans regularly to adapt to some short-

term orders and demand variability.

e The manufacturer utilises some of its resources for non-core processes such as
Inventory management and administration. As a result, the total costs can
increase and production quality might be compromised.

e According to a survey by the European logistics association, the rate of late
and incomplete deliveries is approximately 10% (Kaipia et al., 2002). Hence,
the manufacturer’s customer service is usually affected by lead-time variations

for different vendors. As a result, the manufacturer might lose the loyalty of

some customers.

1.1.2 Definition of VMI

In a VMI strategy, the vendor is responsible for proactively maintaining adequate
levels of materials at the manufacturer’s site. Hence, no pressure is put on vendors to

respond to orders accurately. The VMI contract (Taras, 2001) between the vendor and

the manufacturer ensures that:

e The manufacturer will share demand forecasts and sales information with the

vendor. This can be achieved by sending the manufacturer’s point of sale

(POS) data to the vendor.

e The vendor will have access to the manufacturer’s inventory system.
Electronic Data Interchange (EDI) is employed for any data exchange between
the two parties.

e The vendor is responsible for replenishing the manufacturer’s site with

material. A mutually agreed-upon policy is set-up for the replenishment policy

(usually an upper and lower bound on nventory level). Then, the manufacturer

has to trust the vendor to take over its inventory management according to that

policy.
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Therefore, no orders are received anymore in a VMI strategy. Instead, the vendor is
responsible for maintaining inventory levels at the manufacturer’s site within the
agreed-upon bounds. Some researchers (Christopher, 1998) refer to VMI as Co-

managed inventory due to the necessary co-operation in those systems. For the

purpose of this thesis, we will only use the term “VMI”.

VMI strategies necessitate the use of Information Technology (IT) for their
application. Such IT tools are computer-based distribution optimisers as well as
material tracking software. In addition, information sharing utilises the Internet and
EDI systems. Fortunately, some of these tools are commonly used i1n many
companies. Therefore, the amount of investment (from the vendor’s perspective) In
the implementation of VMI systems is relatively low. However, the manufacturer 1s
required to invest in its IT infrastructure to make production schedules and inventory

levels more transparent to the vendor (Kuk, 2004).

The VMI scope considered in our work is modified slightly to meet industry
requirements. In our VMI system, we deal with continuous products (oil, gas ...etc.)
rather than discrete products (stationary, parts ...etc.). Hence, holding costs are
neglected at customer sites as long as material is always available to meet customer
demands and does not exceed storage capacity. A contract between the vendor and the
customer guarantees that material will always be available to cover the forecasted
demands. Demand forecasting here is the job of the customer, and the vendor agrees
only to meet these forecasts for a long period of time (usually a whole year). A

penalty cost for not meeting demand forecasts is agreed-upon between the two parties.

1.1.3 Benefits of VMI

It is obvious that VMI is a promising way of managing supply chains. The resulting
co-operative system increases the competitiveness on the supply chain scale rather

than the single company scale. Hence, both vendors and manufacturers can potentially

benefit from VMI strategies.
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Potential benefits for the vendor include the following:

e 'The vendor can co-ordinate its production plans and distribution policies

(ahead of time) according to well-known demand forecasts, which results in

fewer production schedule alterations and lower transportation costs.

 Instead of keeping safety stocks, the vendor will tend to keep minimum

inventory levels which can result in lower stock holding costs at the vendor’s

site.

Potential benefits for manufacturers include the following:

e By outsourcing non-core processes such as administration and inventory

management, the fixed costs associated with such processes are eliminated.

o The manufacturer can concentrate on core processes, which results in better

production quality and customer service.

 Inventory levels at manufacturers’ sites are minimised and stock outs should

decline substantially which result in significant savings.

1.1.4 Conclusion

It 1s obvious now that VMI is composed of three parts undertaken by the vendor.

Those parts are production planning, distribution, and inventory management. A

successful VMI strategy optimally integrates those parts. A potentially better overall

supply chain performance 1s attained when VMI i1s implemented. A detailed

comparison between traditional and VMI systems 1s given in (Toni and Zamolo,

2005).

In our work, production planning refers to the process of optimising the daily
production rates of each product at each plant. However, some references (Martin,

1995) refer to the same concept as the “Master Production Schedule” (MPS).

Throughout this thesis, we only refer to those rates as production plans.

A substantial part of the modelling effort 1s spent on the distribution component of

VMI systems. Therefore, an extensive introduction and literature review is mainly

focused on routing and scheduling problems.
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1.2 Transportation Problems

Many applications involve the question “How to optimally transport goods?” Our
work involves the optimisation of the distribution system of supply chains using VMI
strategies. Moreover, distribution costs represent approximately 10% of the revenues
of firms. In addition, distribution costs account for more than 45% of the logistics
costs (Laporte and Osman, 1995). Hence, a brief introduction to transportation

problems is provided in this section. The simple transportation problem in this section

1s meant to introduce the routing problems presented in the next section.

Table 1.1: General formulation for transportation tables

Destinations

S e i e

Table 1.1 above shows a typical transportation problem table (Lieberman and Hillier,
2001). Product 1s transported from m different sources/suppliers to » different
destinations/customers. Each source S; i€ [/,2...m], has a certain supply Sup; while
each destination D, je[l,2...n], has a certain demand Dem;. A cost ¢;; 1s associated
with transporting product(s) from source i to destination j. Nevertheless, some routes
between sources and destinations are not allowed. Such routes are given a cost of M
(very large number) in the transportation table. Hence, a transportation problem will

have m supply availability constraints and » demand requirement constraints. Solving
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transportation problems involves finding the optimal quantities x;; transported from

sources I to destinations j at costs c;;.

1.2.1 Network representation of the transportation problem

A transportation problem similar to the one shown in Table 1.1 can be represented
using network models. Figure 1.1 shows a network representation of a transportation
problem with m sources and »n destinations. In Figure 1.1, the sources and destinations
represent the nodes of the network. The possible supply routes between sources and
destinations represent the arcs of the network. Considering demand to be positive,

then supply will have a negative value (or the other way around). In our work, the

convention of treating demand as a positive value is enforced.

Dem |

° = - e

Dem 2

-Sup m H o I Dem n

Figure 1.1: Network representation of the transportation problem

A general Linear Programming (LP) formulation takes the torm:

Minimise X
subject to
Ax=

x20
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Where c 1s a vector of the objective function coefficients, x is a vector of all decision
variables, A4 is the coefficient constraint matrix and b is the right hand side. Following
a similar structure, ¢ will represent a vector of the costs ¢; and b will represent

demand requirements and supply availabilities. As a result, a transportation problem

will have the following LP formulation:

Minimise L= chy-X,)- (1.1)
=1 j=1
Subject to
ZXU. < Sup. fori=12..m (1.2)
Jj=1
ZXU B Dem}. jJorj=12,..n (1.3)
X, 20 foralliandj (1.4)

The objective (1.1) minimises the total transportation costs. Constraints (1.2) and (1.3)
represent supply availabilities and demand requirements, respectively. Constraints
(1.4) ensure positive values for transported quantities. As the formulation shows, the
transportation problem has m supply constraints and » demand constraints. The

resulting overall constraint coefficients matrix (4) has a total of (m+n) constraints.

X X2 Xmn X1 X2 Xgn X1 X3 X

Supply
constraints

AN
|

Demand
constraints

Figure 1.2: Constraint coefficients matrix for the transportation problem



Chapter 1 Introduction 9

Mathematically speaking, transportation problems have a very distinctive structure
where 4 takes the general form shown in Figure 1.2. If all demand requirements and
supply availabilities (Dem; and Sup; respectively) are integral, then solving the
transportation problem as an LP problem will lead to an Integer optimal
solution(Williams, 1999; Lieberman and Hillier, 2001). The theoretical reason is
explained by Williams (1999). For every cost vector ¢ and integer right hand side

vector b, 4 1s a unimodular matrix. The property of unimodularity assures that the

solution variables x; will have integer values.
1.2.2 Heuristics for transportation problems

Many heuristics are widely used in the area of operations research to solve
transportation problems. The most popular heuristic for transportation problems is the
North West Corner Rule (NWCR). In this heuristic, the demands of different locations
are satistied using the nearest available supply. This heuristic gets its name from the
posttion of the starting allocation of supply to demand. Supply allocation starts at the
uppermost left cell in the transportation table (i.e. northwest corner cell). Usually the
results obtained from this method are used as an initial solution to a problem where
further optimisation 1s needed, or as a preliminary solution where only feasible
solutions are required. Since NWCR is not a cost-based heuristic, other cost-based

heuristics have been developed such as Vogel’s approximation method (Lieberman

and Hillier, 2001).

1.3 Routing Problems

Many applications involve choosing from a large number of feasible solutions in
which the order of performing some tasks has to be specified. A problem where the
sequence of events is essential is called a sequencing problem (Williams, 1999). In
general, sequencing problems deal with yes-no questions in which decisions affect the
solution of the problem. Hence, sequencing problems call for integer programming

(IP) methods in order for these decisions to be incorporated in models.
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The transportation problem (similar to the form shown in the previous section) is a

special case of a sequencing problem. A transportation problem involves the decision
of “what supplier should service each customer with a certain demand using the
available supply”? Therefore, a decision has to be made about the supplier-customer
combinations in addition to the quantities transported. It should be enforced that each
customer receives a discrete (integer) quantity of the product. Consequently, we end
up with an MILP problem, which can be difficult to solve. However, the special
structure of the transportation problem explained above ensures that all solutions will
take integer values for integer supply availabilities and demand requirements. The LP
solution to the transportation problem can be viewed as a solution to an IP problem. In
other words, if the variable x;; takes a nonzero value, then the answer to the question

“Is source i supplying destination j?” will be “yes” and vice versa. The value of x;; In

the final solution represents the quantity transported from i to J.

Imagine a transportation problem in which suppliers have to provide customers with a
product. However, in addition to the feasible routes between suppliers and customers,
feasible routes exist between customers themselves. A network representation of such
a problem with two suppliers (S; and S;) and 3 customers (D1, D2, D3) 1s shown in
Figure 1.3.

Figure 1.3: Network representation with feasible customer-customer routes
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For example, a decision of how to transport a product from S; to D, involves finding
out the optimal route between these nodes. Five possibilities are available: route S;-
D,, route 51-Di-D,, route S1-Ds3-Ds, route S\-Di-Ds-D,, and S;-Ds-Di-D,. A total
transportation cost is associated with each route. Based on the routing decisions, the
quantities transported can be obtained. These quantities involve unloading at many
different customer locations. Therefore, the only way to solve this kind of problem is
via different formulations of the problem in which the optimal route (sequence) is
chosen. It 1s obvious that solving a totally connected network problem with » nodes

involves choosing from a large number of feasible routes (#°-n). As the complexity of

the problem increases, a feasible rather than optimal solution can be enough.

In our work, we are interested in sequencing problems to solve transportation
problems. A transportation problem with a large number of feasible routes/sequences
1s called a routing problem. The name comes from finding the optimal route among

many feasible routes. One of the earliest and most important routing problems 1s the

Travelling Salesman Problem (TSP).

1.3.1 The travelling salesman problem

The TSP has emerged as one of the most challenging routing problems in operations
research. The idea behind the TSP is simple. A salesman has to start from home and
visit a set of cities and return back home using the minimum distance (cost). The

simplicity of the idea does not fairly reflect the complexity of the formulation or the

solution process.

1.3.1.1 Definition of the TSP

Using graph theory, the TSP can be defined as follows (Laporte, 1992): For a graph
G=(Y,A), define a set of Y vertices and a set of 4 arcs between those vertices. Let ¢;

be the travel cost between vertices i and j. The objective of the TSP is finding the

least-cost route that passes through each node only once.
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1.3.1.2 Formulation of the TSP

There are many formulations to solve TSP problems in which IP is utilised. In
general, all formulations apply the same constraints. The first and trivial constraint is
the number of visitations to each node (one visit only). The second constraint is the
elimination of sub-tours. Sub-tours are tours on subsets of less than # nodes. The
major differences between TSP formulations appear in the sub-tour elimination

constraints. Here we only show the earliest TSP mathematical formulation by Dantzig
et al. (1954):

| if route between i and j is taken
Let Xij =
0 otherwise
Minimise L = ZC,-J-JC{-,- (1.5)
E
Subject to
ny. =] fori=12,..n (1.6
J=1
> x, =1 forj=12..n (1.7)
i=1
Y x, <81 for ScV,2<|S|<n-2  (1.8)
i, jeS
X, € {0,1} foralliandj, i#j (1.9)

Total travel cost (or distance) is minimised by the objective function in (1.5).
Constraints (1.6) ensure that every node is entered only once. Constraints (1.7) ensure
that every node is exited only once. Constraints (1.8) ensure the elimination of sub-
tours, because having a sub-tour on a subset S and || arcs and nodes, will violate
these constraints. Note that constraint (1.8) prohibits sub-tours over n-2 nodes since

sub-tours over one node and n-I nodes are handled by constraints (1.6) and (1.7).

Constraints (1.9) represent the binary conditions on x;;.
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1.3.1.3 Applicability of the TSP to our work

The TSP has many applications in operations research (OR) and its logic can be
applied to many other non-routing problems such as paper cutting and job
sequencing. A number of exact and heuristic algorithms have been utilised to solve

the TSP. A survey of several algorithms used to solve the TSP is given by Laporte
(1992). A more recent survey can also be found in (Burkard et al., 1998).

As far as our work i1s concerned, the interest in the TSP arises because of the

following:

e The TSP is used as an introduction to other routing problems such as vehicle

routing problems and ship scheduling.

e The aggregate model in our work incorporates some TSP structures such as

sub-tour elimination constraints (see Chapter 4).

e In ship scheduling problems, TSP problems with extra constraints are solved
to generate candidate schedules. Those TSP-generated schedules for each ship
are further optimised within a ship scheduling context to find exact timings as
well as optimum speeds. Christiansen and Fagerholt (2001) discuss in detail
how a travelling salesman problem with capacity constraints, time windows,

and precedence is solved in a case of ship scheduling.

In general, the TSP is considered to be the mother of all routing problems. All other
routing problems (such as vehicle routing problems) can be considered to be TSP
problems with extra constraints. It is important to note that the TSP is only a routing
problem. In other words, the time dimension is not considered in such problems.

Laporte and Osman (1995) give a bibliography with a classification of all different

routing problems.

1.3.2 Vehicle routing problems

The vehicle routing problem (VRP) is the problem of organising a fleet of vehicles to

deliver some product(s) from depot(s) to customers using a minimum cost.
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Table 1.2 shows a classification of the VRP by Assad (1988) and Desrochers et al
(1990).

1.3.2.1 Definition of the VRP

Using graph theory, the basic VRP can be defined as follows (Jalisi, 2000): For a
graph G=(Y,A4), define a set of Y vertices and a set of 4 arcs between those vertices.

Let Y= {y,.lz' =1,..,n } be a set of n nodes where /=1 refers to the depot node and

i1=2...n refer to customer nodes. Let V= {vklk =1,...,m } be a set of m vehicles. Let ¢;

be the travel cost between nodes y; and y;. Each customer y; has a certain demand
requirement of g;. Each vehicle vy has a capacity of O, . The objective of the VRP is
finding the least cost route for vehicles so that all customers’ demand is satisfied. As

mentioned above, the VRP can be considered to be a special case of the TSP. If (m=1)

and (Q; 2 Z ¥:q, ), then the VRP reduces to the TSP. Similar to the TSP, the time
i=2

dimension is not considered in the VRP. Instead, a total demand per customer is

satisfied for each routing problem.

Table 1.2: Classification of the vehicle routing problem

Commodity 1) Single commodity ]
2) Multiple commodities

Objective 1) Minimise distance
2) Minimise number of vehicles
3) Minimise total transportation cost

Nature of demand 1) Pure pickups
2) Pure deliveries

3) Mixed

2) Deterministic

Vehicles Fleet size 1) Fixed
R O
Capacity constraints

Route duration 1) No durations
2) Identical durations

3) Different durations




Chapter 1 Introduction 15

1.3.2.2 Formulation of the VRP

The VRP has many different formulations (Jalisi, 2000). Here, we present the
formulation related to the TSP.

Lot - 1 if vehicle k visits customer x; after customer x,
0 otherwise
Minimise Z=2, 2.5% (1.10)
izj k
Subject to
ZZ xUkzl for.j:]:rzr---;n (1.11)
i=1 k=l
> X =%, =0 fork=1..m&p=1..n (1.12)
i= j=1
>.a4.x, <0, fork=12..,m (1.13)

lejk =1 fork=12,..m (1.14)

Vi—Yy, +any.k <n-| fori#j&ij=2,..,n (1.15)
k=1

X € {0,1} foralli, j, and k (1.16)

The objective in (1.10) is the minimisation of the total transportation cost. Constraints
(1.11) ensure that every customer is visited only once. Constraints (1.12) ensure that
each node is entered and exited once. Constraints (1.13) ensure that vehicle capacities
are not exceeded. Constraints (1.14) ensure that every vehicle i1s used only once.
Constraints (1.15) ensure sub-tour elimination (similar to the TSP) while y; and y; are

arbitrary real numbers used to force each route to pass through the depot. Constraints

(1.16) represent the binary conditions on x;;.
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1.3.2.3 Applicability of the VRP to our work

[t should be noted that the formulation and definition provided above is for the basic
VRP. Some extra constraints are added to the basic VRP because of their Importance
In practice. Some of these practical issues are inventory management and time
constraints. However, the basic VRP has received much more attention in the
literature than other practical VRPs (Laporte and Osman, 1995). Many different exact
and approximate solutions are available for the VRP. Because of its difficulty,
heuristic algorithms are mainly used to solve the VRP problem. Most of these
heuristics are two-phase methods (Bramel and Simchi-Levi, 1995). Two-phase
methods are generally divided into two types. The first type is cluster first-route
second where customers are clustered into groups, and then an optimal route is
obtained for each cluster. The second type is route first-cluster second where a TSP is

solved for all customers, and then customers are clustered into groups.

We are not interested in the solution procedure of the VRP. For our work, the interest
in the VRP arises because of the following:

o Although we use a different formulation, the aggregate model of the ship-
scheduling problem presented in our work can be considered as a routing
problem with some extra practical constraints (Journey times and capacities).

e Although we use ships instead of land-based vehicles, a practical VRP called
the Inventory Routing Problem (IRP), has a great resemblance to the ship-

scheduling problem of our work in terms of the objectives and the

formulations.

The IRP is a VRP where customers have different daily consumption rates of the
delivered product. The consumption rate of customers results in a daily demand
requirement for each customer. In addition to minimising the transportation costs, the
objective of maintaining certain levels of inventory at customers’ sites 1 enforced. A
literature review of this particular problem is presented in Chapter 2. A fairly recent

review on dynamic routing and inventory problems is provided by Ukovich et al.

(1998).
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1.3.3 Ship scheduling problems

The VMI system is explored within a ship-scheduling context instead of land-based
vehicles. As opposed to VRP, our VMI system includes the combined routing and
scheduling of ships (i.e. the time element is considered). In other words, products
have to be received at specific time periods (or time windows), while in VRP, a
feasible solution is just a route that visits all nodes regardless of time. The time
element adds a certain complexity to the VMI problem which reduces the feasible

region. Therefore, we explore optimisation-based techniques to solve highly-

constrained VMI problems while heuristics (which tend to work better in less-

constrained problems) are mainly used to solve routing problem:s.

The shipped products in many ship-scheduling problems are usually quantified in
cargoes, where each cargo has a specific pickup/delivery dates and specific
loading/unloading ports. In our work, we do not deal with cargoes since the vendor is
responsible tor deciding how much of the products are to be delivered and when. In
addition, we consider bulk shipping of continuous products (e.g. oil products) as
opposed to discrete products (e.g. parts). Moreover, delivery is scheduled for time
periods rather than time windows because the customer has a continuous (but time-
varying) level of demand. A comprehensive literature review of ship scheduling

problems is provided in Chapter 2. The mathematical formulations ot the problem are

explained in Chapter 3.

1.4 Project Aims

The PhD project aims at designing an overall dynamic VMI system. In this system, an
integrated production planning, distribution, and inventory management methodology
is developed for the vendor. To achieve that aim, the project plan is to use difterent
optimisation-based techniques to simulate and optimise the replenishment policy for

VMI systems. Then, the performance of VMI systems is tested with different

industrial case studies.
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A potential future objective is to design a Computerised Decision Support Tool
(CDST) for Industrial VMI systems. The user is asked to input all the necessary data

into the CDST. In return, the CDST outputs all required information using the proper
type of display (tables, charts, graphics ...etc.).

Input to CDST:

e Production sites, maximum production rates, cost of production per product,
sites’ storage capacities and required ship loading times at those sites

e Customer locations, location storage capacities, and required ship unloading
times at those locations

e Ships available for transport, ship storage capacities, and their initial position

e Valid journeys between sites and locations, journey durations, and costs for
each ship

e Starting and ending dates for the period of optimisation

e Daily forecasted demand of each product at each customer location for the
period of optimisation

e Initial inventories at locations and ships in addition to the desired final
inventories

e Market selling price for each product

Output of CDST:

e Optimal average daily production rate of each product at each production site
during the scheduling period

e Optimal schedule of journeys for each ship
e Optimal loading/unloading rate of material during the scheduling period

e Inventories at all ships, sites, and locations at any day during the scheduling
period
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1.5 Problem Statement

In our work, the entire VMI system in terms of production, transportation, and

Inventory 1s optimised.

Figure 1.4: Production plants and customer locations

The vendor is responsible for transporting a number of products from the production
plants(s) to geographically-dispersed customer locations. Forecasted daily/weekly
demands at customer locations have to be satisfied without exceeding the customer
storage capacities. No orders are received and the vendor must decide when to
replenish each customer and by how much. The production rates of each product at
each production plant must not be exceeded. A fleet of ships owned by the vendor 1s
used to transport the product(s). All ships in the fleet have a certain fixed capacity that
must not be exceeded. In addition, the problem incorporates any factors that affect the
entire schedule such as plant shut downs and ship maintenance. Figure 1.4 shows an
example of how the production plants (p; and ps) and the customer locations (/;.../7)
are distributed on the UK map. Arrows on the map show the allowed ship journeys.

The detailed VMI problem specifications and required data are described below.
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Objective

In order to avoid infeasibilities, demand requirements are treated as soft constraints.
Consequently, the objective becomes maximising the total profit rather than
minimising the total cost. A penalty for unfulfilled demand requirements for each
customer is included in the objective function. The total profit is calculated by taking
the difference between total sales and total costs. Total sales are represented by total
demand satisfied at all customer locations. Total costs consist of transportation costs
and penalty costs for unfulfilled demand requirements. If total sales data are not

available, the objective becomes minimisation of total costs instead.

Plants/locations information

Storage tanks at production plants as well as customer locations are dedicated to
specific products to avoid mixing. In addition to storage capacities, the production
rates of each product in tonnes per day are given for each production plant. Moreover,

the initial inventories of each product at every plant/location are given.

Ships information

All ships in the fleet have flexible compartments. As a result, any combination of the

products can be carried onboard as long as the total ship storage capacity 1s not
exceeded. In addition, every ship’s initial position is known at the beginning of the

optimisation. Initially, a ship can either be in a particular port or on its way to one.

Moreover, the initial inventories of each product on each ship are given.

Products information

The production costs of all products are given for each plant. In addition, the selling

prices of each product are given for every customer.
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Journey information

Each ship 1s assumed to be suitable for certain journeys because of some limitations
such as depth restrictions. At the start of the horizon, all journeys must originate from
their 1nitial positions. For every ship, journey durations as well as journey costs are
provided. Shipping costs are based on sailing time and ship type (size, bunker, ...etc.).
Product transhipment (transferring product between ships) is not allowed because of
the high costs of transferring bulk commodities. There are no limitations on the
customer locations that a ship can visit although these limitations are common in
industrial operations. In addition, a ship can unload at different customer locations. As
for production plant(s), no unloading 1s allowed. Restricting the feasible journeys does

not necessarily prohibit a ship from visiting any port. Instead, the route will be
different while the overall solution is approximately the same. This fact can always be
true because the journey costs in the VMI problem satisfy the triangle inequality ¢;; +
cik > cik (Laporte, 1992). In general, if a ship does not load/unload at a location, then
the conclusion is that ship did not enter the port and it passed through that port on its

way to another port.

Loading/unloading information

For each plant/location, the pumping rate is fixed. Consequently, the total quantity

loaded/unloaded per discrete period can be calculated.

Supply/demand information

Daily or weekly demand forecasts of each product are satisfied at fixed time periods
rather than time windows. For every customer location, once product is available and
needed, we assume that demand is depleted instantaneously. Penalties for not meeting
a customer’s demand are incurred in the objective function. In addition, to VMI
customers, some external (non-VMI) demand can be included in the problem. We

assume that external demand (if any) is taken directly from the vendor’s storage tank.



Chapter 1 Introduction 79

EXxtra specifications

The VMI problem can easily adapt to any additional problem-specific restrictions.

Such restrictions include ship maintenance and plant shut-downs.
1.6 Problem Complexity

An optimisation problem is said to belong to class P if it is tractable on a deterministic
machine. NP 1s the set of all problems that are tractable on non-deterministic
machines (Garey and Johnson, 1979). A problem is NP-complete if a quick algorithm
to solve this problem can be used to solve all other NP-complete problems quickly.

NP-hard problems are at least as hard as NP-complete problems.

All nontrivial routing and scheduling problems are NP-hard in general (Bramel and
Simchi-Levi, 1995). On the same notion, it is very essential to emphasize the level of
difficulty of the industrial VMI systems we deal with in our work. In reactive (order-
driven) systems, the vendor responds to orders received from the customer. Although
these traditional systems may be unbeneficial to vendors, the resulting problems are
relatively easier mathematically because many of the key decisions have been taken
(albeit sub-optimally) by the customer. On the other hand, VMI systems are beneficial
to the vendor and mathematically difficult to solve. In VMI systems, time becomes
much more important because customers are using material all the time and they need
regular replenishments. The vendor looks at the entire demand forecasts of the all
customers rather than some fixed orders. Consequently, the optimisation of these
systems involves the entire space of decisions rather than a subset of it. In addition,
linking routing and scheduling decisions of multiple products with production plans
and inventory management makes the VMI problem even more difficult. Only
consideration of physical real-life constraints can reduce the level of difficulty tor
VMI problems. Such constraints include port restrictions. In our work, we first try to
mathematically model these systems using a dynamic process-scheduling system.
Then, we propose efficient solution approaches to solve the resulting model. We are

aiming to derive the maximum benefit from the VMI strategy. Therefore, we raise the
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challenge by exploring mainly optimisation-based algorithms. Nevertheless, general

heuristic algorithms are used to show the benefits of optimisation.

1.7 Thesis Outline

Chapter 2 provides a relevant literature review. First, a summary of VMI-related work

1s presented. Then, the inventory routing problem is discussed as a special VMI
problem. Finally, the ship-scheduling problem is extensively reviewed since it

represents the mode of transportation in the VMI system considered here.

Chapter 3 describes the mathematical formulation of VMI systems. A detailed MILP

model 1s explained first. Then, a direct solution approach using the detailed model is

introduced.

Chapter 4 describes the aggregate-time mathematical formulation of VMI systems. An
aggregate MILP model 1s explained first. Then, an iterative solution approach using

the aggregate and detailed models 1s introduced.

Chapter 5 discusses the rolling horizon approach tailored for our VMI problem. First,
background about the rolling horizon is presented. Secondly, mathematical modelling

of the VMI system in a rolling horizon framework is explained. Finally, a hybrid

rolling horizon solution approach is introduced.

Chapter 6 uses an illustrative VMI example problem to evaluate the solution
approaches described in the previous chapters. First, two general industrial heuristics

are introduced. Secondly, solutions obtained by optimisation-based approaches are

compared to those obtained using industrial heuristics.

Chapter 7 presents a realistic evaluation of the VMI system using industrial case
studies from different companies. For each case study, the problem is first solved

using both heuristics and optimisation-based approaches. Then, potential
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improvements to the current problems are discussed and final recommendations are

presented.

Chapter 8 presents some concluding remarks on the VMI problem and the

mathematical approaches used. Finally, future work areas for the VMI problem are

provided.
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Chapter 2

Literature Review

The PhD project includes three main parts. The first part is production planning, the
second part is distribution planning, and the third part is inventory management. The
VMI system in our research is a dynamic integration of all these parts. There exists
some work that combines production and distribution (Cohen and Lee, 1988).
Moreover, there exists some work that combines distribution and inventory planning
(Dror and Ball, 1987). To our knowledge, there is no previous work in the literature

which views VMI systems as a dynamic integration of production planning,

distribution, and inventory management.

VMI was popularised in the 1980°s by Wal-Mart and Procter & Gamble in the US
(Waller et al., 1999). Therefore, VMI is considered a new area since all VMI work
started to be published in the late 1990’s. However, the main aim of our project is the
optimisation of VMI systems (production planning, distribution, and inventory
management). In Section 2.1, a review of existing VMI-related work 1s presented and
compared to our project. Since the mode of transportation for our VMI distribution
system is shipping, a comprehensive literature review is presented for ship scheduling
in Section 2.3. As for the VRP, we introduce a brief literature review on the special

case of the IRP because of its direct relevance to VMI objectives.

Although production planning is a major part of VMI systems, it is not the driving
force compared to demand, nor should it be. In our work, production plans are
represented in terms of the daily production rates at all plants. Those rates are subject
to many constraints such as plant storage and production capabilities. For simplicity,
we assume that raw materials are always available at the vendor’s plants. No literature
review is presented for production planning problems. Such problems can be explored

further in terms of raw material availabilities and material requirements planning

(MRP). However, such considerations will extend the VMI supply chain to include
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raw material suppliers. This aspect of production planning is out of the scope of this

thesis and included as a future area of research.
2.1 Vendor Managed Inventory

Recall that in Chapter 1, we categorised inventory management methodologies into
two main categories (Section 1.1.1). The first category is the traditional (reactive)
strategy and the second category is the proactive (VMI) strategy. In traditional
strategies, pure inventory problems are solved without comprehensive consideration
of other aspects. The objective of pure inventory problems is to minimise the holding
cost over a long time horizon. In such problems, distribution is incorporated only in
terms of a fixed cost for deliveries. Many inventory models are formulated to find the
optimal frequency and order quantity. One such important model i1s the economic
order quantity model (Christopher, 1998). Other models try to minimise the stocks by
increasing the order frequency and decreasing the order quantity. Such systems are
widely used in production assembly lines where materials are ordered “Just In Time”
to reduce inventory buffers (Beasley, 2003). Extensive work on pure inventory
models exists in the literature. All these pure inventory models are classified under the

traditional reactive (order-based) system. No pure inventory models are included 1n

our literature review.

On the other hand, the VMI strategy spans inventory management to include

production and distribution. Therefore, VMI is a strategy for managing supply chains.

In Section 2.1.1 a literature review on existing published VMI work is presented. In

Section 2.1.2, the existing work in the literature is compared to the VMI problem in

this project.
2.1.1 Selected literature on VMI

Waller et al. (1999) evaluate the effect of VMI systems on a certain supply chain of

one vendor and multiple distribution centres some of which are non-VMI retailers.

The performance measure in their model is the level of inventory at distribution
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centres. A simulation is conducted on scenarios with different order frequencies and
different demand variability. The daily demand is normally distributed and the fixed
mean is relative to the centre’s capacity. Daily supply is assumed to cover all demand
requirements. However, if the amount of orders exceeds the supply on any day, a first-
come first-served basis is used. No dynamic transportation is modelled in the
simulation. Randomly generated transportation times are only considered from the
vendor to the centres. The model is implemented using the SIMAN programming

language. The model is tested on real-life data from Hewlett Packard. Then, the
simulation studies the effects on non-VMI customers. Results show that the better co-
ordination of manufacturing in the VMI system also benefits other non-VMI retailers.
Finally, different production capacities are tested for the same demand requirements.
Results show a reduction in production backlogging for the vendor due to elimination
of large, infrequent orders. As for VMI distribution centres, great reductions in

inventory levels result for all demand variability cases.

Achabal et al. (2000) design a VMI decision support system (DSS). The DSS includes
a specific demand-forecasting model and inventory-management model for each
retailer. No distribution model is included in the DSS. The forecasting model uses
sales data and promotion policies to provide demand forecasts. Two types of forecasts
are generated. First, weekly demand forecasts are generated and passed to the
inventory model to determine the proper stock levels. Second, aggregate long-term
forecasts are generated and passed to the manufacturer for production planning.
Forecasting integrates normal sales, seasonal variations, and retailer-based etfects.
Demand is normally distributed, and target service levels equal the probability that
demand is less that the target inventory. The target levels (minimum inventory and
customer service levels) are agreed upon by the vendor and each retailer. A major

apparel manufacturer implements the DSS with more than 30 retailers. Although

inventory turnover slightly declined, the service level significantly increased after

using the VMI DSS.

Cetinkaya and Lee (2000) solve a VMI problem analytically. One vendor supplies a

product to a group of retailers with random demand. The source of supply for the

vendor is the manufacturer. In other words, the vendor places orders to receive the
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product from the manufacturer where VMI system is applied only between the vendor

and the retailers. Retailers are clustered in different geographical regions such that
their demand can be consolidated in one larger load rather than smaller multiple loads.
The total costs incurred include procurement, inventory holding, waiting costs for
received but not delivered orders, and transportation costs from the vendor to the
region of retailers with no lead times. As opposed to other inventory models,
transportation costs consist of a fixed dispatching cost and a unit-dependent cost
rather than just fixed delivery costs. The vendor accumulates orders from retailers
until the beginning of the consolidation cycle rather than directly delivering the
product. The manufacturer replenishes the vendor with product instantly based on the
accumulated orders by retailers and the on-hand inventory level at the vendor’s site.
The renewal reward theorem is used to evaluate the expected average cost for the case
of Poisson demand. The resulting expected average cost is a function of the target
inventory level at vendor’s site and the consolidation cycle time. The minimum
average total cost 1s then explicitly used to find the optimal order quantity and
consolidation cycle. A heuristic approach is used to solve for those optimal values by
approximating the exact formula. Calculations show that the order quantity reduces to

the economic order quantity formula if no shipment consolidation 1s considered.

Axsater (2001) solves the same problem presented by Cetinkaya and Lee (2000).
However, the author presents an exact rather than an approximate optimisation
algorithm of the problem for a range of discrete values for the consolidation cycle

time. The exact algorithm outperforms the approximate algorithm of Cetinkaya and

Lee (2000) in terms of cost reductions.

Kaipia et al. (2002) analyse the time benefits of VMI systems using the entire product
scale rather than the stock keeping unit (SKU) scale. The analysis objective is to
eliminate the ordering process and giving that time to the supplier to better organise
replenishments. Two extreme cases are considered; one is order-based while the other
is order-free (VMI). Demand data of multiple products are collected for both cases. In
order-based systems, demand is represented by purchase orders. In VMI systems,
demand is approximated from consumption rates or sales data. Further parameters of

demand deviations and response times are then calculated for both cases. The
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potential time saving of VMI systems is calculated by taking the difference between

the response times. The ratio between the mean absolute deviations of demand 1S

calculated to quantify the bullwhip effect (demand amplification in the supply chain).
The analysis 1s applied to three real life case studies. For every case, the order-based
case 1s compared to the VMI system. Then, the power is shifted from the vendor to
the customer by switching from VMI systems to Just-In-Time (JIT) system. Time
benefits are gained by switching from order-based systems to VMI systems. In

addition, the VMI system outperforms the JIT system because of the tlexibility that

enables the vendor to better plan operations in VMI systems.

Dong and Xu (2002) evaluate the short-term and long-term effect of VMI on a supply
chain of one manufacturer (supplier) and one buyer (customer). The Economic Order
Quantity (EOQ) is utilised to describe the buyer’s inventory system and the supplier’s
profit by obtaining the optimal purchase price and purchase quantity. Distribution is
included in the order fixed set-up costs. Note here that the supplier generates orders

for the buyer. The authors analytically prove that VMI reduces the total inventory

costs of the system (buyer and supplier). Furthermore, the authors show that only the
buyer’s short-term profits increase after VMI implementation. In the long-term, the
buyer’s profit is still consistent with the short-term result. However, the supplier
benefits in the long-term as opposed to short-term results. The long-term profit of the

supplier is directly related to the long-term profit of the buyer because of the

increased volume of sales.

Disney and Towill (2002) link the Automatic Pipeline, Inventory and Order Based
Production Control System (APIOBPCS) with VMI. APIOBPCS has been used
before for production scheduling at particular manufacturer. However, the authors
innovate this system and couple it with a VMI supply chain. The coupled system 1s
used with a two-echelon supply chain of one manufacturer (vendor) and one
distributor (customer). The distributor uses sales data to provide future demand
forecasting and the re-order point level and passes this information to the
manufacturer. Then, the manufacturer uses these data to set the production target
levels. Note that the system contains only production and inventory as the two main

components of the system. Distribution is accounted for in this system only in terms
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of delivery lead-time. A closed-loop block diagram representation of the VMI-
APIOBPCS with a sampling time of 1 is presented. First, difference equations for
production, inventory and forecasting are generated. Distribution is represented in the
loop as a discrete time delay to account for delivery lead-time. All difference
functions are then transformed to the z-domain to yield the system’s discrete transfer
function. The input is this system is the consumption rate, while the output is the
inventory level. The performance of VMI-APIOBPCS system is analysed in the time
domain by taking the inverse z-transform of the transfer function. The initial value
theorem is used to find the initial conditions of the system. Furthermore, the stability
of the VMI-APIOBPCS is studied and the stability conditions of the system are
finally determined. The main parameters that affect the stability of the system are
related to production rate. Note here that the authors only aim at finding the stable

region of the system. In other words, no optimisation of VMI-APIOBPCS is

presented.

In addition to their work in testing the stability of the VMI-APIOBPCS, Disney and
Towill (2002) present a related paper that optimises the VMI-APIOBPCS described
above by minimising the total cost. The total cost is the summation of the distributor’s
inventory cost metric, the system inventory cost metric, and the production adaptation
cost metric. The objective function is represented by the reciprocal of the Euclidean
distance from zero in three-dimensional space. Hence, the problem becomes a
maximisation rather than a minimisation process. Since adapting different production
rates can affect the inventory level due to bullwhip effect, different ratios of
production costs to inventory costs are tested. A search algorithm over a user-defined
range of decision parameters is then used to find the best set of parameters. One of
these parameters is the ratio of safety stock to consumption rate. This ratio 1s used to
evaluate the trade-off between transportation costs (implied by batch sizes) and

inventory holding costs. Furthermore, results show that the bullwhip effect is reduced

if the delivery lead-time decreases.
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2.1.2 A comparison between our work and VMI in the literature

It 1s obvious that VMI attracted much attention lately because of its potential benefits
both for vendors and customers. Researchers are always keen to evaluate these
benetits. However, the approach and context of such evaluations is usually different.

We believe that present research only covers some aspects of the VMI problem. A

classitication of differences between the VMI system in our work and literature is

provided below.
Evaluation approach

Ditferent aspects of the VMI problem are tackled to study its performance. Some
work replicates pure inventory models objectives by obtaining the<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>