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Abstract

This thesis is the culmination of a research programme on forced convective
evaporation at sub-atmospheric pressures in the vertical upward flow of water.
The objectives of the work were: (i) the design, construction, commissioning and
operation of a new industrial scale, electrically heated, single tube, sub-atmospheric
evaporator (SAE) rig and its instrumentation, (ii) to conduct steady state
experiments using the SAE rig with exit pressures as low as 250 mbar abs., and
finally, (iii) to design and program a framework/methodology for the
phenomenological modelling of two-phase flow and heat transfer for these
conditions. These three objectives were successfully achieved and the conclusions

drawn are reported.

From the experimental results, several interesting features and effects were
observed, namely; heat transfer coefficient maxima at around zero quality for high
inlet subcoolings and at low sub-atmospheric pressures which were attributed to
local thermal non-equilibrium instability as hypothesised by Jeglic and Grace
(1965); and a flow boiling hysteresis similar to that observed by Abdelmessih et al.

(1974) seems to occur.

The modelling work was embodied into a computer code, SAE. The SAE code
together with the Chen (1966) and the Liu and Winterton (1991) flow boiling
correlations were found to be inadequate to predict the SAE experimental results
as the pressure is lowered. This is to be expected since the present SAE code uses
models and correlations derived from atmospheric and high pressure data.
Nevertheless, the SAE code is most promising from the point of view of providing
a framework for future developments and improvements, since its flow regime

based structure and modularity allows alternative models to be easily substituted.
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Nomenclature

Latin Characters:

A cross sectional area of channel
C homogeneous concentration of droplets in the core
Co distribution parameter
Ch ‘churn flow’ ratio (introduced in Chapter 6)
C, specific heat capacity at constant pressure
D diameter
D deposition rate per unit peripheral area
D, bubble departure diameter
d, internal tube diameter
E entrainment rate per unit peripheral area
E two-phase flow enhancement factor (Winterton & co-
workers)
F two-phase flow enhancement factor (Chen, 1963, 1966)
f friction factor
f interfacial friction factor
g gravitational acceleration
h specific enthalpy
his latent heat of vaporisation
Ay inlet subcooling
k droplet mass transfer coefficient
L length
L, Taylor bubble length
L, liquid slug length
l, entrance length
M relative molecular mass
M momentum flux
M mass flow rate
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entrained liquid mass flux
tube periphery
pressure
critical pressure
reduced pressure
difference in saturation pressure corresponding to
saturation temperature difference
heat flux
heat flux at the point of intersection between single-phase
liquid convection and fully developed nucleate boiling
gas constant
surface roughness parameter (Gléttungstiefe, DIN 4762)
delivered gas-to-liquid volume ratio
inner wall radius
outer wall radius
bubble radius
cavity radius
critical cavity radius
suppression factor
temperature
saturation temperature
wall superheat
velocity
mean relative velocity (drift velocity)
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dimensionless superficial velocity
liquid volumetric flow rate

gas volumetric flow rate

vapour quality

Cartesian coordinate

Cartesian coordinate

distance along a tube, Cartesian coordinate

Dimensionless numbers:

Bo
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St

We

Boiling Number
Convective Number
Froude Number
Kutateladze Number
Nusselt Number
Peclet Number
Prandtl Number
Reynolds Number
Stanton Number
Weber Number

Greek Characters:

D I MmO H ™ R

heat transfer coefficient

volumetric flow ratio

ratio of Taylor bubble length to total slug length
film flow rate (by mass) per unit wetted perimeter
liquid film thickness

void fraction

surface roughness

dynamic viscosity

contact angle
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Subscripts:

A

avg
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O

fdb

- - gg0o0

angle of inclination from the horizontal
thermal diffusivity

thermal conductivity

dimensionless scaling parameter, Baker (1954)
kinematic viscosity

density

surface tension

shear stress

dimensionless scaling parameter, Baker (1954)

Baroczy (1965) two-phase multiplier ratio

accelerational
average

bubble

cavity

critical

frictional

film

forced convective
fully developed nucleate boiling
gas phase
gravitational

gas core

total mass flux flowing with gas phase properties

interfacial
inside

inlet conditions
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liquid film
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max
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spl
TP

critical liquid film for onset of entrainment
total mass flux flowing with liquid phase properties
mixture

maximum

nucleate boiling

net vapour generation

outside

onset of nucleate boiling

reduced properties

specific fluid properties with reference to water
slug

saturation

subcooled boiling

single-phase liquid

two-phase

wall
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Chapter 1 : Introduction

CHAPTER 1

INTRODUCTION

1.1 Uses and aims of the research project

Two-phase flow occurs in a diverse range of industrial plants, boilers, refrigeration
systems, condensers and nuclear reactors. In the nuclear industry, heat transfer in two-
phase flow in both vertical and horizontal conduits is a common process. A good
understanding of the mechanisms involved both quantitatively and qualitatively is
extremely important, and the need arises mainly from three key sources as classified by
Shires (1977). Firstly, there is the need of the design engineers for information to help
them to optimise their process designs in order to achieve higher efficiency and to
produce products or provide services that is competitive in today’s market. The
second need is that of the operators of the process plants, who need to decide on the
optimum operating conditions or, in a less fortunate case, to investigate and diagnose
faults or accidents which have already occurred. Finally, the most important and
crucial need is that of a safe and reliable operation of the process plant, where in some
cases it is necessary to know precisely the maximum safe operating limits. This is
particularly true in the nuclear industry where adequate safety margins must be
allowed. Recently, an additional need has materialised in the form of environmental
protection and preservation where companies are encouraged, and in some cases,
required by law to minimise the impact of their industrial processes on the

environment, namely in terms of waste discharge and energy consumption. It is to
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fulfil these needs both directly and indirectly that most industrially sponsored research

programmes are born .

The research work described in this thesis is funded by British Nuclear Fuels PLC.
(BNFL), with the emphasis on the steady state hydrodynamics and heat transfer
behaviour in forced convective vaporisation at sub-atmospheric pressures in vertical
upward flow. BNFL operates a number of reboilers and evaporators in its various
process plants. Typically such evaporators would be of the multi-tube type, with
vaporisation taking place inside the stainless steel tubes (typical diameters of 1 inch and
2 inch - 25.4 and 50.8 mm) with lengths of the order of 4 to 5 metres. These tubes are
heated externally by condensing steam. The fluid evaporated is normally an aqueous
solution, containing nitric acid. Even with stainless steel, the nitric acid can be highly
corrosive if the temperature is sufficiently high. Consequently, in order to maintain a
low temperature, the evaporator systems are normally operated at sub-atmospheric
pressures, as low as 0.2 bar, where the saturation temperature is low enough to

minimise corrosion.

Although extensive work has been carried out on boiling heat transfer and associated
fluid flow phenomena at pressures ranging from one atmosphere to the critical pressure
(221.2 bars), there is a dearth of data at sub-atmospheric pressures. Therefore, this
research programme was designed to redress this by producing an experimental
database at sub-atmospheric conditions. Another important component of this work is
to provide a framework/methodology to approach the modelling of two-phase flow at
these conditions, drawing from the vast pool of knowledge and data available in the
higher pressure studies and from the sub-atmospheric experimental results. The
framework designed will be in the form of a FORTRAN computer program written to
model the major hydrodynamics parameters (pressure drop, void fraction and quality)

and the heat transfer coefficient for a vertical tube evaporator.
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Hence, the objectives of this Ph.D. research programme are as follows:

1) To design, construct, commission and operate a new sub-atmospheric

evaporator (SAE) rig and its instrumentation.

2) To perform and collect experimental data at sub-atmospheric pressures, as low
as 250 mbar abs.
3) To design and code a framework/methodology for the phenomenological

modelling of two-phase flow.

1.2 Description of the thesis

This thesis is divided into 7 major chapters and S appendices. After this introductory

chapter, the rest of the chapters will focus on the following areas.

Chapter 2

Chapter 2 focuses on the hydrodynamics literature reviewed for this work. These
reviews are presented in the form of discussions on the gas-liquid two-phase flow in
general, followed closely by a section on the physical description of two-phase flow
patterns and the two main methods used to classify the various flow regimes, i.e. by
using flow pattern maps and semi-theoretical transitions. This is followed by reviews
on pressure drop models for single and two-phase flow, and on void fraction models
such as the homogenous flow model, Zuber-Findlay drift flux model and an alternative

drift flux model proposed by Chexal and Lellouche (1991).
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Chapter 3

This chapter presents the second major part of the literature review on flow boiling and
its sub-sections of single-phase liquid convection, subcooled flow boiling and saturated
flow boiling. The subcooled boiling review is divided into (1) onset of nucleate
boiling (ONB) and net vapour generation (NVG), (2) partial subcooled boiling heat
transfer and (3) fully developed subcooled nucleate boiling . For saturated flow
boiling, the review is also classified into the heat transfer models on which the
correlations such as Chen (1966) were based. The classifications used were based on
those proposed by Webb and Gupte (1992) into superposition, asymptotic and
enhancement models. The chapter finally concludes with a discussion on other
research work on sub-atmospheric vaporisation available in published literature, most

notably that of Stone (1971).

Chapter 4

In chapter 4, the sub-atmospheric evaporator (SAE) rig that was built as part of the
research work is described and its operating procedures are outlined. The
measurement apparatus and techniques used for measuring the wall and fluid
temperatures, pressure drop along the test-section, inlet fluid flow rate and their
associated calibrations are described in some detail, together with the data acquisition
system devised and the programs used. The experimental matrix that was performed
was discussed, noting the 4 key operating parameters present, i.e. the outlet pressure at

the top of the test-section, the heat flux, the mass flux and the inlet subcooling.

Chapter §

Chapter 5 discusses the results from the experiments, in particular the effects on
pressure gradient and heat transfer coefficient values as a result of varying mass fluxes,
heat fluxes, outlet pressures and inlet subcooling. The main results discussed are those
in the churn and annular flow regimes whose conditions were similar to those expected

in the actual BNFL evaporator systems.
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Chapter 6

Chapter 6 focuses on the various sub-annular flow models for hydrodynamics and heat
transfer used in constructing the computer code SUBANA and also a section on the
Harwell Annular Flow Model (HANA). By combining these two codes, a flow model
program is presented, known as SAE, that enables the modelling of forced convective
vaporisation in a vertical tube from single-phase liquid flow to two-phase annular flow.
A feature of this model is that the code is flow regime based rather than the normal
practice of performing calculations in a predetermined number of steps with fixed
intervals along the length of the tube being modelled. Another feature of this program
is its modularity (in the form of independent subroutines) which will facilitate future
modifications as more advancements are made in the field of multiphase flow.
Improvements on some of the current sub-annular models used are presented and
discussed, namely those in slug flow and churn flow. For churn flow, a new approach
based on the dimensionless gas superficial velocity U for evaluating the void fraction,
wall shear stress and pressure gradient is introduced. The chapter concludes with the
comparison of the results obtained from the sub-atmospheric experiments against those
of the modelling program and some general flow boiling correlations found in the
literature, with the intention of validating the code. The main variables for
comparisons will be the flow regimes encountered, the total test-section pressure drop

and the heat transfer coefficient along the length of the test-section.

Chapter 7

Although some conclusions are presented at the end of each of the preceding chapters,
Chapter 7 provides a summary of the most important conclusions, followed by some

recommendations for future research work.

This thesis is completed by the reference section and appendices. Appendix A presents
the derivation of the equation used to calculate the temperature difference across the
test-section wall based on one-dimensional steady state conduction with thermal

energy generation for a radial geometry. Appendix B provides the thermocouple
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calibration results whilst Appendix C discusses the estimation of experimental error
and its analysis. The procedures which were employed to determine the experimental
matrix is discussed in Appendix D. Appendix E will list the experimental runs

conducted together with their key parameters.
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CHAPTER 2

LITERATURE REVIEW :

HYDRODYNAMICS

The enormous potential of boiling as a mechanism of heat transfer at low temperature
differences can be said to be truly realised around the 1930s. Nukiyama’s (1934)
description of the “boiling curve” for boiling of water at atmospheric pressure from a
horizontal wire heater, has long been cited and regarded by many researchers as the
first modern investigation of the boiling transitions. This is not to say that prior to
Nukiyama, there wasn’t any work being done on the subject but, rather that
Nukiyama’s work was viewed as a progenitor for the coming growth and interest in
the boiling field. Three decades later, Gouse (1964) conducted a literature survey of
over 6000 citations in boiling and two-phase flow, with the aim of encompassing all
the known and available literature at that time. The massive amount of literature
quoted by Gouse confirmed the rapid growth of research in the field in such a short
intervening period of time. Since then, no other researcher has publicly attempted to
do what Gouse did, but the qualitative evidence is of a continued growth of, and

publications in, the field.

Bearing in mind this perspective, the objective of the present and next chapters are to
survey the published literature on two-phase flow and flow boiling heat transfer in a
vertical flow channel only in sufficient detail to provide a firm basis and platform for

the discussion of the analytical and experimental work in subsequent chapters. This
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chapter will focus exclusively on the hydrodynamics of two-phase gas-liquid flow and

then followed by the next chapter on flow boiling heat transfer.

2.1 Gas-liquid two-phase flow

As the name suggests, gas-liquid two-phase flow is the simultaneous flow of a liquid
phase in direct contact with a gaseous phase in a channel. Gas-liquid two-phase flow
is one of the four possible combinations of two-phase flows, the others being gas-solid,
liquid-liquid and liquid-solid flows. Of these four types of two-phase flows, the gas-
liquid flows are the most complex in the sense that they combine the characteristics
and effects of a deformable interface together with the compressibility of one of the
phases. In the case of a diabatic system, there are the added effects caused by an

exchange of energy in the form of heat.

Although gas-liquid two-phase flows occur in a variety of industrial equipment and
processes, there was relatively little work done on the subject until the advent and
development of the nuclear power industry in the 1950s. This key industrial
development led to a rapid expansion and improvement in the level of knowledge of
gas-liquid two-phase flows, particularly in high pressure steam and water systems.
However, despite these great strides, there is still no general model for predicting with
accuracy the behaviour of two-phase flows. Consequently, many designers adopt one

of the two following approaches when designing for two-phase flow systems.

1) Empirical correlation. This approach involves the correlation of experimental
data in dimensional or non-dimensional form to produce design relationships.
Empirical correlations have been fairly successful in the prediction of design
parameters such as pressure gradient and heat transfer coefficient where there is a
large and extensive database of measured values available. However, this approach
suffers from a serious deficiency in that one cannot reliably extrapolate such

correlations to conditions beyond those of the original database from which the
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correlations were derived from. This limitation has led many researchers to adopt a
modelling approach in trying to improve the generality of prediction of two-phase

flows.

2) Modelling. The key element in the modelling approach is to try and improve the
prediction of two-phase flows by describing mathematically the mass and heat
transport phenomena that are taking place. However, because of the complex and
intricate nature of two-phase flows, most of the standard methods of analysis used
for two-phase flows are normally extensions (e.g. in the forms of two-phase flow
multipliers) of those already well-tried and tested for single-phase flows. The
procedure is to write down the basic equations governing the conservation of mass,
momentum and energy, and, to solve these equations by making use of simplifying
assumptions or constitutive relations. The three main types of simplifying

assumptions that are usually made are:

e Homogeneous Flow Model. This is the simplest of the three assumptions. Here,
the two-phase flow is assumed to behave as a homogeneous fluid with the velocities
of the two phases being identical (velocity ratio, S = 1) and having homogeneous
physical properties calculated by suitably weighting the physical properties of each
individual phases. The homogeneous flow is also sometimes known in some

literature as fog flow (for example, see Collier and Thome, 1994).

o Separated Flow Model (Six equation model). In this model, the basic assumption is
that the two phases flow in separate zones, which may interact with each other.
The two phases flow in their separate regions each with its own velocity, thus the
velocity ratio S, is not equal to 1 as for the homogeneous flow. Conservation
equations are written for mass, momentum and energy for each phase, giving a total
of six equations. The phasic conservation equations for mass, momentum and
energy respectively may be summed to give three combined separated flow

equations.
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e Phenomenological modelling. This is a more sophisticated approach to modelling
in that the two phases are considered to be flowing in a definite prescribed
geometries, i.e. it takes take account of the flow pattern or flow regimes. It is now
generally accepted that this approach provides improvements in prediction,
especially of pressure drop and there have been major developments (e.g. in annular
flow). In order to apply these flow regime models, it is necessary to know when
each model should be used and to be able to predict the transition from one flow

regime to the next.

It is the phenomenological modelling approach that will be utilised in the work
described in this thesis. Therefore, it is imperative as a first step in this modelling to be
able to distinguish the flow regimes that one may encounter in two-phase gas-liquid

flow.

2.2 Two-phase flow regimes

In a two-phase flow, the interfacial structure and distribution may take a variety of
forms which are often referred to as_flow regimes or flow patterns (these two terms are
used interchangeably in this thesis). There are many factors which affect the type of
flow regime one may encounter. The key factors are the phase flow rates, the physical
properties of each phase, the heat flux and the channel geometry and orientation.
Despite the crucial importance of identifying the correct flow regime for a given set of
local flow conditions, there is still no clear and satisfactory method for doing so. This
is because the identification and description of the type of flow regime encountered is
subjective, although there has been regularly cited in literature a commonly accepted
reference set, which will be described in the next section. The flow pattern can be
affected by other factors such as departure from local hydrodynamic equilibrium and
the presence of trace contaminants which may affect, for instance, the coalescence of

bubbles in the system.
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2.2.1 Physical description of flow regimes.

The commonly accepted reference set of flow regimes encountered in vertical round

tubes are illustrated in Figure 2.1 (see also Hewitt and Hall-Taylor, 1970). They are :

Bubbly flow. Here, the liquid phase is continuous with a dispersions of discrete
bubbles flowing within the liquid continuum. At one extreme, the bubbles may be
small and spherical in shape whilst at the other extreme, they may be large with a

spherical cap and a flat tail.

Slug or plug flow. At higher gas flows, there is a transition to slug or plug flow.
Conventionally, this was considered to be due to bubble coalescence leading to a
gradual increase in bubble diameter until the bubble size approached that of the tube
diameter. However, more recent evidence indicates that coalescence is normally
inhibited in flows at normal gravity due to bubble wake effects; the transition is now
considered more likely to occur with the formation of void waves in the system as a
precursor. In slug flow, large characteristically “bullet-shaped” Taylor bubbles (named
after Sir Geoffrey Taylor) are formed, which may be separated by liquid regions
containing dispersions of smaller entrained bubbles. The length of the Taylor bubble
may vary considerably but has been found experimentally to be typically around 12-20
diameters of the tube. The Taylor bubble is separated from the tube wall by a thin
falling film of liquid, although the net flow of both liquid and gas is upwards.

Churn flow. With increasing flow velocity, the breakdown of slug flow Taylor
bubbles leads to an unstable flow regime in which there is, in wide bore tubes, an
oscillatory motion of liquid upwards and downwards in the tube (i.e. time varying in
character), hence the name “churn flow”. However, in narrow bore tubes, this
oscillatory nature may not occur and a smoother transition from slug to annular flow
can be observed. Although periodic bridging of the liquid across the tube (as shown in
Figure 2.1) was considered to be a common phenomena in churn flow, it now seems

likely that there is a continuous passage-way for the gas through the tube and, in that
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sense, churn flow has some analogy with annular flow. Recent studies on the
mechanism of churn flow include those of Hewitt et al. (1985), Govan et al. (1991)
and Jayanti et al. (1992). The mechanism identified by Hewitt et al., and confirmed in
the later studies, is one of liquid transport upwards in the form of large waves which
shed liquid behind them, this latter liquid ultimately falling down in the form of a falling

film. Thus, the wall conditions are intermittent in this region and highly complex.

Annular flow. In this flow regime, the liquid flows on the wall of the tube as a film
and the gas phase flows in the centre. Usually, some of the liquid phase is entrained as
small droplets in the gas core; it is also possible, although less common, for bubbles to

be entrained in the liquid film.

Wispy -annular flow. This flow regime has been identified as a distinct flow regime
primarily as a result of the research work carried out by Bennett et al. (1965) and
Hewitt and Roberts (1969). As the liquid film flow rate is increased, the concentration
of drops in the gas core increases and, ultimately, droplet coalescence occurs in the
core which may lead to the formation of large lumps or streaks (wisps) of liquid in the
gas core. This flow regime is characteristic of flows with high mass flux and because

of its highly aerated liquid film, it could be confused with high velocity bubbly flow.

Whilst the above flow regimes are normally found in vertical adiabatic co-current flow,
the flow regimes in vertically heated channels are slightly different. The presence of a
heat flux through the channel wall alters the flow regime from that which would have
occurred in a long unheated channel at the same local flow conditions. The two main
reasons for these differences are the departure from thermodynamic equilibrium
coupled with the presence of radial temperature profiles in the channel, and the
departure from local hydrodynamic equilibrium throughout the channel. This is hardly
surprising because the physical processes which govern the changes in flow regimes
such as bubble coalescence require a finite length and time to occur. Therefore, in a

heated tube where the rate of change of the local flow conditions (characterised by the

rate of change of quality with distance, %) is large, some of these physical
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processes may not be completed. Consequently, the region where certain flow regimes

occur may be either expanded or compressed and in some cases, disappear altogether.

Figure 2.2 shows a schematic representation of the flow regimes in a vertically heated
tube. Starting from the tube inlet, the single-phase liquid is being heated, thereby
increasing its enthalpy. At some point, the first bubble will be formed at the tube wall
when the required local superheat temperature is attained. As more bubbles grow and

detach from the wall, bubbly flow is formed.

Due to the difference in densities between the liquid and vapour phases, the continuous
increase in enthalpy of the fluid accelerates the flow. With the production of more
vapour, the bubble population increases and coalescence takes place leading to the
formation of slug flow further along the tube, followed by churn flow. Further along
the channel, we will obtain the annular flow regime, which consists of a liquid film
flowing on the tube wall with a vapour core containing entrained liquid droplets. The
liquid film continues to deplete until dryout occurs when the depletion of the liquid film
due to evaporation and droplet entrainment outbalances the replenishment of the film
by droplet deposition. Beyond dryout, the wall temperature rises and the entrained

droplets continue evaporating until single-phase vapour flow is formed.

The probable mechanisms for the above flow regime transitions will be discussed in
further detail in later sections of this chapter and also in Chapter 6, which focuses on

the sub-atmospheric evaporator (SAE) modelling code.

Information on flow regimes is often expressed in terms of “flow regime” maps where
the regions of operation of each of the flow regimes is indicated in terms of selected
variables or coordinates. A number of such flow regime maps are presented in the next
section. Despite the existence of a variety of maps, they all suffer from the same
drawback in that a given set of coordinates is unlikely to describe all the flow regime

transitions. Thus, the development of specific theoretical description of the transitions

is also discussed in detail in what follows.
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2.2.2 Flow regime maps

Flow regime maps serve a purpose in that their simplicity helps to provide a quick
graphical estimation albeit its accuracy is slightly suspect when compared with
theoretical models of the transitions which normally require computer implementations.
The golden era of the flow regime maps was in the 1960s and 1970s. However, some
earlier maps could be traced as far back as the late 1940s and early 1950s. Examples
of these early flow regime maps were those proposed by Kosterin (1949) and Baker
(1954).

Kosterin (1949) conducted a series of investigations into the influence of tube diameter
and orientation on the hydraulic resistance and on the structure of flow of a gas-liquid
mixture. Although the main bulk of his investigations were focused on horizontal and
inclined pipes, he also conducted some observations on vertical flow. He presented his
findings in a graphical map using the input volume fraction of the gas as the ordinate
and the mixture velocity as the abscissa. He had identified the bubbly, slug and annular
flow regions (although he had given these regions different names to those now
commonly used, i.e. “uniform emulsion flow”, “vapour lock flow” and their sub-
regions and “ring flow” instead of bubbly, slug and annular respectively) Kosterin
arrived at a number of conclusions, of which the most relevant ones to the current
studies were that, for the vertical flow, the conditions under which the gas-liquid
mixture was introduced (i.e. the design of the inlet mixer and meshes) had little
influence over the size of the zone/region with a stable flow pattern and also that this
sector of a stable flow pattern/structure, at the same throughputs and volume fraction
of gas is smaller than in horizontal tubes, primarily due to the influence of gravity in

relation to the flow direction.

Baker (1954) published a paper on flow regime maps for horizontal flow. Although
his work was focused on the horizontal flow, it is acknowledged here as one of the
first works to recognise the importance of identifying the flow regime as a starting

point for the calculation of pressure drop, void fraction, heat and mass transfer. He
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used the mapping coordinates m% and "™ A %6 where A and y are

dimensionless scaling parameters, defined below, which took into account the
variations in the physical properties of the fluids from a “standard” case., where the

“standard” case is for air-water under standard atmospheric pressure and room

temperature.
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Contrary to what he initially intended, which is to produce a non-dimensional map,
Baker only managed to produced a map with one dimensionless axis. Even so, his map
is widely used and quoted as an initial reference in many subsequent works on

horizontal flow.

From the 1960s, because of the practical importance of vertical flow in industry, the
amount of research work on two-phase vertical flow, culminating directly or indirectly
in the proposal of new flow regime maps began to grow. Many new flow regime maps
were proposed, mostly based on the researchers’ own experimental data or in some
cases from the observations of others. The key point here is that the majority of these
maps were experimentally based and were plotted as a two dimensional map with
various dimensional or non-dimensional coordinates. Among the numerous maps
available were those proposed by Griffith and Wallis (1961), Chaudhry et al. (1965),
Hewitt and Roberts (1969), Govier and Aziz (1972), Oshinowo and Charles (1974),
Taitel et al. (1980), Weisman and Kang (1981), Mishima and Ishii (1984), McQuillan
and Whalley (1985) and Taitel (1990). The later maps were increasingly based on
theoretically modelled transitions from one flow regime to another. These theoretical

relationships will be reviewed in more detail in Section 2.2.3 below.
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Griffith and Wallis (1961) published a paper on their investigation into two-phase slug

. - 2
flow. The flow regime map they proposed used 7 Ve — and (VL—;VQ) /gD as

L + G
mapping coordinates where ¥, and V, are the liquid and gas volumetric flow rates
and 4 and D are the pipe cross sectional area and pipe diameter respectively. Whilst
they recognised that the coordinates they utilised were not sufficient to completely
determine the flow regimes, they argued that it was still the best single pair that could
be chosen for a map. It is interesting to note that in this map (see Figure 2.3), the
churn flow regime was omitted. When questioned by Brown and Govier as part of the
published discussion of their publication, Griffith and Wallis stressed that they agreed
that the churn flow regime does occur between slug and annular flow but they
defended their omission by stating that the purpose of their work was to show where
slug flow regime was and to model it, rather than where the other flow regimes are,

and that the omission of the churn flow regime was considered to be not too serious!

Chaudhry et al. (1965) presented a flow regime map obtained visually as part of their
investigation on the mechanism of flow regime transitions for co-current upwards
vertical flow of water and air. They plotted their observations using the gas and liquid
superficial velocities as axes. As shown in Figure 2.4, instead of using clearly defined
curves (see Govier et al. (1957) and Galegar et al. (1954)) for separating adjacent flow
regimes, they opted for shaded bands representing regions where classification was
uncertain but spanned across the two adjacent regimes. These bands coalesced at the
liquid superficial velocity of approximately 2.2 ft./sec., which according to Chaudhry et
al. corresponded to a region when the separate flow regimes could no longer be
distinguished at higher liquid flows, where the system resembled a froth traversed by
fast moving quasi-periodic disturbances, whatever the gas flow. From their
investigations, Chaudhry et al. also noted the consistency of their findings on the slug-
churn and churn-annular transitions to those proposed by Nicklin (1961) on the
flooding mechanism for slug-churn transition and that of Wallis (1962) on the flow

reversal transition for the churn-annular flow regime.
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In 1969, Hewitt and Roberts conducted some studies on two-phase flow patterns using
simultaneous X-ray and flash photography for upward flow of air-water mixture. One
of the primary objectives of their studies was to obtain high-definition X-ray
photographs of two-phase flow especially at high liquid flow rates which was
extremely difficult to distinguish by visual observation at visible light conditions as
reported earlier by Chaudhry et al. (1965). The technique applied had proved to be
fairly successful in that Hewitt and Roberts were able to identify this high liquid flow
region as one resembling a region of transition from bubbly flow to wispy annular flow
without the intermediate stage one normally associates with slug flow. Based on these
observations, it seems that the “indistinguishable” region observed by Chaudhry et

al.(1965) is the wispy annular flow regime.

Using their own experimental data and those of the steam-water experiments from

Bennett et al. (1965), Hewitt and Robert produced a flow regime map in terms of
superficial gas and liquid momentum fluxes, p; u2 and p, u} respectively as shown

in Figure 2.5. They derived these parameters from their analyses on Baker (1954)
dimensionless scaling parameters A and y, which was described earlier in this
section, and from the Wallis (1962) work on flow reversal transition for churn to
annular flow. They noted the presence of a common factor of superficial momentum
flux terms in both studies. Although they suggested that the map they proposed may
not be that accurate for a wide range of fluids and channel geometries, they stressed
that as a first approximation and taking into account the good fit to their experimental
data and those of Bennett et al. (1965), there seems to be no strong justification for a

more complex map.

Other flow regime maps proposed included those by Wallis (1969) and Govier and
Aziz (1972) as shown in Figures 2.6 and 2.7 respectively. Both studies utilised the
superficial velocities of the gas and liquid flows as their coordinate systems and plotted
the regions for each flow regimes accordingly. Oshinowo and Charles (1974)
conducted a series of experiments investigating and classifying the flow patterns in
vertical upflow, downflow and in bends for the flow of air and water and air and

glycerol solutions of varying concentrations. They produced flow regime maps for the
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vertical upward and downward flows. Figure 2.8 reproduced the Oshinowo and
Charles’s map for upward vertical flow with the coordinates (Rv)"? and Fr,, /A, where
Ry is the delivered gas-to-liquid volume ratio, Fry, is the mixture Froude number, and
A = 55 /(os os)”* in which 75, prs and o5 are specific viscosity, specific density and
specific surface tension respectively of the liquid with reference to water. One of the
most recent flow regime map based on experimental measurements is that of Ohnuki et
al. (1995) for the upward flow of air-water two-phase flow in a large vertical pipe,
with a hydraulic diameter of 0.48 m. They noted the change in flow regimes from
uniform bubbly to churn bubbly flow via agitated bubbly flow, with the notable absence

of the slug flow regime.

As with the other flow regime maps, these maps clearly marked out the zones for the
bubbly, slug, churn and annular flow regions in addition to a few other sub-regions
which they had individually distinguished and assigned. The fact remained , however,
that while numerous flow regime maps are available, each with its own equally valid
experimental data supporting it, such two-dimensional plots are not adequate to
describe accurately all the flow regimes whose individual characteristics and transitions

are governed by different hydrodynamic variables of varying importance.

Later researchers began to concentrate on the actual mechanisms for each individual
flow regime transitions but continued to propose two-dimensional flow regime maps.
However, the difference was that the boundaries dividing the various flow regimes
depicted in these later maps, such as those by Taitel et al. (1980), Weisman and Kang
(1981), Mishima and Ishii (1984), McQuillan and Whalley (1985) and Taitel (1990),
are theoretically modelled. Since this is the key feature of these new maps, they are
more appropriately reviewed separately in the next section under the heading of flow

regime theoretical transitions.
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2.2.3 Flow regime theoretical transitions

Comparisons between the various flow regime maps revealed differences both in the
absolute values and trends. The problem seems to arise from the fact that in almost all
cases, the transition boundaries were empirically located and were not based on
suitable physical models. Consequently, it is imperative to develop a theoretical basis
for the description of the transitions, with the aim of improving the generality of the
predictions and for classifying the experimentally observed flow regimes. For the case

of vertical flow, the key transitions are:

e Bubbly to slug flow transition
e Slug to churn flow transition

e Churn to annular flow transition

Needless to say, different workers subdivide their flow regime observations further into
smaller sub-sections, but a decision was made to focus only on the above 3 major
transitions and to group the other sub-divisions within the appropriate section in the

following review.

2.2.3.1 Bubbly to slug flow transition

The classical view of the transition from bubbly flow to slug flow is one of bubble
agglomeration or coalescence as the bubble density increases leading to larger and
larger bubbles and ultimately, to bubbles of the size of Taylor bubbles and hence to
slug flow. Radovcich and Moissis (1962) performed a semi-qualitative treatment of
bubble coalescence by considering a cubic lattice in which the individual bubble
fluctuates. They postulated that the collision frequency between the bubbles becomes
very large at void fraction of approximately 0.3, and a rapid transition to slug flow is
expected. Radovcich and Moissis’s postulation was confirmed by Griffith and Snyder

(1964) who also stated that only in an entrance condition can bubbly flow with void
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fraction higher than 0.35 could be sustained and that visual observations of higher void
fractions than this are most likely to be erroneous. Mishima and Ishii (1984) also
supported this view and lent further support by proposing that the value 0.3 can also
be obtained from simple geometrical analysis by assuming that the bubbles distribute
themselves in a tetrahedral lattice pattern in which each bubble fluctuates. They also
assumed that there is a sphere of influence around each bubble, and when the
maximum possible gap between two bubbles becomes less than a bubble diameter, the
bubbles will deform considerably with each fluctuation thereby increasing the number
of collisions and probability of coalescence. They arrived to the conclusion that this

condition is reached when the void fraction is approximately 0.3.

Taitel et al. (1980) also lent their weight in principle to the postulation of Radovcich
and Moissis (1962), however, they extended the concept by considering not only the
coalescence of the bubbles, but also their break-up in the turbulence, the latter effect
becoming greater as the flow velocity increased. This turbulent break-up effect would
allow the bubbly flow regime to remain stable up to higher void fractions though the
maximum packing void fraction of 0.52 still formed an upper limit. They derived the

following equations for these two conditions,

2

o’( ) /4

U, =30U, -115 [u] 23)
PL

for the transition from bubble flow to slug flow at low velocity, assuming that bubbly

flow becomes unstable at a void fraction of around 0.25. The limit for bubble break-up

by turbulence is given by

0.072
L P

0.429 0089 _ 0446
U=U;+U, =4_0{D (o/p.) (g(p‘ pa)) } (2.9)
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and if U is greater than this value, the bubbles break up and larger void fractions are
possible before transition. However, an upper value of the transition void fraction is

given by

£, =052 2.5)

corresponding to close cubic lattice packing of the bubbles. In the above relationships,

D =tube diameter (m)

g = acceleration due to gravity (= 9.81 ms?)

U, and U, = gas and liquid superficial velocities (ms™)
P and p, = gas and liquid densities (kg m”)

v, = liquid kinematic viscosity (m” s™)

o = liquid surface tension (N m™)

£, = void fraction (-)

McQuillan and Whalley (1985) proposed that the value of 0.74 for a hexagonal lattice
should be used instead of 0.52 and developed a modified criteria which also took
account of the work of Weisman et al. (1979). McQuillan and Whalley derived the

following criterion as an alternative to equation (2.4):

0112

638 : D

U, 2 o { g0 (PL _/’G)}M-’8 (72_) (2.6)
L L

Weisman and Kang (1981) proposed an alternative equation, (2.7), for the bubbly flow
to intermittent flow transition in vertical flow based on the approach adopted for
horizontal flow by Taitel and Dukler (1976) and Weisman et al. (1979), and claimed
good agreement between this new equation with the experimental data of several other
workers. It should be noted here that Weisman and Kang decided to group the slug
flow and churn flow regimes together as the intermittent flow regime for vertical flow;

the present author disagrees with this grouping because both flow regimes are
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intrinsically different in character and behaviour. The equation proposed by Weisman

and Kang for the bubbly to intermittent flow transition is as follows,

_(U;_D) - 045 (%/(;—Tl])] (1-065cos 6 )

where 8 is the angle of inclination from the horizontal. It is essentially the relationship
between the gas-phase Froude number and the total volumetric flow Froude number, a

parameter first suggested by Kozlov (1954).

However, a recent survey by Hewitt (1990) on non-equilibrium two-phase flow cites
recent developments by L. van Wijngaarden and co-workers (van Wijngaarden (1989),
Biesheuvel (1984), Biesheuvel and Gorissen (1990) and Kapteijn (1989)), which
suggests that the classical picture of gradual coalescence of bubbles to form slug flow
is incorrect. They suggested that the transition is associated with the rapid growth of
void waves in the fluid. In their paper, Biesheuvel and Gorissen (1990) showed that
above a void fraction of 0.3 or more, the waves were found to grow rapidly and it was
suggested that this could lead to the transition to slug flow. Nevertheless, the value of

void fraction of 0.3 seemed to be a key indicator for the bubbly to slug flow transition.

2.23.2 Slug to churn flow transition

There is still considerable controversy about the existence of churn flow as a distinct
and separate flow regime (see Mao and Dukler (1989, 1993) and Hewitt and Jayanti
(1993)), let alone its various proposed transitions from slug flow. With the aim of
clarifying the situation, Jayanti and Hewitt (1992) undertook an analytical programme
of study specifically on the prediction of slug to churn flow transition in vertical two-
phase flow. The review in this section is, in many ways similar to and based on the

rather rigorous survey carried out by Jayanti and Hewitt (1992). Jayanti and Hewitt
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classified the various proposed transition criteria for slug to churn flow into four major

schools of thought, namely:

Entrance effect mechanism (Dukler and Taitel, 1986)

Bubble coalescence mechanism (Brauner and Barnea, 1986)
Wake effect mechanism (Mishima and Ishii, 1984)
Flooding mechanism (Nicklin and Davidson, 1962)

Each of these models was reviewed and compared by Jayanti and Hewitt using the
experimental data obtained by Owen (1986). Details on the experimental equipment
used and values of the data can be found in the Ph.D. thesis by Owen (1986). Based
on their analysis, Jayanti and Hewitt (1992) proposed their own improved model which

will be presented later in this section. First, the four alternative models are reviewed.

Entrance effect mechanism (Dukler and Taitel, 1986)
Dukler and Taitel (1986) and Taitel et al. (1980) regarded the churn flow regime as an

entrance phenomenon and as a part of the formation of stable slug flow further
downstream in a pipe. They postulated that at the inlet, where both gas and liquid are
introduced, short liquid slugs and Taylor bubbles are formed. Since these short liquid
slugs are unstable, they “collapse” down the tube, coalesce with the next slug and so
on, until liquid slugs long enough to become stable are formed. They argued that if the
pipe is long enough, slug flow will be observed at the end, and this developing region
appears to be “churning” due to the oscillatory motion of the rising and collapsing
liquid slugs. Dukler and Taitel (1986) presented the following equation to calculate

the entrance length /, , required to form stable slug flows for a given flow condition

as:

l U
“e =426 —2-+029 28
D [JgD J @8

46



Chapter 2 : Literature Review : Hydrodynamics

where U, is the mixture superficial velocity. Therefore, according to Dukler and
Taitel, if the actual pipe length is less than [/, calculated from (2.8), “chumn” flow

would be observed in the whole pipe; otherwise slug flow should be seen near the end

of the pipe.

Bubble coalescence mechanism (Brauner and Barnea, 1986)
Brauner and Barnea (1986) introduced the idea of the formation of highly aerated

liquid slugs as the cause of the slug to churn flow transition. They postulated that the
gas that was entrained in the liquid slugs was entrained as dispersed bubbles due to the
turbulence within the liquid slugs. Consistent with earlier proposals by Taitel et al.
(1980), when the void fraction reaches 0.52, these bubbles will coalesce, thereby
destroying the distinct identity of liquid slugs leading to churn flow. Therefore, the
transition proposed by Brauner and Barnea (1986) is that when the void fraction in the

liquid slug is greater than 0.52.

Wake effect mechanism (Mishima and Ishii, 1984)

Mishima and Ishii (1984) state that the transition from slug to churn occurs when the
mean void fraction in the pipe exceeds that of the Taylor bubble region. Their criterion
can be visualised as follows. At a point just before the transition, the Taylor bubbles
are lined up very close to each other and the tail of a preceding bubble starts to touch
the nose of a following bubble. This would create a strong wake effect which would
destabilise the liquid slug, causing it to destruct. Under this condition, the mean void
fraction over the Taylor bubble region would be equal to the mean void fraction in the

pipe. The mean void fraction, £, , was evaluated using the standard drift flux model

whilst the mean void fraction over the Taylor bubble, &,, was calculated by a new

expression proposed by Mishima and Ishii using potential flow analysis:

£, = Yo 2.9

" [Co U,,+o.35\/gD(p'L _p")]

PL

47



Chapter 2 : Literature Review : Hydrodynamics

- %
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(Co—l)U,,,+0.35J(p" Po)g
£, =1-0813 b 5| @10
- D - D
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i P Up3 ]
where
C,=12-02 |22 for round tubes (2.11)
PL
and
C, =135-035 f;i for rectangular ducts (2.12)
L

Flooding mechanism (Nicklin and Davidson, 1962)

When the liquid film in a counter-current flow of gas and liquid breaks down due to

the formation of large interfacial waves, flooding is said to have occurred and
numerous studies over the years had been conducted on this phenomenon (e.g. Wallis
(1961), Hewitt and Wallis (1963), McQuillan et al. (1985), literature review on
flooding by Bankoff and Lee (1986), Zabaras and Dukler (1988), Govan et al. (1991)
to name a few). The idea of flooding as a possible mechanism for the slug to churn
flow transition was originally propounded by Nicklin and Davidson (1962). Since
then, several other workers have further developed this concept, including Wallis
(1969) and Govan et al. (1991) and most notably McQuillan and Whalley (1985). This
view is further supported by its consistency with a few experimental studies, for
example, Wallis (1961) and Chaudhry et al. (1965).

The flooding velocities can be calculated using several correlations and calculations
methods that can be found in the literature (see, for example Wallis (1969) and
Bankoff and Lee (1986)). McQuillan and Whalley (1985) proposed the following set
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of equations for modelling their transition. They postulated that flooding occurs ( and

therefore the slug to churn flow transition) when,

JU. +JU;, 21 (2.13)

where Uy, and U}, are the superficial velocities of the Taylor bubble and the falling

liquid film. Equation (2.13) is a modified version of the flooding correlation proposed
by Wallis (1961) and Hewitt and Wallis (1963). Both these superficial velocities are

evaluated as follows:

(2.14)

U, =U ‘/Z and U7, =U, ‘/Z

" JgD (o, - po) VgD (p. - ps)

The gas superficial velocity in the Taylor bubble, U, is calculated from the Taylor

bubble rise velocity, U,, as proposed by Nicklin et al. (1962) multiplied by the cross

section occupied by the bubble as follows:

U,, =(1—4%) U, =(1-4%) {1.2 (Us +U,)+035 JgD(pL "’G)J

PL

(2.15)

U,, is then calculated from the continuity expression:
Uy, =U,,-(U; +U,) (2.16)

The liquid film thickness, &, in the Taylor bubble region was evaluated by McQuillan
and Whalley (1985) using the Nusselt (1916) expression for a laminar falling film:

4
3U,, D
5= [—Uf el ] @2.17)

4g(p.-Ps)
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Analyses of mechanisms

In their analyses of all the above models, Jayanti and Hewitt (1992) arrived at the
following conclusions after making comparisons with Owen’s (1986) experimental

results;

1) The Dukler and Taitel (1986) model on developing slug flow was found to be
quantitatively inconsistent but Jayanti and Hewitt (1992) did not rule out its
underlying qualitative argument, although they stated that from a practical
point of view, any flow considered to be still developing after 600 diameters
has to be considered as if it were a separate regime since one rarely encounter

such long vertical tubes in industry.

2) The lack of agreement at low liquid flow rates for the Brauner and Barnea
(1985) model is attributed by Jayanti and Hewitt (1992) to be-caused-by the
inaccuracy and simplification of predicting the liquid slug void fraction, which
was assumed by Brauner and Barnea to behave like dispersed bubbly flow,
hence ignoring bubble entrainment at the front of the slug and subsequent

dispersion of the bubbles through the body of the slug.

3) As for the Mishima and Ishii (1984) model, Jayanti and Hewitt (1992) noted
that for their transition to be true, the average slug unit void fraction can only
be greater than the Taylor bubble void if the void in the liquid slug region is
greater than that of the Taylor bubble. This observation is based on the

following relationship between the voids in the slug unit, £, liquid slug, ¢,

and Taylor bubble, ¢, ;

L
e, =¢,(1-B)+¢e, B where ‘BzL,,-:L (2.18)

s

where 0 < <1, where ¢, can be greater than &,, only if €, >¢,. They also
stressed the point that Mishima and Ishii (1984) did not make any attempt to

evaluate the liquid slug void fraction but used the standard drift flux model to
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4

evaluate the mean void fraction in the pipe instead. They also noted that
McQuillan and Whalley (1985) had also queried the method proposed by
Mishima and Ishii (1984) for calculating the Taylor bubble void. Thus, Jayanti
and Hewitt (1992) concluded that, while Mishima and Ishii (1984) model
showed good superficial agreement with the Owen (1986) experimental data, it

lacks a sound mechanistic basis.

Finally, for the McQuillan and Whalley (1985) model, Jayanti and Hewitt
(1992) concurred that the flooding mechanism is the most likely transition
mechanism but noted that the model proposed by McQuillan and Whalley
(1985) is inconsistent with Owen (1986) data at high liquid flow rates which
they attributed to 2 major shortcomings. The first is that of the assumption of a
laminar film surrounding the Taylor bubble and the Nusselt (1916) relation (see
equation (2.17)); Jayanti and Hewitt proposed that it should be replaced by an
empirical correlation by Brotz (1954), which was found to be applicable over a

wider range of film Reynolds numbers by Fulford (1964),

_ 4
J[M] = 01719Re¥S where Re, = — (2.19)
VL PL e

and I is the film flow rate (by mass) per unit wetted perimeter. Equation
(2.19) was rewritten by Jayanti and Hewitt (1992) in terms of superficial film

flow rate as:

g D(p. - ps)(1-/z,)

PL

(2.20)

U,, =9916(1- £b)\/

where &, =1-4 % The second shortcoming of the McQuillan and Whalley

(1985) model which was highlighted by Jayanti and Hewitt (1992) is the
neglect of the effect of the falling film length on the flooding velocity. Jayanti
and Hewitt (1992) proposed the use of an empirical correlation obtained from

the experiments of Hewitt et al. (1965) to correct this deficiency. Upon
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comparison of all their proposed modifications to the McQuillan and Whalley
(1985) model, Jayanti and Hewitt (1992) found that their new proposed model
gave an excellent agreement with Owen (1986) data at both low and high liquid
flow rates , and is therefore used by the present author as the transition
criterion for slug to churn flow in his modelling work described in this thesis in
Chapter 6. The full details of the Jayanti and Hewitt (1992) model will be

reviewed and presented in Chapter 6.

2.2.3.3 Churn to annular flow transition

As the gas velocity increases in churn flow, the liquid film layer becomes thinner and
the violence of the oscillations and interfacial interaction decreases. This is manifested
by a decrease of pressure gradient with increasing gas velocity as depicted in Figure
2.11. As the gas flow rate is further increased, the film becomes even thinner and the
film flow becomes uni-directional and the annular flow pattern is established. Ripple
waves and at high enough liquid velocities, disturbance waves appear and the pressure
gradient begins to rise with increasing gas flow rate. These successive events raise the
question as to where churn flow ends and annular flow begins. Hewitt (1989) (see also
Jayanti et al., 1992) points out the following number of alternative definitions for the

churn to annular flow transition;

1) At the flow reversal point. The transition from churn to annular flow has
been identified (see Hewitt (1982)) as the point at which all the liquid injected
around the periphery of the channel travels upwards in the form of a liquid film
with no downflow below the injector, see Figure 2.10. However, the flow
oscillations and large wave structures associated with churn flow may still be
present, even though they will decrease as the gas velocity is increased beyond
the flow reversal point. The most commonly used correlation for the

prediction of flow reversal is that of Wallis (see Wallis 1961, Hewitt and Wallis
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2)

3)

4)

1963). The correlation suggested by Wallis can be characterised by the

criterion,

U, =10 (2.21)

where

Ui =Us po [g D (b - po)] * (222)

Jones and Zuber (1978) [see Collier and Thome (1994)] have examined the
above transition for various geometries. They recommend the following

correlation,

U =4 (2—0) | [U: +K] (2.23)

where K is the constant in the equation for the bubble rise velocity (K = 0.35

for round tubes) and

U, =U, PL% [g D (pl. ‘Pc)]—% (2.24)

At the pressure drop minimum. Since this point is either very close or just
beyond the flow reversal point, its occurrence can also be used as the transition

from churn to annular flow.

At the condition of zero mean wall shear stress. For slug flow, the mean
wall shear stress is normally negative and this condition persists in churn flow,
whilst in annular flow, the mean wall shear stress is positive. Consequently, the

point of zero mean wall shear stress can be taken as the transition point.

At the condition of continuously positive wall shear stress. Although the
average wall shear stress may be greater than zero, the local wall shear stress

does fluctuate and therefore, may be periodically negative, which may represent
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a downward flow of liquid film similar to that observed between the waves in
churn flow. Since annular flow is always uni-directional, one can take the

condition when wall shear stress is always positive as the transition criterion.

The wall shear stress criteria outlined in 3) and 4) are difficult to establish without
detailed measurements close to the wall and therefore, they are inconvenient
boundaries to use. Jayanti et al. (1992) argued against the pressure drop minimum
criterion on the basis that the pressure gradient includes the hydrostatic component,
and thus does not wholly represent the frictional or interfacial behaviour and also that
this minimum does not correspond to the transition visually observed by other workers

(see Govier et al. (1957) and also Owen (1986)).

The flow reversal criterion specified by equations (2.21) and (2.22) were shown to
provide an approximately accurate transition value in later studies (e.g. Willetts et al.
(1986)) and are consistent with the conclusion th;“ﬁow reversal phenomenon provides
a natural transition from churn to annular flow, with the added advantages that simple

equations outlined above are available for its determination.

Another view of the transition from churn to annular flow is that of the minimum gas
velocity required to suspend entrained droplets and this is determined from the balance
between the gravitational and the drag forces acting on the drops, see Taitel et al.
(1980). The analyses of Taitel et al. (1980) yields a transition boundary whose

condition is determined by the Kutateladze number (Ku,; ) as:

_ Ug PG%
’ [0 2(p. - pc)]%

Ku (2.25)

the
The major disadvantage of Taitel’s (1980) proposal is that4entrained droplet
suspension mechanism does not necessarily mean a uni-directional liquid film flow as

one would associate with annular flow.
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Finally, an interesting recent development in flow regime predictions is that of the
unified model covering the whole range of pipe inclination. The earliest unified models
known to the author were those proposed by Barnea (1986 and 1987) and the most
recent is that by Taitel (1990).

Taitel (1990) presented his “unified” model for predicting the flow regime transitions
over the complete range of pipe inclinations, thereby, at one stroke, he proposed the
elimination of the needs for using models which are restricted to specific angles of
inclination. He also used the term intermittent flow to cover elongated bubble, slug and
churn flows. Despite proposing such an obviously ambitious, and in parts
controversial, “unified” model, Taitel did mentioned and stressed that there was no
absolute guarantee that the model he proposed is the absolute “true” model since in the
future, possibly better or more realistic models can be found. Nevertheless, he
emphasised that the principle behind any new future models is that it should be able to

be extended and applied to all pipe inclinations.

Taitel’s “unified” model relied, in many ways, on the previous research work of Taitel
and Dukler (1976), Taitel et al.. (1980) and Barnea et al.. (1982a, 1982b). The model
considered a number of transition borders and in this thesis, the focus will be on those
transitions that will affect the flow regimes one would normally encounter in vertical
two-phase flow, and had been discussed in the previous sections on flow regime
transitions, i.e. the category for stratified flow is omitted. Apart from providing results
in graphical plots with dimensionless coordinates, Taitel recommended the usage of
computer code that can be easily written to yield the flow regime for any given fluids,
operational conditions, pipe diameters and inclination. To aid the user and to enable
the arrival at a unique answer, he also proposed a logical sequence in order to solve
the model. However, the present author disagrees with Taitel’s proposal regarding the
transition from slug to churn flow; Taitel disregarded the validity of this transition on
the basis that the flooding criterion is not applicable in horizontal flow, even though it
may be true for vertical flow! Therefore, the unified model scheme is fundamentally
flawed if one is obliged to utilise only those transition mechanisms that are universally

applicable to all inclinations. The flooding mechanism could in principle apply to any
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flow where there are periods of countercurrent flow between the slugs. This would
clearly never apply in downward flow but could occur in slug flow with any upwards
inclination. This illustrate the fundamental problem of developing unified models for

all inclinations.

The above review on flow regimes provides a crucial background to the attempt to
develop in the work described in this thesis, a partially phenomenologically based
hydrodynamic and heat transfer modelling framework. The attention will now shift on

to the two key hydrodynamic variables, namely, pressure drop and void fraction.

2.3 Pressure drop and void fraction models

Pressure drop is one of the major design parameters for many process systems; in
forced-circulation systems, it governs the pumping requirements whilst for natural-
circulation systems, it dictates the circulation rate and, therefore, it affects the other
system parameters. Void fraction is another key parameter especially for flows

involving gas-liquid phases or where there is a phase change, and it is defined as either

1. The fraction of the channel volume that is occupied by the gas phase

2. The fraction of the channel cross-sectional area occupied by the gas phase.

It is commonly assumed that, on a time-averaged basis, these two definitions would
give the same value. The ability to predict both the pressure drop and void fraction is,
of paramount importance and this is reflected by the plethora of models and
correlations that are available. Consequently, only a few widely used models are
discussed in this section. However, it should be borne in mind that none of these
general correlations are highly accurate and standard deviations of as much as 40% or

more are very common (see Hewitt, 1982).
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2.3.1 Pressure drop models.

2.3.1.1 Single-phase pressure drop.

In single-phase internal flows, such as those in pipes, apart from asking whether the
flow is laminar or turbulent, one is also required to take into account of the existence
of entrance and fully developed regions. Discussions of these regions can be found in
many standard chemical engineering textbooks, e.g. Incropera and DeWitt (1990). For
a fully developed single-phase flow in a vertical tube, the pressure drop is calculated

from,

_ie= 2f pu’ 2 21(1) (2.26)
dz

where f is single-phase Fanning friction factor. If the fluid density remains constant
(often a good approximation in single-phase flow) then the third (accelerational) term
is zero. In single-phase flow, the friction factor can be evaluated from the Moody
diagram (see Figure 2.12). Clearly, it is not very convenient to use a graphical
representation and so, a number of friction factor correlations had been developed to
calculate value of f for known values of the Reynolds number and surface conditions,

i.e. the surface roughness. For fully developed laminar flow, one can use,

16

/= e

(2.27)

For turbulent flow, the correlations are empirically based and one of the earliest for

smooth pipes is that by Blasius (1913),

f =0.079 Re™% (2.28)
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The Blasius equation has a good degree of accuracy for the range of Reynolds number
from 3000-100 000 and is typical of other correlations of this type, using different
values for the constants. von Karman (1930) correlated data for rough pipes as

follows:

1406 log,o(zg) +336 (2.29)
€.

Jr

where ¢ is roughness of the pipe. Nikuradse (1932) extended von Karman’s equation
format for smooth pipes and the correlation he proposed provided an excellent fit to

essentially all reliable data (see Govier and Aziz, 1972) and has the form,

1

7" 4010g,,(Re 7)- 04 (2.30)

Equations (2.29) and (2.30) apply over a wide range of Reynolds numbers (i.e. up to
3x10%). Colebrook and White (1939) further developed this idea and proposed his

own correlation, which has been widely accepted and adopted as follows,

L =40 log,o(zﬂ) +348-40 log,o(l+9.35 (2.31)
&

D
Jr m)

Its applicability covers not only the fully developed turbulent flow regions for smooth
and rough pipes, it also covers the transition region as well. However, like the
Nikuradse (1932) correlation, Colebrook’s (1939) correlation suffers from a

disadvantage that it is an implicit equation and therefore has to be solved iteratively.

To avoid the need for an implicit solution, a number of explicit friction factor
correlations have been proposed over the years (e.g. Wood (1966), Churchill (1977),
Chen (1979), Haaland (1983) and Zigrang and Sylvester (1985)) and each of them
usedteColebrook and White (1939) equation as a benchmark in terms of accuracy.

Zigrang and Sylvester (1985) presented a review of all the above mentioned explicit
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as
equations as well*proposing one themselves. Zigrang and Sylvester (1985) concluded

that despite the inherent inaccuracy associated with the Colebrook and White (1939),
equation, it should continue to serve as the standard until more accurate experimental
data is available. They also concluded that the present choice of explicit equation for
friction factor is, therefore a matter of compromise between the degree of accuracy
sought and the complexity of the correlation. Chen (1979) correlation was chosen on

such a basis by the present author for his research work and is given as follows,

1 £
—— =—40log,)| ———-
7 0g'°[3.7065 D

50452 1 e)'™ 58506
bhhintend) P ( (—) it 232
Re  Bv\28257 \D Re"®® (232)

By knowing the Reynolds number and the surface roughness, the friction factor can

then easily be calculated and the pressure drop for turbulent single-phase flow

obtained.

2.3.1.2 Two-phase pressure drop.

For two-phase flow, the most common approach to pressure drop prediction is to
assume an idealised model such as the homogeneous flow model or the separated flow
model. Of the two, the separated flow model is more widely used. For a steady state
flow in a constant cross-section duct, e.g. a round tube, the combined phasic
momentum equations from a separated flow model analysis yield the following

expression for pressure gradient (see also in Hewitt (1982) for full derivation):

_d_Pzﬁ_thi (l-x)2 + x* +
dz dz | p, (1_86) Pq &g

g {po E; +P; (1 - 50)} sin (2.33)

59



Chapter 2 : Literature Review : Hydrodynamics

where 7, is the wall shear stress, & is the void fraction, & is the angle of inclination

to the horizontal, P is the tube periphery and A4 is the cross-sectional area. The three
terms on the RHS of equation (2.33) correspond to the frictional, accelerational and

gravitational components respectively, i.e.

dp _ _dpe _dp, dpg (2.34)
dz dz dz dz

where:

_dpe _7,P_1T, (IID)=4rw

= 2.35
dz A nD? D (235)
4
—-x) 2
@y _2d] (=% | x (2.36)
dz dz | p, (1—86) Ps &g
d, .
- 5; =g{pG Ec +p, (l—eG)} sin 8 2.37)

The gravitational and accelerational components require a knowledge of the void
fraction, £ c. However, in vertical two-phase flow, the normally dominant component
is the frictional term and a number of correlations had been proposed to quantify it,
usually in the form of a two-phase multipliers which relate the pressure gradient to that

of the single-phase flow. Hence, the frictional pressure gradient term can be written as

dz A dz

el g (#) a(%) -4(%), e

Lo

where frictional multipliers ¢, and ¢, relate the frictional pressure gradient to that of

gas or liquid phase flowing alone in the channel and are defined as follows:

2 _ dpy [dz 239
$s (o, jdz) &), (2.39)
2 _ dp /dz 2 40
$1 —(dpp/dz)L (2.40)
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while ¢,, relates the two-phase frictional pressure gradient to that of a single-phase

flow at the total mass velocity with the physical properties of the liquid phase and is

defined as:

dpr [dz
¢io_ pF/

=L F/77 2.41
s ). @41

The most well known and widely used correlations for frictional pressure gradient
prediction are those by Lockhart and Martinelli (1949), Martinelli and Nelson (1948),
Thom (1964), Baroczy (1966), Chisholm (1973) and Friedel (1979). These
correlations are widely discussed in many standard textbooks (e.g. Butterworth

(1977), Hewitt (1982), Whalley (1990) and Collier and Thome (1994)) and only the

essence of each correlation will be discussed here.

Historically, the Lockhart-Martinelli (1949) model is the most widely used, even
though it is not very accurate and is based on only a small fraction of the now available
two-phase pressure drop data (see Hewitt, 1982). It is, in essence an empirical fit to a
series of experiments performed by Martinelli and co-workers in the period 1944-49.

The key features of the Lockhart-Martinelli model are:

o The pressure drop multipliers ¢3 and @2, are a function of the Martinelli parameter

X2 defined as follows:

2 _ (dpr /dz)L
(dpF /d"')a

where (dp, /dz), and (dp, /dz), are the frictional pressure gradients for the liquid

(2.42)

and gas phase flowing alone in the channel. Lockhart and Martinelli presented this

relationship in a graphical form, as shown in Figure 2.13.

e As can be seen in Figure 2.13, they also defined four flow regions on the basis of

the behaviour of the flow (either viscous or turbulent) for each phase respectively
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when they are considered to pass alone through the channel. The void fraction can

also be evaluated from the graph.

Chisholm (1967) showed that the Lockhart-Martinelli graphical relationships for the

multipliers can be simply and accurately presented as:

¢i = l+%+7\37 (2.43)
gl =1+CX+X? (2.44)

where C is a dimensionless parameter which is independent of quality, x, but is
dependent on the nature of the flow of the single-phase fluids flowing alone in the

channel as given in Table 2.1 below,

Liquid Gas Subscript C
Turbulent Turbulent tt 20
Viscous Turbulent vt 12
Turbulent Viscous tv 10
Viscous Viscous vv 5

Table 2.1 Values of C to fit the Lockhart-Martinelli curves (adapted from
Chisholm (1967)).

Martinelli and Nelson (1948) extended the Lockhart-Martinelli (1949) correlation to
enable the prediction for steam-water data from atmospheric to the critical pressure.
Martinelli and Nelson noted that the Lockhart-Martinelli correlations did not become
asymptotic to the correct value as the pressure tends towards the critical pressure.
Consequently, they introduced a revised multiplier correlation as illustrated in Figure
2.14. Although the revised correlation was derived for steam-water data, it has been
subsequently used for other fluids with the same pressure, p, to critical pressure, p.,
ratio. This pressure effect seen by Martinelli and Nelson could be attributed to the

variation of surface tension of water with pressure, since the surface tension was not

62



Chapter 2 : Literature Review : Hydrodynamics

accounted for by the Lockhart-Martinelli correlation. As a result, the use of the

Martinelli and Nelson correlation for other fluids may not be strictly valid.

Hewitt (1982) and Hewitt et al. (1994) reported that these traditional Martinelli-type
correlations are inadequate in representing a wide range of two-phase flow pressure
gradient data and that deviations of up to 100% are not uncommon. Furthermore,
these Martinelli-type correlations do not take adequate account of the influence of
mass flux and it was shown that there is a systematic effect of mass flux on the

pressure drop multipliers (Cicchitti et al. 1960).

Thom (1964) repeated the Martinelli and Nelson exercise and produced an alternative
set of values for the pressure drop multipliers. His revised values were derived from
an extensive set of experimental data for steam-water pressure drops on heated and

unheated horizontal and vertical tubes.

Baroczy (1966) was the first person to attempt to take into account the influence of

mass flux on the two-phase frictional multiplier, ¢3,. The method of calculation that

he proposed utilises two separate sets of curves. Figure 2.15 shows a plot of ¢7, asa

02
function of a dimensionless physical property group p—“(n—L] with quality x as a

PL \g
parameter. It should be noted that Figure 2.15 is restricted to only the reference mass
flux of 1356 kg m? s™ (1 x 10° Ib ft2 h™"). In order to use the calculation method for
other mass fluxes, Baroczy provided correction factors, also a function of the same
physical property group for mass fluxes of 339, 678, 2712 and 4068 kg m> s as
illustrated in Figure 2.16. Clearly, the complex graphical nature of Baroczy’s method
is its key disadvantage, and thankfully, Chisholm (1973) proposed a correlation that

fitted Baroczy’s curves quite well and further extended the range of data covered.

The correlation proposed by Chisholm (1973) is as follows:

82 =1+(¥? = 1) Bx®2 (1 x)2 4 x2n (2.45)
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where n is the power to which the Re is raised in the friction factor - Reynolds number

relationship (0.25 for Blasius) and the parameter B is given by

B =55/ for0<Y¥<9.5 (2.46)
B =520/(Y in"*) for 9.5 <Y <28 (2.47)
B =15000/(1*r°*) for 28 <Y (2.48)
where 71 is the mass flux while,
2 (e /d)go (2.49)
(dpr /dz)

Friedel (1979) proposed one of the most accurate two-phase pressure drop
correlations. He compared his correlation against an extensive data bank of 25 000
experimental data points as well as other correlations. Friedel’s correlation can be

written as follows,

32 FH
¢io = E+ Fr0.04$ We0.035 (250)
where
E= (l - x)2 +x? [M} (2.51)
Ps o
F=x""(1-x)"* (2.52)
0.91 0.19 07
H= (&_) (_O_G_J (1 _77_0) (2'53)
Ps U .
mz
Fr= - (2.54)
gD py
2
We = Z’ l; (2.55)
TP
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and f o and f 1o are the single-phase friction factors for the total mass flux flowing

with gas and liquid properties, respectively. The two-phase density, p,, , for the

Friedel’s (1979) correlation is given by the following relationship:

P = (—x-+—(l-x))- (2.56)
Pg PL

The correlation outlined above is valid only for vertical upwards and horizontal flows.
A different variant is available for vertical downflow. Friedel’s correlation was
reported (e.g. Collier and Thome 1994) to have standard deviations of around 40%
which is large when compared to those for single-phase flow, but is probably around
the best that can be obtained using purely empirical correlation for two-phase flow. It
seems that the best way forward in improving this accuracy is by means of
phenomenological modelling and considerable work has been done, for instance in
annular flow by Hewitt and co-workers. Details of some of these methods applied in
the present author’s work are presented in the Chapter 6, the modelling chapter of this

thesis.

2.3.2 Void fraction models

The other key hydrodynamic parameter in the design of two-phase gas-liquid flow
systems is the void fraction. The primary purpose of this sub-section is to present
some of the established prediction methods for void fraction. As defined in the
multiphase flow literature, the void fraction is the fraction of the channel volume or
cross-sectional area occupied by the gas phase. The void fraction can be related to the

velocity ratio, S as follows:

(2.57)
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The prediction methods for void fraction can be categorised in terms of increasing
accuracy and sophistication, ranging from the simple homogeneous model to more
complex phenomenological models and including the drift flux models and empirical
correlations derived from experimental data banks. The salient features of each of
these categories will be discussed in turn, except for the phenomenological models

which will be discussed in detail and depth in Chapter 6.

For the homogeneous model, the average gas and liquid velocities are identical, hence

the velocity ratio S = 1, thus simplifying equation (2.57) to the following,

(2.58)

The homogeneous model was found (see Hewitt (1982)) to be less inaccurate at high
pressure and high mass flux but on the whole, it deviates significantly from

experimental values of void fraction.

Zuber and Findlay (1965) were the pioneers of the concept of the drift flux model for
predicting the void fraction. Their idea was then developed further by Wallis (1969)
for one-dimensional flow analysis. The bases for drift flux model can be found in detail
in Zuber and Findlay (1965) and Wallis (1969). A full treatment of the drift flux model
is not presented in this thesis since it can be easily found in the above references. The
key difference between these two works are their respective treatment of radial
variations of void fraction and local velocity profile across the channel cross-section.
Wallis (1969) assumed that the wall shear stress is negligible and as a result, there is no
variation in the void fraction and the gas and liquid mean velocities across the channel
cross-section. On the other hand, the Zuber and Findlay (1965) model takes into
account of these variations by using the average values and the weighted mean values
of these flow parameters to arrive at the following void-quality relationship (assuming

that the drift velocity of gas phase u,, is constant across the channel):
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Ug
Co(Ug +U,) +ugy

€ =

(2.59)

which contains two empirical parameters C, and wu;,. C, is the distribution

parameter which is a measure of the radial variations of void fraction and the local gas

and liquid velocities whilst #;,, accounts for the relative velocity between the phases.
The value of C, is a function of the flow regime and has the value of 1.1 - 1.2 for

bubbly and slug flow. The values of C, can also be evaluated from expressions such

as those suggested by Rouhani (1969),
gDp2 0.25
C, =1+02(1-x) (—TL) (2.60)
m

and by Fréchou (1986) for slug flow,

C, =12 08

2 10" R @61)

where Re is Reynolds number in the liquid region. As for the relative phase velocity,

ug;, , Zuber and Findlay (1965) proposed the following expression:

025
u,, =118 (a g ”L'—z"";) (2.62)
PL
and Rouhani (1969),
0.25
ugy =118 (1-x) (0' g -’"—pz"i) (2.63)
L

However, the need for greater accuracy for a larger range of void fraction data has led
to the usage of empirical correlations, the most commonly known are those of
Lockhart and Martinelli (1949), Martinelli and Nelson (1948) and CISE (Premoli et al.

(1971)). Among the more recent correlations is that of the Chexal and Lellouche
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(1991). Both the Martinelli correlations relate the void fraction to the Martinelli
parameter, X, in graphical forms; a curve-fit to the Lockhart-Martinelli (1949)

graphical solution for the turbulent-turbulent region is

= ¢L -1
¢,

£q (2.64)

multiplier
where ¢, is the frictional pressure gradient*of the liquid phase flowing alone in the

channel as defined earlier in equation (2.40).

Premoli et al. (1971) proposed the following correlation taking into account the effects
of mass flux. The correlation they proposed involved the determination of the velocity

ratio, S where

y %

S=1+F -y E 2.65
1 (l+yE2 Yy 2) ( )

: B
th =—— 2.66
wi Y13 (2.66)

14
and =—0 2.67
A V, +V, ( )

which is the volume flow ratio. The two parameters E; and E, are both functions of
the Reynolds and Weber numbers, together with the phase density ratios and are

defined as follows:

0.22
E, =1578 Re*’-“'(&) (2.68)
Pa
-0 08
E, = 00273 We Re*’-"(p—ﬂ) (2.69)
Pq

Following a series of investigations into void fraction for various type of fluids, pipe

diameters and inclinations, combinations of flow directions, pressures (from 1 bar to
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180 bars) and also for diabatic and adiabatic conditions, Chexal and Lellouche (1991)
proposed an empirical correlation based on the drift flux model. The primary features

of the Chexal-Lellouche correlation are:

o It is continuous with pressure and flow direction.

. It covers a very wide range of pipe sizes, pressures and flows.

. It eliminates the need to know the flow regime beforehand.

o It is applicable for a wide range of two-phase/two component mixtures.

The correlation was also designed to enable the prediction of the counter-current
flooding limitation. Originally, the correlation was developed for the vertical upward
steam-water flow but has been extended and revised to include downflow, horizontal
flow, air-water and refrigerant data. The major difference between the Chexal and
Lellouche (1991) adaptation of the drift flux model to those of Zuber and Findlay
(1965) or Wallis (1969) is in the correlations used for the prediction of distribution

parameter C, and the drift velocity, u;, for the drift flux formulation shown in

equation (2.59).

The next level of sophistication involves the consideration of the flow regimes
(phenomenological modelling). This is the main approach adopted in the author’s
modelling of void fraction for the sub-atmospheric evaporator system described in
detail in Chapter 6. In this chapter, it is sufficient to state the type of models used for

each flow regime as follows in Table 2.2 below:
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Flow regime Void fraction model
Subcooled boiling Drift flux
Bubbly flow Drift flux
Slug flow Nicklin-Davidson (1962)
Churn flow New “slug-annular” model
Annular flow Geometrical solution

Table 2.2 Void fraction models used in SAE modelling
This then concludes the first major part of this literature review on hydrodynamics.

The second part of the review in the next chapter will focus on heat transfer, starting

with an overview of the subject followed by a more detail review on flow boiling.
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Figure 2.1 Two-phase flow regimes in vertical co-current flow (from Collier
and Thome 1994)

71



WALL AND FLUID

FLOW EAT TRANSFER
TEMP VARIATION PATTERNS REGIONS

Fluid temp Singte-  Convective
. —<3 phase bheat transfer
' H . vapour to vapour
H J .. i 4
\ ! h
\‘ $
\ t
‘L_ x=1
Wall V[ Vapour ¢
temp 1 core temp
\
1
\
‘ . ’ "
Oryout T
~~Fluid temp
Wall temp ~ 4}— T
~ St Saturated
flow nucleate
~Q boiling
Liquid e
ore temp Bubibl
u
N - flO\Ny
{ Subcooted boiling
H Fluid 1
AN —
' Single-  Corwective
' phase heat transfer
Sat temp : liquid to liquid
Figure 2.2

Two-phase flow regimes and regions of heat transfer in a vertical
heated tube (from Collier and Thome 1994)

72



" 1 Bubble .

THE T N W N N O N | b1t Lol |
(0] 02 04 06 -08 IO 2 4 6810 20 40 100 200 400

(Ve +Vgg)?
gD

Figure 2.3 Flow regime map by Griffith and Wallis (1961)

20|
ANNULAR
20\\
Ve
f/s CHURN
o+
G
NN \ SLU
o 1 i 1 ! 1 | { 1
03 08 ol 02 o3 o7 1-0 2z 3

VL ﬁ/S

Figure 2.4 Flow regime map by Chaudhry et. al. (1965)

73



L] I L] 1 L] l 1§ T L4 l v l
106 —
108
105 -
105
a
/e ,
104 — ,/
1 .
'
i ’
/
10% - / Wispy
103 Annular : Annular
‘ 1
|
~ |
102 - ~~a_
o2 ——_——————— dm e
R Churn _ _
Cd - - '
7 g |
% <10 i \ Bubbly
i , }
’ \
I’ N
1 - 1 /7 \\
I )/ Bubbly Slug
i ’
Slug
10-1-
o
L E
o
3
102 2
= kg/(s2-m)10 102 103 104 1105 1106
; i 1 N
‘:ln’ l - L) I - 'l l = L) l Jﬁ l L l A j
] 11b/(s2-1) 10 102 103 104 108 106
m2(1-x)2/pL
Figure 2.5 Flow regime map by Hewitt and Roberts (1969)

74

L




Air flux j,, fps —»
3

S

II}TW

TUT

T TTTTI

T

Drop-annular

T

/

TTTTT

T

TTT1T7T

11111l

—

- Annular

-

Bubbly slug

7 Homogeneous

1 11il

/

Bu
or s
1 11 11t

bble

Slug lug
Bubble
1 L 11311y |
0.1 1 ) 10 100
Liquid flux jz, fps —
Figure 2.6 Flow regime map by Wallis (1969)
10 i
=
o f
§
S [ £
& /
5 [ ,
X L
>
>
E 1.0 a eg { v,
s C /1 5] |8
2 = Bubble swg—321-1 € €| € Annular Mist
a » E
T I HEEIN A
& REEEIB
- - o a
Z sl 2 %
2 NUHE R
T OlE Se— e &
o F “r |« °
s F 2
w - (7]
b i Froth—
% Light Phase Dispersed :’ Phoses—-'t ._.J. Heavy Phose —
§ ! Mixed ‘ Oispersed
Fa
o-ol i A AL L L1 1 1 1L L A 1 L1 111 - 1
[oX ) 1.0 i0 100 500

F

Modified Superficial Gas Velocity, XVSG, ft/sec

igure 2.7

75

Flow regime map by Govier and Aziz (1972)



(pL61) sapey) pue omounysQ Aq dew swiSos moqg 8'Z aIngiy

di
W _ ,

L l 1 0 -
-b--- | § ] mo--quﬂ | §  § [ § NO—.-«- ¥ T | § —-d-‘q ) | L ] —ﬂuﬂqq T L4 T ﬂ
- ¥YINNNY 9 .

_ Hio¥3 § l 4

B oNS AHIOYd 7 4

- OMS 03S¥3S0 € 1

- NS 130 ¢ Z :
= J|eng | 31
B y £ 1%
o p

o p
= —0ot
B 9 S

N )

- 4
b— -4

R 1 11 i 1 r-h- L1 1 —--- 1. 111 —--~ J I | 1 —Ppthp L 1 L%w

76



Iy i
U
fu, |l
Lu Lb
Y
A
Ls
Y {

Figure 2.9 Model of slug flow of McQuillan and Whalley (1985)

M (1 [T
£’ °¢
Liquid . !
(Constant -d p- ~q b B b b g b g h
Rate) . ¢
. . {
|
.,é P > o~ o
t t ¢ t t } t
Gas (Flooding) (Flow Reversal)
Increasing Gas Rate Decreasing Gas Rate

Figure 2.10  Flooding and flow reversal

77



Ap-pg8
(pl.' pg) :4

Figure 2.11

1.00

0.92 [~ |

Bubble
0.84 -

G, =111.8 kg/m?s

0.76 P =240 kN/m?

0.68 |-

0.60 |-

0.52 — ﬁ
0.44 |

: | |
|

0.36

0.28 —

0.20 |-

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6

Dimensionless air flow rate (V)

Measured pressure gradient as a function of gas flow rate, experimental
results of Owen (1986)

78



(0661 mmaq pue exadosous wox) (ppe1)
ApoopN - aqny Jejnoxod e ul moy padojaasp Ajjny 103 Jopeyuondouy  z1'z 2ungig

Q'n.ﬂ = 99y 'saquinu spjoukay

e =9 )
moooooouw/ /mmooooo.on.m.
6018 Syt i Olsosve.z Olgocye z Olgosye z WOlgogye z ¢O1
10'000°0 S T T T T T 8000
eI H 000€-00€ 3]30U07 6000
3 092 uoJ 35e) o0
S0'000°0 - . RN X 9t  |99)s jerdsawwo) | |
, RS M N Gl 8uigny umeuq 1
10000 it N (wma |||
20000 - HTS } . T11
- NN - X
Y000 J SRR So0d woouss Doy S10°0
9000'0 T TR
8000'0 e mEas 3
o 1000 i 3 : 200
o —~— 1
2 2000 ST v
g X : 6200
g 000 s \ :
3 9000 Pyt RN 00
h\. mwwnm N < J//l N 4./ @ mf““
S0 Jl””l] ) N LJ.W 4
= \ % y Hroo
S100 T ETIR mm'vdl LH
. — A ¢ O
200 ; % 00
. : Eage
€00 =\ .
o0 NS iiiss THHH 900
500 w == _ 00
1 1 8U0zZ y3noJ Aj|n U0 3 Mo
T -uoisuei zc._szﬁ 509
400 O I (S A W W AR O N it vorl_{ - 600
oy T PG o

J '40101} uonou4
79

z/'nd
a(xp/dp-)



1.0

10(3\‘ L1 1] eG. I I I '“ -
NN ——— S
NS ¢ [1 . - ’
6 AN i T v .\. T
f AN i1 [ Y -
s NI ] il
NN | |l X
2 v 6 n
D o | zgm F iy P
@ 1(9) A\)i\X ' —fll [ - — _0‘1‘6
4 ~C — — T
6 . Z L L
§ S TSSO 7
) N N R i ) 11
1 |
3 s
2 ’//' lf‘r ‘& '
-t }o’
LA A
1,—:,-_—'_L-’-:"’ T | l | | et
- 1

001 2 3 456789010 2 3 456789100 2 3 45678910 2 3 456789100
Parameter X

Figure 2.13  Pressure drop multiplier correlation of Lockhart and Martinelli (1949)

10,000 1
1,000 0.1
3
z '
o~ Z
3 100—¢ 001 5
S N ; 2
i /14.7 psia s
a ~ 500 &
\ / 1000
1500
X i pd
0.001
10 2000
4 2500
3000
3206
1 0.001
0.01 0.1 1 10 100

Parameter |/ Xy

Figure 2.14  Martinelli and Nelson (1948) correction to the Lockhart and Martinelli
(1949)

80



4
10 =
O
3 N\ h
< AN Quality %
NN
< 7\ ht‘gg\h Values are for: L
10° NN S WD G=1356 kg/m’s (1x10* Ib/hr ft?)
S TR
1 N
ANAYAN
R lh AN
¢ [IH SN 1NN
' 2 ~ L TN'\ T'ﬁ::‘\\‘\ T\N:\
510 = ey
.‘__5. — . S
= ! +5 SN
2 RS SNINHANNY
3 il — \; RN
[} I~ "NNP N
o T NN
. 10 —~—1 oS R +
1 S\ AN\N L)
g Q-5 — R XXA . {{A‘ =
Lot NI 3 SN
N » :~. “\‘ ]
0-1 SRR SRR
|| T TR §§~
- ™~ —
110'5 107 0? 1072 10 1
Propertyindex (i /u,)*? [b, o,
. O, 1 I 2 1 ¥} - L Lt 1 1 4 I
Sodium(°C) 650 70 6720 980 1083 Freon 22(04 152738 60 82 7

Potassium (°C) ¢4 §50 760 670 960 0B
Rubidium (°C) gi—6d5 760 670 960
Mercury (°C) 4\5 @6 540 650 760
2 1 1 1 4 J
Water (°C) o5 200 20 300 30 %

Figure 2.15  Two-phase friction pressure drop correlation of Baroczy (1966)

81



e G - 678 and 4068 kg/m's | o

1-4 :\L OLualily‘I- A ©
N — SN

"2 =R \G(L.
G- 31735] E L— o \\
b/hr 12 00

-
-~
o

c 0 G=40§8 80
' 0-8f
9 Brees] —3y « )
g =1 x> N/
& 0f o~ AT /
_:g_:x 3 01050
S 04
E .8 ’
g G=339 and 2712 kg/m’s //\X
9. 16 \Olto1
g \R Quality */. //)\ \
uality */e
= o b\\\ T~ Lao / 40\\
B oan S AN
12 Lb/he 112 \E \\’g\
==
1 > = 0
o =7
G=2712 S
0-8 ¢ T
l%l,;\'r?t] L % \9807/
0-6 40 10 60
05 108 02 02 10" 1

- Property index (u, /ug)("2 e,/ Pg

Figure 2.16  Mass velocity correction vs property index of Baroczy (1966)

82



Chapter 3 : Literature Review : Heat Transfer

CHAPTER 3

LITERATURE REVIEW :

HEAT TRANSFER

One of the most complex and fundamental fields in boiling heat transfer is that of flow
boiling. The field is extremely large and dispersed. It had been reviewed and
presented in many standard reference textbooks on heat transfer, for example Collier
and Thome (1994) and Carey (1992) as well as in research papers such as those by
Hewitt (1995a), Nishikawa (1995), Spindler (1994) and Butterworth and Shock
(1982). As described earlier in section 2.2.1, the flow regimes encountered in a flow
boiling system differ from the adiabatic case mainly because of the rate of change in
quality. Furthermore, the complexity in flow boiling is increased by the fact that
different boiling mechanisms may be encountered as one progresses along the heated
tube.
in

The heat transfer mechanisms encountered in flow boiling may be presented*terms of
boiling regime maps. These maps were presented by Collier (1972) and could be
found in Collier and Thome (1994) and Carey (1992). They are illustrated in Figures
3.1 (for a constant wall heat flux condition with applied heat flux as the ordinate) and
in Figure 3.2 (for an isothermal tube wall condition with the wall superheat as the
ordinate). Both boiling regime maps have the bulk fluid enthalpy (and quality) as their

abscissas. For Figure 3.1, assuming the scenario of a low constant heat flux, the flow

83



Chapter 3 : Literature Review : Heat Transfer

system would traced a horizontal path across the boiling regime map, passing

successively through the following regimes:

Single-phase liquid convection
Subcooled nucleate boiling
Saturated nucleate boiling
Two-phase forced convective boiling

Mist evaporation (liquid deficient region)

SN S o

Single-phase vapour convection

These heat transfer regimes are also illustrated in Figure 2.2 in Chapter 2, where they
are presented alongside the corresponding hydrodynamic flow patterns. In the
following sections, the heat transfer regimes from single-phase liquid convection to
two-phase forced convective boiling will be reviewed under the 3 main headings of
single-phase liquid convection, nucleate boiling and two-phase forced convection. The
choice of heading is difficult because of the interactions between the various
mechanisms. The second region covers the zone between the onset of nucleate boiling
(ONB) and the point at which two-phase forced convection begins to make a
significant contribution. Nucleate boiling per se may also contribute in the final (two-
phase forced convection) region. Subcooled nucleate boiling and saturated nucleate
boiling will be treated together under the heading of fully developed nucleate boiling
within the nucleate boiling section, since the transition from subcooled to saturated
nucleate boiling is defined purely from a thermodynamic viewpoint, where it is the
point when the mean liquid temperature reaches that of the saturation temperature
(x=0) which is found from simple energy balances, whilst the nucleate boiling heat
transfer mechanism is essentially the same. We shall begin the reviews with the single-

phase liquid convection.

84



Chapter 3 : Literature Review : Heat Transfer

3.1 Single-phase liquid convection

In single-phase liquid convection, assuming fully developed conditions both
hydrodynamically and thermally, the heat transfer problem is solved differently for
laminar and turbulent flows. Laminar gpw in a circular tube can be solved
theoretically. The full theoretical treatment laminar single-phase liquid convection is
presented in many standard heat transfer textbooks such as Incropera and DeWitt
(1990), and is mentioned here in passing for completeness, though the flow conditions

in the present studies were turbulent.

The heat transfer coefficient, @ (Wm?2K™) is defined from the expression
q=a(Tw_Tﬂuld) (31)

where ¢ is the applied heat flux (Wm?), T, is the wall temperature and 74,4 1s the

mixed mean temperature of the fluid. For a constant wall heat flux, the heat transfer

coeflicient in fully developed heat transfer is calculated from:

Nu= % =436 (.2)

where A is the thermal conductivity (Wm'K™) and D is the tube diameter. For fully
developed laminar flow, the local heat transfer coefficient is independent of the

Reynolds and Prandtl numbers as well as the axial position.

Turbulent flows cannot be predicted from first principles because of their complexity,
greater emphasis had been placed by researchers on empirical correlations. One such
correlation is that of Colburn (1933) for smooth pipes which was obtained by

considering the Chilton-Colburn analogy and is given as follows.

Nu=0023 Re® Pr/ (3.3)
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Dittus and Boelter (1930) proposed a slightly modified version of Colburn (1933)

equation after an analysis of a wide range of experimental data,
Nu = 0023 Re®* Pr" 3.9

where n = 0.4 for heating and n =0.3 for cooling. Both correlations have been tested
experimentally and are valid for the range 0.7 < Pr < 160, Re > 10 000 and L/D > 10.
The Dittus and Boelter (1930) correlation is the preferred version and is generally
recommended. However, one should bear in mind that it has an associated overall
r.m.s. error of around 13% (see Engineering Sciences Data Unit (ESDU), 1967).
Since the Dittus and Boelter (1930) correlation was found to be less accurate for
liquids with high Prandtl number in their comparisons, ESDU (1967) proposed and

recommend the following correlation

Nu = 00225 Re®™ Pr®** exp [-00225 (In Pry| 3.5)

with an overall r.m.s. error of around 10.2% and valid for the range of 0.3 < Pr < 300,

4x10°<Re <10°and L/D > 10

There are a few other correlations (e.g. see Incropera and DeWitt (1990)) for various
kind of flow conditions such as that of Sieder and Tate (1936) for flow with large
physical property variations, Gnielinski (1976) [see equation (3.85)] for smaller
Reynolds number with a valid range of 0.5 < Pr < 2000 and 2300 < Re < 5 x 10° and
that of Pethukov (1970) given below

N = (f/2) Re Pr
107 +127(f /2)" (Pr% - 1)

(3.6)
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where f is the Fanning friction factor. Although the Pethukov (1970) correlation was
reported to provide errors of less than 10%, it is a much more complex correlation to

use when compared with the Dittus and Boelter (1930) or ESDU (1967) correlations.

Single-phase liquid convection will continue as the wall and fluid temperature rise
(under constant heat flux), raising the wall superheat until the point when the first
active nucleation sites are first observed. This point is known as the onset of nucleate
boiling (ONB). It marks the transition from single-phase liquid convection to
combined convection and nucleate boiling and corresponds to the threshold value of
wall superheat that must be attained before any nucleation sites will become active.
ONB marks the end of the single-phase forced convective region and the beginning of

the nucleate boiling region.

3.2 Nucleate boiling

The subcooled flow boiling region is knewa defined as that region between ONB and
saturated flow boiling. Its significance lies in the fact that it is, in essence a major
transitional region for both heat transfer and fluid dynamics. Within the subcooled
boiling region can be further sub-divided into two distinct sub-regions, namely the
partial subcooled boiling and fully developed nucleate boiling as shown in Figure 3.3.
To fully understand these sub-regions, it is simpler to trace the sequence of events that
occur, starting from ONB until saturated flow boiling (see also Butterworth and Shock
(1982) and Spindler (1994)).

Subcooled flow boiling starts at ONB. However, in many situations and conditions,
ONB is not necessarily accompanied by a significant increase in void fraction. What
this means is that bubbles merely grow and then collapse (condense) at, or very close
to the wall. However, due to the simultaneous evaporation (growth) and condensation

(collapse) of these bubbles and the agitation caused by these processes, there is an
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increase in the heat transfer coefficient. As the flow progresses downstream, the fluid
heats up and bubbles can now survive longer and start to slide along the wall but are
still unable to penetrate into the core of the subcooled bulk liquid flow. At a point
further downstream, known as the net vapour generation (NVG) point, bubbles will
now grow, depart from the wall and survive for a significant time in the bulk liquid.
From this point onwards, the void fraction due to subcooled boiling becomes
significant and this also marks the beginning of the bubbly flow regime, from a
hydrodynamic point of view. The void fraction rises very rapidly after NVG
sometimes giving a void fraction (even in flow with net subcooling) which exceeds the
30% required for the bubbly to slug flow regime transition. This effect is computed in
the modelling of the sub-atmospheric evaporator (SAE) system to be described in
Chapter 6.

Thus, the partial subcooled boiling region is the region from ONB to NVG. This is a
transitional region in which both the single-phase forced convective and nucleate
boiling effects are important, with the nucleate boiling effects growing more dominant
as the flow proceeds downstream. With an increasingly more favourable condition for
nucleation, the nucleation site density will increase until it reaches the point when it is
so high that the nucleate boiling component of the heat transfer is essentially equivalent
to that of saturated nucleate pool boiling. The flow has now entered into its fully
developed nucleate boiling phase, which lies between the NVG point and saturated

flow boiling.
Hence, to predict the subcooled boiling region, the key requirements are the estimation

of the ONB and NVG points and the prediction of heat transfer in the partial

subcooled boiling and the fully developed nucleate boiling regions respectively.

88



Chapter 3 : Literature Review : Heat Transfer

3.2.1 Onset of Nucleate Boiling (ONB) and Net Vapour Generation
(NVG)

Since ONB is of crucial importance in the study and prediction of subcooled boiling, a
fair amount of effort had been expended by many researchers over the years in the
quest to predict its position. In the present review, the focus will be on those models
developed for water, in particular those proposed by Hsu (1962), Bergles and
Rohsenow (1964), Sato and Matsumura (1964) and Davis and Anderson (1966). For
refrigerants and organic fluids, (i.e. well-wetting fluids), the investigations are typified
by those of Hino and Ueda (1985) and Hahne et al. (1990) and the literature in this
area is reviewed by Spindler (1994).

Hsu’s (1962) model for pool boiling can be seen as the forerunner for later models for
ONB. Hsu postulated that a bubble will begin to grow only when the surrounding
liquid is sufficiently superheated. This meant that there is a time period known as the
waiting period for the liquid to achieve the desired superheat. A nucleation site is only
considered active when this waiting period is finite, therefore imposing a criterion
which in turns sets the limits to the sizes of possible effective nucleation sites. Hsu
(1962) also assumed a transient conduction process as the mode of heat transfer from
the wall to the liquid, calculating the liquid temperature gradient in the transient
conduction following the departure of a bubble. Hsu’s (1962) model, although for
pool boiling and superseded by later models, is important because of the insight that it
provides into the mechanisms and factors that affect nucleation such as subcooling,

fluid physical properties and the thickness of the superheated liquid layer.

Building on Hsu’s (1962) model, other investigators developed their own prediction
methods and models for ONB based on similar lines. Among these investigators were
Bergles and Rohsenow (1964). The key difference in Bergles and Rohsenow (1964)
approach lies in the fact that they treated the forced convection case and were thus
able to assume a linear temperature profile in the vicinity of (the assumed)

hemispherical bubble. Bergles and Rohsenow (1964) postulated that a bubble will
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grow when the temperature at its outer limit reaches the critical value for growth at the
given bubble radius. This assumes that the velocity field is not disturbed by the bubble;
a more realistic model was proposed by Kenning and Cooper (1965) who considered
the dividing streamline for the flow over the bubble. Bergles and Rohsenow (1964)
produced a graphical technique to solve these governing equations to predict ONB and
found their calculations to be in good agreement with their measured data for water in
forced convection flow in stainless steel and nickel tubes. Based on their graphical
results, Bergles and Rohsenow (1964) recommended the following relation to predict

the ONB for water in a heated tube as :

241/p 00

Gows =530 p"* [180(T,, - T,,.) s | (3.7

The above dimensional relation has been modified from the original relation given in
Bergles and Rohsenow (1964) such that the units for the pressure, temperature and
heat flux are respectively kPa, °C and Wm™. Bergles and Rohsenow (1964) stressed
that their proposed model, like Hsu’s (1962), is only applicable to boiling surfaces that
have a wide spectrum of cavity sizes, a condition that they suggested should be easily

satisfied by many commercially produced surfaces.

Sato and Matsumura (1964) also developed an analytical treatment for the ONB
problem in a similar vein to that of Bergles and Rohsenow (1964). They compared
their analysis with their own experimental data for water at atmospheric pressure
flowing in a rectangular stainless steel duct and with data from other researchers at
higher pressures. Sato and Matsumura (1964) found agreement with their proposed

equation for ONB which was as follows,

: ALhg p
9ong = j:f;_c (Tw - Tsal)z

sat

(3.8)

Davis and Anderson (1966) modified and extended the Bergles and Rohsenow (1964)

analytical treatment to arrive at the following equations:

90



Chapter 3 : Literature Review : Heat Transfer

(RTZ /me)n(1+&) 4y

T, -T = + 3.9
(7. ~Tdow = TZ@RT. ) in(i+ ) 2, G-9)
where

2

y'=C"’+‘/(C' 6) 264 00, (3.10)
p p qhy po

¢'=2C+,°’ G.11)

py
and C, =1+cos@ (3.12)

In these equations, @ is the contact angle of the liquid-vapour interface on the solid
surface. For systems at higher pressures or for low surface tension, using a
hemispherical bubble model with 8 =90° and therefore C,=1, Davis and Anderson
(1966) argued that their proposed equation (3.9) can be simplified and reduced to that
of Sato and Matsumura (1964), see equation (3.8). The model proposed by Davis and
Anderson (1966) is used as part of the modelling code for the present research and will

be discussed in further details in Chapter 6.

At this point, it is well worth noting that the above mentioned ONB equations and
models are only able to predict the point of ONB accurately if there exists a sufficiently
wide range of potential nucleation sites on the wall surface. Consequently, one should

exercise caution when using these equations for specific surfaces.

As with the study of ONB, a number of relationships and models have also been
proposed for the position and conditions of net vapour generation (NVG). A survey
of some of these models can be found in Lahey and Moody (1977) and Zeitoun (1994).
The models proposed by Levy (1967), Saha and Zuber (1974) and more recently,
Zeitoun and Shoukri (1995) will be reviewed in depth in the modelling chapter of this
thesis, i.e. Chapter 6. Briefly, Levy (1967) predicted the position of NVG from a
bubble force balance and using a single-phase liquid turbulent temperature distribution.
Saha and Zuber (1974) suggested that NVG could be governed either thermally or
hydrodynamically depending on the local Stanton (Sf) and Peclet (Pe) numbers;

Zeitoun and Shoukri (1995) from their experimental investigation, proposed a model
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based on the balance between vapour generation and condensation rates at the NVG
point and found that their proposed model and experimental data is consistent with the

Saha and Zuber (1974) model for the thermally controlled net vapour generation.

3.2.2 Partial subcooled boiling

In the partial subcooled boiling regime, the methods that have been developed to
predict the heat transfer rate, are based on the concept of a combined contribution
from both the single-phase liquid convection and the nucleate boiling mechanisms. The
degree of contribution by each mechanism varies as the boiling process progresses.
Immediately after the initiation of nucleate boiling, only a relatively small number of
nucleation sites are active so that a proportion of the heat will still be transferred by
single-phase liquid convection between the bubbles. However, as the wall temperature
is increased more bubble sites will become active until the whole surface is covered
and the boiling is now said to be fully developed and the single-phase component is
therefore reduced to zero. Hence, any form of interpolation and prediction method
must take into account of this limiting behaviour of the heat transfer coefficient where,

when one mechanism is activated, the other is deactivated.

Kutateladze (1961) proposed that both these mechanisms interact in an asymptotical

(power law) manner, as given in equation (3.13).

2

1
2 +azf,,,)/2 (3.13)

az(a

Kutateladze’s (1961) equation is consistent in predicting the limiting behaviour

outlined above.
Other investigators, such as Bowring (1962) and Rohsenow (1953) utilised a different

interpolation method based on the sum of the single-phase liquid heat flux and the

nucleate boiling heat flux. Both the Bowring (1962) and Rohsenow (1953) methods
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for predicting partial subcooled boiling heat transfer can be found in detail in standard
heat transfer textbooks such as Collier and Thome (1994) or Carey (1992). They
differ from one another in the manner in which they sought to determine the heat flux

for both the single-phase liquid convection and nucleate boiling components.

Bowring (1962) proposed that if the wall temperature is greater than (or equal to) the
saturation temperature but less than (or equal to) the wall temperature required for
fully developed nucleate boiling, the single phase liquid convection heat flux can be

evaluated from
q:pl = aspl (Z;at - TL (Z)) for Tsa: < T < Tw_fdb (314)

and if the wall temperature is greater than (or equal to) the wall temperature required
for fully developed nucleate boiling, then the single phase liquid convection heat flux

contribution is zero.

G =0 for T, ., <T, (3.15)

w,

It is clear that the point where the fully developed boiling begins is crucial, in order to
evaluate its temperature. Bowring (1962) noted that Engelberg-Forester and Grief
(1959) , based on their experimental data, concluded that the heat flux  where fully
developed boiling begins is approximately by

9m =144, (3.16)

where ¢, corresponds to the heat flux at the point of intersection between single

phase liquid convection and the fully developed nucleate boiling curves. Bowring

(1962) assumed that this point corresponded to that of the onset of nucleate boiling.

On the other hand, Rohsenow (1953) suggested the use of a conventional single-phase

liquid convection equation (i.e. equation (3.14)), for predicting the single-phase
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contribution while for the nucleate boiling contribution, he suggested the use of his

saturated nucleate pool boiling correlation (Rohsenow (1952)).

C,. AT,

033 c s
sat q,,,, o pL ﬂL
=C ’ ( J (3.17)
hy SF|:'7L h g(PL ‘po):| AL

where Cg. is an experimentally determined constant for different liquid-surface

combinations while s is the fluid index, taken as 1.0 for water and 1.7 for other fluids.

A Cg value of 0.020 for the boiling of water on a stainless steel surface has been

determined by Bergles and Rohsenow (1964).

Bergles and Rohsenow (1964) also proposed a method for predicting the heat transfer

for partial subcooled boiling in the form of the following equation:

212
G=q, {1+[‘?—»(1-@)H for §2dow (3.18)

spl qnb

where ¢, is the fully developed pool boiling heat flux at a wall temperature

corresponding to the point of ONB. Another method to be reviewed is that proposed
by Butterworth (1970) (see Collier and Thome, 1994) which is an extension to

subcooled boiling of the Chen (1966) correlation for the quality region as follows:
q=anb (Tw—y;al)-'-a:pl (TW_I'B (Z)) (319)

Chen’s (1966) parameter F was set at unity. A fuller discussion of Chen’s (1966)

correlation and the Butterworth’s (1970) extension will be discussed in detail later.
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3.2.3 Fully developed nucleate boiling

As the flow progresses downstream, it enters into the fully developed nucleate boiling
phase which spans across the subcooled and saturated flow boiling conditions. The
transition from subcooled to saturated nucleate boiling is defined purely from a
thermodynamic viewpoint, where it is the point when the mean liquid temperature
reaches the saturation temperature (i.e. when the quality, x=0). This point can be
found from simple energy balances; however, the nucleate boiling heat transfer
mechanism remains essentially the same. Since nucleate boiling is one of the major
heat transfer mechanisms it is hardly surprising to find a vast number of correlations
proposed to predict it. Nevertheless, a fundamental difficulty in correlating nucleate
boiling still remains in that the heat transfer coefficient varies greatly from one heating
surface to another. Also, for a given surface, the coefficient may vary with time and

due to the fouling of the heat transfer surface.
As discussed in the previous section, Rohsenow (1952) proposed a correlation taking

into account the surface effects in the form of the experimentally determined fluid-

surface combination constant Cg. and is given below in equation (3.20) (see also

equation(3.17)).

033 R
sat q,,,, o CpL 771.
il o[t [T (Can) o
h SF[UL hg g(PL ‘pa)] AL

Although Rohsenow (1952) correlation acknowledges the importance of surface

effects, in practice, the values of Cg are rarely known and often have to be guessed.
Rohsenow (1952) recommended a value of Cg. of 0.013 as a first approximation for

cases where Cg, is not known and s = 1.0 for water.

Another widely used correlation, although it does not take into account surface effects,

is that of Forster and Zuber (1955) which is given as follows
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000122 A T3 Ap» C..> pr¥ A"

sat
a ﬂ -

(3.21)

0_0.5 h2‘§4 772:29 p(c);24
where A p,, is the difference in saturation pressure corresponding to the saturation
temperature difference AT, . Forster and Zuber (1955) derived their correlation
from their analytical treatment for bubble growth. They showed that the product of
the bubble radius and its growth rate is constant for a specific superheat. The Forster

and Zuber (1955) correlation is also commonly encountered as the nucleate boiling

component of the Chen (1963, 1966) correlation for saturated convective flow boiling.
Stephan and Abdelsalam (1980) proposed several fluid specific correlations for
different classes of fluids, covering water, organics, refrigerants and cryogens by using
statistical regression techniques. Stephan and Abdelsalam (1980) also proposed a

general expression applicable to all the classes of fluids given below, equation (3.22),

but with reduced accuracy relative to the fluid specific correlation.

2w D _ 93 (_‘? D, )0674(&)0297(’% Df)m
AL hy T, P Ki

13, 035
( P ) (KL PLJ
PL=Ps oD,

where x is the thermal diffusivity and D, is the bubble departure diameter obtained

(3.22)

from

%
D, = 00208 6 [L] (3.23)
g(p.-ps)

The contact angle, & was fixed at a value of 35 irrespective of the fluid. All the

nucleate boiling correlations mentioned above can be categorised as being based on

physical properties.
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Another important category of nucleate boiling correlations are those based on

reduced pressure p, (ie. p, = A where p_ is the fluid critical pressure). The

[4

Mostinski (1963) correlation of the form

a=A4"¢"" F(p) (3.29)

is one of the most commonly used correlation of this class. In this correlation, 4" is

given by
A® =3596x107° p°% (3.25)

while the pressure function, F(p) is given by

F(p)=18p*" +4 p!* +10 p° (3.26)

The Mostinski (1963) correlation is less complex and easier to use; it dispenses with

the need for extensive physical property data and was found to be just as accurate (see

Collier and Thome (1994)) as the physical property based correlations.

Cooper (1982, 1984) developed a more accurate form of the reduced pressure
correlation after analysing a wide range of boiling data. Cooper (1984) showed that

for a given fluid, the physical properties can be represented as

property = p (~log,, p,)" x constant (3.27)

Consequently, a correlation for heat transfer coefficient that includes physical

properties can also be written as

a=-2
AT,

sat

=q™ p? (-log,, p,)" x constant (3.28)
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where k, n, m, q and r are indices which are determined from correlating the data set.
From his analysis of his data set, Cooper (1984) proposed the following correlation for

nucleate boiling,

. 0. 0.12-0.2 | R
a= C q067 pr( 0810

-)(_1og,O p)" M (3.29)

where R, is the surface roughness parameter (Glittungstiefe, based on the German
DIN 4762) in terms of micrometers, M is the molecular weight and the constant C was
given by Cooper (1984) as 55 although some authors (e.g. Wadekar (1995)) have
adjusted it to better fit specific data sets. For an unspecified surface, R, is set to equal
to 1 micrometer. Cooper (1984) also recommended that a factor of 1.7 should be
applied to the value of the heat transfer coefficient in the case of boiling on horizontal
copper cylinder. The Cooper (1984) correlation covers reduced pressures from 0.001

to 0.9 and molecular weights from 2 to 200.

Another alternative approach for predicting the nucleate pool boiling heat transfer
coefficients is that of Gorenflo (1993). The procedure proposed is based on the

calculation from a reference heat transfer coefficient «,,, which is evaluated at the
normalised conditions of reduced pressure, p,, = 0.1, surface roughness, R,, = 04
um and ¢, =20 000 W/m? for all fluids. Gorenflo (1993) provided reference values
of @, for a selection of fluids (e.g. for water, a,,, = 5600 W/m’K). The nucleate

pool boiling coefficient, r,, at other pressure, heat flux and wall roughness can be

evaluated from

nf 0.133
q R,
a,=a,, Fy q— R (3.30)

p.o

The terms F, and nf are the pressure correction factor and the heat flux correction.

Gorenflo (1993) provided the following expressions to evaluate the two correction

factors for all fluids
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F,. =12 p*¥ +(2‘5+1 ! ) P, (3.31)
-p

nf =09-03 p*? (3.32)

except for water which he suggested using the following expressions

Fpp =137 p*¥ +(6.1 + 10_‘6; ) p? (3.33)
nf =09-03 p°"” (3.34)

r

The wall roughness term, R, is set to be equal to 0.4 um for an unknown surface.

The Gorenflo (1993) method is a later version of the 1988 method and was used by
Steiner and Taborek (1992) in their saturated flow boiling model.

Recently, Yagov (1995) introduced a new correlation based on a mechanistic
approach. The boiling process was considered to be influenced by the heat transfer
through a macro-film beneath large vapour bubbles and by local heat transfer around
the individual vapour stems within this macro-film. The final equation proposed by

Yagov (1995) is written as follows:

A gt h,. AT %
a,, =o,o7[ L (1+ 2LGR T;“)(1+,/1+8003+4OOB)] (3.35)
at

VL o T sat

EL

where v, is the liquid kinematic viscosity, R is the gas constant and B is given by:

hLG (VL pG)

B=
o (A'L y;al)%

(3.36)

Yagov (1995) recommended that the single-phase liquid heat transfer coefficient, o,

is to be calculated using the correlation by Pethukov et al. (1986) which is as follows:
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P 8
Nu= Re, Pr, (//8) 2 (3.37)
(1+900/Re, ) +127 778 (Pr, % - 1)
where fis the friction factor to be calculated from:
L (3.38)

/= [18210g,,(Re, ) - 1.64]

It is fairly obvious that there is an abundance of correlations available of which only a
few key ones are mentioned here. In general, the accuracy is rather poor due to the
surface effects. Cooper (1984) has been recommended (see Hewitt, Shires and Bott
(1994)) for its simplicity and improved accuracy, but more importantly for its
dispensation wkﬁextensive physical properties data which are not readily available for

many fluids.

3.2.4 Subcooled boiling heat transfer correlations

Another category of heat transfer c