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TncmvAOm 

In this work, the results of an investigation on the 

performance of a transhorizon radio-link, operating at a 

frequency of 900 MHz, are presented together with the results 

obtained from a scale-model laboratory simulation-of the radio- 

link. 

The properties of the propagation medium (atmosphere) 

are extensively discussed with special emphasis on phenomena 

such as atmospheric turbulence, thermal stratification and 

convection. The existing theories of e. m. wave propagation are 

briefly presented together with some theoretical expressions 

describing the fading power spectrum of a radio signal 

received beyond the horizon. 

The long-term variation of the received signal median 

level is studied on a daily, monthly and annual basis. In 

particular, the relation between the monthly median level and 

the monthly average of surface wind and relative sunshine is 

investigated in order to define the average weather conditions 

that characterise the "worst month" in propagation terms. 

The fading power spectra of short-term records (3.5 mins. 

duration) of the received signal are estimated using digital 

methods and the effects of surface wind and static stability 

upon the fading characteristics are studied. Most of the fading 

characteristics have been classified into two categories, namely, 

a- and ß-type. The surface wind component, Un, normal to the 

propagation direction appears to affect considerably the former 

but not the latter. An empirical expression relating Un to the 

power spectral density function is established for the a-type 

of fading. This expression describes adequately the observed 
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"spread" of the fading power spectrum when Un increases. For 

Un =0 (zero mean surface wind across the propagation direction), 

it suggests a "-8/3" power-law dependence of the power spectral 

density upon frequency. This is in agreement with Tatarski's* 

theoretical expression for line-of-sight propagation. 

Static stability is also found to affect the fading 

spectrum of the received signal. For the ß-type of fading, it 

appears to govern the power spectral density function and to be 

responsible for a transition in the exponent of the inverse 

power law describing this function. 

The results from the laboratory model show that the 

effects of the atmospheric medium upon the received signal can 

be adequately simulated. Thus, fading characteristics similar 

to those observed on the full-scale link (a- and ß-type) can be 

reproduced under controlled conditions of surface wind and 

vertical temperature gradient. The effect of Un upon the 

fading power spectrum is successfully simulated, yielding a 

scale reduction factor of 52 between Un's experienced on the 

full-scale link and those required to produce the same power 

spectra on the model system. The effect of increasing vertical 

temperature gradient (decreasing static stability) upon the 

fading spectrum can also be adequately simulated. The 

resulting spectrum "spread" is attributed to intense thermal 

turbulence in the "near ground" region. 
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CHAPTER 1 

THE PROPAGATION MEDIUM 

1.1 The Earth's Atmosphere 

The term "atmosphere" is used to define the gaseous 

envelope which is held to the Earth by gravitational attraction 

and which, in large measure, rotates with it. The atmosphere 

extends from the solid or liquid surface of the Earth to an 

indefinite height, its density asymptotically approaching that 

of interplanetary space. At heights of the order of 80 km. 

the atmosphere is barely dense enough to scatter sunlight to 

a visible degree. At about 30,000 km. a molecule moving as if 

in a rigid rotation with the Earth cannot be held by gravi- 

tational attraction; this height may be considered as an 

extreme upper limit of the atmosphere. 

The atmosphere may be subdivided vertically into a 

number of "atmospheric shells". Temperature distribution is 

the most common criterion for denoting the various shells. 

The "troposphere" (= sphere of changes) is the lowest region 

of the atmosphere and is characterized by a decrease of 

temperature with height. Its upper limit is the "tropopause" 

at an altitude varying from about 16 km. near the equator to 

about 9 km. near the poles. This altitude exhibits a seasonal 

variation with a maximum in spring. The tropopause is 

defined as the lowest level at which the vertical temperature 

gradient, known as the lapse rate, decreases to 2°C/km. The 

atmospheric shell immediately above the tropopause is the 

"stratosphere" and is nearly isothermal. It extends from the 

tropopause to an altitude of about 50 km. (stratopause). The 
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outer shell is the "thermosphere" with a more or less 

steadily increasing temperature with height. 

The distribution of various physico-chemical 

processes is another criterion for the subdivision of the 

atmosphere. Thus, the "ozonosphere" lying roughly between 

10 and 50 km. is the region with an appreciable ozone 

concentration which plays an important part in the radiative 

balance of the atmosphere. The "ionosphere" is the region 

in which ionization of one or more of the atmospheric 

constituents is significant; it is subdivided basically into 

three layers with a fourth one occasionally present at 65 - 

80 km. Due to its reflecting properties for a range of h. f. 

radio-frequencies, the ionosphere has been the subject of a 

thorough investigation as a propagation medium for long- 

range communications. According to the physico-chemical 

classification, the troposphere is the "neutrosphere" in 

which the atmospheric constituents are for the most part non- 

ionized. 

Among the above-mentioned atmospheric shells the 

most important for Meteorology is the troposphere. It is in 

the troposphere that the weather phenomena occur and the 

atmospheric turbulence is most marked. The troposphere 

consists of "dry air" and water vapour. Dry air consists of 

N2 (78%), 02 (21%) and the rest is inert gases, CO 2' 03, etc. 

Water vapour comprises up to 4% p. v. of the atmosphere near 

the surface but it is almost absent above the tropopause. 

To the above constituents, dust and pollutants must be added. 

The troposphere itself can be subdivided into 
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different shells or layers. The first distinction is between 

"free atmosphere" and the "boundary layer". In the latter, 

significant amounts of heat, momentum and trace substances 

(water vapour, dust, etc. ) are transported vertically by 

small-scale eddies. The upper region of the boundary layer 

may be ill-defined locally and its altitude is variable but 

usually below the 750 mb. isobaric surface (ti 2500 m. ). At 

the lower region of the boundary layer is the "surface layer" 

which extends from just above the Earth's surface up to a 

height of a few decametres, increasing in depth with 

increasing roughness of the Earth's surface. Below the 

surface layer is the "interfacial layer" containing the 

roughness elements of the Earth's surface. Very little is 

known about the processes at work in this very shallow layer. 

These processes are, nevertheless, very important because 

they prescribe the surface values of the eddy fluxes of 

momentum, heat and water vapour. 

In the "free atmosphere", small-scale processes are 

less frequent than in the boundary layer. They occur only 

inside the convective clouds and the regions of large vertical 

wind shear in which they may be very strong. Between the free 

atmosphere and the boundary, there is generally a stable 

layer preventing the penetration of boundary layer turbulence 

into the free atmosphere. Only under wet-unstable conditions, 

moist convective elements rise through the stable layer and 

penetrate into the free atmosphere in the form of convective 

clouds. 
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1.2 Spatial and Temporal Scales of Atmospheric Processes 

The whole range of activity occurring in the 

atmosphere, from the general (zonal) circulation down to the 

"microscales" of dissipation, can be characterized as 

atmospheric "processes". The sole source of energy supplied 

to the atmosphere is the sunl'2ý This energy is received 

as radiation through interplanetary space. Other energy 

received by the surface of the Earth, such as that from the 

hot interior or radiated from celestial bodies other than 

the sun, is in such small amounts that it can be neglected. 

The power that the sun transmits to the Earth is equal to 

1.8 x 1014 kw but about 40% of that is immediately reflected 
(back 

to space 
2ý. Only a small fraction of this energy is 

converted into kinetic energy. The three ways of heat 

transfer are conduction, convection and radiation. As the 

atmospheric air is a very poor conductor, most of the heat 

transfer in the atmosphere is done by convection. Radiation 

is responsible only for the heat transfer between the Earth 

and its celestial environment. As a result of the zonal 

convective currents and the pressure-equalizing motions, a 

"stirring" of the atmosphere causes spatial and temporal 

fluctuations of the various meteorological quantities. The 

scale sizes of these fluctuations range from 107m. to 10-3m. 

and their periods range from one year to fractions of a 
(second2ý 

. Fluctuations with periods less than a year can 

be classified as follows: - 

(a) Global fluctuations: their periods range from months 

to one week. They are of the greatest interest for long-range 
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weather prediction but they have been studied very little. 

At these very large scales (ti 107m. ), climatological 

statistics have shown that the amplitudes of monthly and 

seasonal fluctuations vary considerably from year to year 

for the same month or season(3). This makes weather pre- 

dictions based on one year data very unreliable. 

(b) Synoptic fluctuations": their periods range from 

many hours to several days. Diurnal variations and frontal 

activity fall into this range. Their horizontal dimensions 

vary between 105 and 107m. It has been observed that their 

energy spectrum has a maximum for periods of four days(4). 

They produce large horizontal wind velocity fluctuations, 

whereas they do, not contribute much to vertical fluctuations 

and vertical mixing. In the small scale part of their 

spectrum there is a cascade energy transfer to even smaller 

scale motions. This transfer is due to the hydrodynamic 

instability of the quasi-horizontal synoptic motions(2). 

Apart from the diurnal variation, the rest of the synoptic 

fluctuations originate mainly from a slantwise convection 

process arising from the existence of a horizontal gradient 

in temperature, a feature very common in regions outside low 

latitudes. 

(c) Mesometeorological fluctuations: their periods range 

from one minute to a few hours and their scale sizes from 

105km. down to 1 km. Here, intense fluctuations of atmospheric 

quantities are rather rare, mainly connected with thunderstorms 

or gravitational waves of large amplitude(2). This relaxation 

of the atmospheric processes appears as a broad minimum in 
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the energy spectrum of any meteorological parameter as, for 

instance, horizontal wind velocity(4). This low and flat 

minimum has the form of a "spectral gap" 
(3,4,5) 

and, in 

fact, separates the macro- from the micro-meteorological 

range. The lowest part of this gap corresponds roughly to 

periods of 20 minutes 
(2,4) 

or, according to others, 1 hour (3) 

depending on the altitude at which the atmospheric variable 

has been measured. Nevertheless, there is a general agreement 

about the scale-size of the corresponding fluctuations which 

is of the order of 10 km. This is the depth of the effective 

thickness of the atmosphere, as 80% of the atmospheric mass 

is contained in the lowest 10 km. layer(2). Apparently, at 

this scale, three-dimensional fluctuations cease to exist, 

whereas two-dimensional fluctuations (quasi-horizontal) 

start developing a larger scale. 

(d) Micrometeorological fluctuations: they have periods 

ranging from a fraction of a second to a few minutes. Their 

scale sizes vary from some hundreds of meters to the "micro- 

scales" of turbulent dissipation of the order of 1 mm. 
(2,3,6) 

They are produced by mechanical and/or convective turbulence 

and they strongly depend on such factors as the roughness of 

the underlying terrain, the velocity of the mean motion, the 

height above the ground, the thermal stability of the 

atmosphere, etc. Small-scale eddying motions are a common 

feature of the boundary layer and they are generally more 

intense over land than over sea. Their linear dimensions 

are less than, or comparable to, their altitude above the 

Earth's surface. 
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1.3 The Well Mixed Atmosphere-Vertical Distribution of 
Refractive Index 

The concept of a well mixed atmosphere has been 

introduced as an approximation of an idealized atmosphere'7'$'. 

Such an atmosphere would be the result of thorough mixing by 

mechanical and convective turbulence and molecular diffusion. 

Thus, a state of mechanical equilibrium between gravitational 

and buoyant forces would be achieved. A well mixed atmosphere 

can be considered homogeneous enough to allow the variation 

of the refractive index with height to be estimated. 

it can be shown 
(7,9) that the variation of temperature, 

pressure and the partial pressure of the water vapour with 

altitude are respectively: - 

T=To --. h (1.3.1) 
p 

where T0 is the temperature at a reference altitude, g the 

acceleration of gravity, cp the specific heat at constant 

pressure and h the altitude. 

M, cp/R 

p= Po 1- 
cpTo .h (1.3.2) 

where mo is the molecular weight of dry air and R the universal 

gas constant. 

ma 0 e=. p (1.3.3) 
mö (1-a) + m°. a 



16 

where m0, m0 are the molecular weights of dry air and water 

respectively and a is the specific humidity. 

Another quantity of special interest is the potential 

temperature defined as the temperature that an air parcel 

would assume if brought adiabatically from a certain 

altitude (and pressure) to a reference altitude (pressure). 

The potential temperature 6 is given by(9): - 

Po (7-1) /Y 
8=T- 

p 

po 0.286 
=T- 

p 
(1.3.4) 

where T is-the absolute temperature of the air parcel and 

Y= cp/cv is the Poisson's constant. The gradient of 

potential temperature can be expressed in terms of the 

gradient of absolute temperature and the adiabatic lapse 

rate. Differentiating (1.3.4) in its logarithmic form yields: - 

1 d6 
__ 

1 dT 
_ 

(Y-1) 1 dp 
6 37 T 37 yp dz (1.3.5) 

but in accordance with the adiabatic equation: - 

= 
(! d-Tj 

=r= -9.8°C/km 
JAL (1.3.6) 

(Y-')! L 
ypTJ adiabatic 

by means of (1.3.6), (1.3.5) becomes: - 

1 dO 1 dT 
U» äZ -T äZ 
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The quantity 8 
dz is defined as the "static stability" of 

the atmosphere. 

If the gradient of temperature in the atmosphere is 

more negative than the adiabatic lapse rate r, i. e. 

I de 
< 0, then a parcel of air displaced upwards adiabatically e dz 

will always possess a temperature higher than that of the 

environment and it will continue rising. This is a situation 

of atmospheric "instability". On the contrary, if e 
dz > 0, 

the same parcel of air would sink back to the level where 

its temperature is equal to the environmental temperature. 

Then the atmosphere is considered as thermally "stable". 

The condition 8 dz = 0, i. e. 
äZ 

= r, corresponds to a 

thermally "neutral" atmosphere. 

The refractive index of the atmospheric air is a 

function of temperature, pressure and partial pressure of 

water vapour(7'8'9): - 

n=1+2{ 
T1 

(p-e) + 
T2 

. e} (1.3.8) 

The coefficients kl and k2 have been experimentally 

evaluated 
(10,11) 

and the following values have been adopted: - 

k1= 158.10-9 °K/mb k2 = 136.10-9 
[T+5,582 10K/mb 

Substitution of these values in (1.3.8) gives: - 

(n-1) 106 = 
77T 6 [p 

+ 
48T10 

.eI (1.3.9) 
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At this stage, a new quantity known as "coindex of refraction" 
(12) 

or "refractivity" (8) 
can be defined: - 

N= (n-1). 106 (N-units) (1.3.10) 

From the above-mentioned properties of the "well- 

mixed" atmospheric air, it is apparent that the refractive 

index is a function of height. C. C. I. R. (13) has adopted the 

following expression for this variation: - 

(n-1). 106 =N= 289. e-0.136h (h in km. ) (1.3.11) 

Differentiation with respect to height of the above expression 

gives the gradient of the coindex of refraction in a "well- 

mixed" atmosphere: - 

dh - -39.3. e-0.136. 
h (N-units/km. ) 

For low altitudes, up to 3 km., the decrease of the 

(1.3.12) 

refractive index with altitude may be considered as linear 

with a constant gradient given by(7'12): - 

dN 
_ -40 (N-units/km. ) (1.3.13) dh 

in the real atmosphere, depending on weather conditions and 

geographical location, the refractive index gradient may 
(12) between -20 and -80 N-units/km. 12) 
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1.4 The Turbulent Atmosphere 

By the end of the last century, it was recognised 

that the flow of fluids may occur in either laminar or 

turbulent regimes and that the two of them are vastly 

different qualitatively and quantitatively. Early in this 

century, interest developed in the properties of atmospheric 

turbulence (for recollections see(14)). Up to now, the 

majority of these studies have examined turbulence in the 

atmospheric boundary layer as it can be studied with ground 

based instruments and it is almost ever present because of 

the thermal and mechanical conditions created by the surface. 

1.4.1 The Nature of Atmospheric Turbulence - Significance 
of Atmospheric Stability 

Whilst turbulence can be easily recognized if the 

properties of the flow are made visually apparent, it is 

very difficult to develop a satisfactory definition of the 

phenomenon. Lumley and Panofsky(15) have taken the approach 

of listing some of the essential features of turbulence 

rather than attempt a definition. Thus, turbulence is a 

mode of fluid motion that is three-dimensional, rotational, 

dissipative, non-linear, stochastic and diffusive with the 

transport occurring at time and length scales typically the 

same as those of the properties being transported. 

The main causes for flow becoming turbulent in the 

atmosphere are spatial differences in the large scale 

temperature and wind velocity fields that arise for various 

reasons. Atmospheric processes responsible for these 
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differences are: - 

(a) Frictional retardation of flow at the Earth's 

surface and, consequently, the formation of large vertical 

gradients of the wind velocity in the boundary layer. 

(b) Development of thermal convection due to non-uniform 

heating of the Earth's surface. 

(c) Cloud generation processes releasing latent heat by 

condensation or ice formation which changes the character of 

temperature and wind velocity fields. 

(d) Interaction of air masses with different characteristics 

to form large horizontal and vertical differences in 

temperature and wind velocity fields near atmospheric fronts. 

(e) Unstable growth of waves formed in inversion layers 

and near other atmospheric interfaces as, for instance, 

thermal caps. 

(f) Deformation of the air flow by terrain irregularities. 

These processes may act simultaneously, weakening or 

enhancing each other and thus creating turbulence of varying 

intensity. 

A well-known factor determining the onset of 

mechanical turbulence in an originally laminar flow is the 

Reynolds number: - 

Re = 
UAL (1.4. la) 

where v is the flow velocity, L the characteristic dimension 

of the flow and v the kinematic viscosity. For a critical 

value Re = Recr inertial forces represented by the numerator 
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of (1.4.1a) overcome the viscous forces and tend to bring 

together volumes of fluid that are initially remote and 

possess different velocities thus creating an instability in 

the velocity field. Experiments in wind tunnels suggest 

values for Recr from 1500 to 5000, definitely no turbulence 
( 

can occur at Re < 116016). In the atmosphere most of the 

processes take place at high Re. For a breeze, motion of 

air in a monsoon and the general circulation of the atmosphere 

(zonal) the Re are respectively(16): _ 

Re, = 1.108 1 Reg = 4.1011 1 Rea = 8.1012 

Obviously, atmospheric motions are expected to be always 

turbulent if Re is considered as the only criterion for the 

onset of turbulence. But Re does not account for turbulence 

due to convective motions, or for the effects of thermal 

stratification, thus it is a rather inadequate criterion for 

turbulence other than mechanical. 

Richardson 
(17 

considered the problem theoretically 

and developed criteria for the growth and decay of energy in 

turbulent motions in a thermally stratified medium. He 

assumed that the loss of turbulent kinetic energy is mainly 

due to work done against the buoyancy forces created by 

gravity in a vertically stable stratification. Thus he 

obtained his criterion for atmospheric turbulence from the 

equation for the turbulent energy balance: - 

dE' 
= 

dü 
2 

_I 
dB 

dt KM dKT 8 dz - E- D (1.4.1b) 
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where E' is the turbulent kinetic energy, 
d is the mean 

velocity vertical gradient, 6 is the potential temperature, 

KM the eddy viscosity, KT the thermal eddy diffusivity, E the 

rate of dissipation into heat and D the rate of diffusion of 

turbulent energy. The first and second terms in the right 

side of (1.4.1b) represent respectively the rate of transfer 

of kinetic energy from the mean to the turbulent motion and 

the rate of conversion of turbulent kinetic energy into heat 

by eddy processes. If molecular effects, represented by e 

and D are neglected, (1.4.1b) becomes: - 

i 
dd ' KM% 

, 
KT 

[6 
dz] 

(1.4 . lc) 

de 
the ratio: Ri = 

dz (1.4.1d) e (da 
12 

is called the Richardson number and can be interpreted as 

the ratio of buoyancy forces to inertial forces. 

K 
The quantity: Rf = KT . Ri (1.4.1e) 

M 

is called the flux Richardson number 
(18) 

and compares the 

effect of thermal convection in generating turbulence to that 

of the mechanical forces creating turbulent kin. energy from 

the mean motion. 

From (1.4.1c) and (1.4. le) it follows that: - 
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dt KM 
(dz) 2[1- 

Rf 
I 

(1.4. if) 

therefore, if Rf = 1, the turbulent energy is constant as 
dE' 

= 0. The significance of Ri becomes apparent from (1.4.4). dt 

Whenever äZ 
>0 (stable thermal stratification) the rate of 

turbulent kin. energy production decreases, as the buoyancy 

forces oppose the mechanical development of turbulence. For 
de <0 (unstable thermal stratification) the buoyancy forces äZ 

promote the excitation and development of turbulence and 

convective turbulence is added to the mechanical one. Thermal 

instability is particularly important in the clouds and in 

the atmospheric boundary layer. Superadiabatic lapse rates 

are very common from the Earth's surface up to 500 or 1000 m. 

on cloudless days with strong differential heating of the 

ground. For values 
äZ 

close to zero (neutral stratification) 

buoyancy has no effect on turbulence. 

Generally, onset of turbulence may be expected in a 

thermally non-uniform atmosphere only when Ri < Ricr where 
K 

Ricr is a critical value smaller than KM as follows from 

(1.4.1f). Laboratory investigations(19T and measurements 

in the surface layer of the atmosphere 
(20) have shown that 

K M depends significantly on the thermal stratification and KT KM 
wind shear. Under convective conditions K>1; whereas, 

T 
for cases of stable stratification a<1. Proudman 

(21) 

K 
presented evidence that KM = 0.03 to 0.05 for 4< Ri < 10, 

T 
which means that turbulence may appear even for large values 

of Ri. 

It was previously assumed that turbulent diffusion 
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due to spatial gradients of the turbulent kinetic energy 

are negligible (D = 0). Nevertheless, such gradients occur 

quite often in the atmosphere either in the vertical 

(inversions, jets, thermal caps) or in the horizontal 

direction (variable terrain roughness, organized convective 

elements). 

The value of the rate of the diffusive transfer D 

depends on the eddy viscosity KM and the spatial gradient of 

turbulent energy är0. Therefore: - 

, (1.4. lg) D= KMa 
[dEb 
d 

The dimensions of the quantities involved are: - 

D= 
[L2, 

T-33 ' KM = 
[L2 

, T-l1 º 
(dr) [Li, 

T-21 

and by applying dimensional analysis: - 

a=11 b=4 

Thus: - 

dE') 3/4 (1.4. lh) D=K 
1/3 [dr 

MJ 

Neglecting molecular dissipation (e = 0) and combining 

(1.4.1b) and (1.4.1h) gives: - 



25 

Ri = 
KM 

{l -K 
1/3 dEý 3/4} 

cr KT M 
tdr , 

(1.4. li) 

K 
It follows that Riýr depends not only on KM but also on the "TT 

degree of the spatial non-uniformity of the turbulent field 

as expressed by ärß, 
which in turn depends on the spatial 

agitation of the flow. 

It becomes apparent that Ricr cannot be constant for 

non-uniform turbulence. Nevertheless, the condition 

Ri < Ricr is a qualitative indication that turbulence is 

being created. 

1.4.2 Convection and Thermal Turbulence in the Atmosphere 

It has long been known from observations of soaring 

birds (22,23) 
and from the experience of glider pilots 

(24) 

that convection is one of the most common forms of atmospheric 

motion. A consequence of the development of atmospheric 

convection is the so-called thermal turbulence. 

The energy of convection is a result of the heating 

of the Earth's surface due to solar radiation. In cases 

where condensation of water vapour occurs the necessary 

energy is provided by the latent heat released during this 

process. 

There are two different kinds of atmospheric 

convection, the random or "disordered" and the organized or 

"ordered" one. Convective elements belonging to the first 

category are thermal "bubbles" and "plumes", jet-like 

currents and turbulent eddies of convective origin. The 

second category includes various forms of cellular circulation 
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in which the flow is regularly subdivided into circulation 

cells. These cells may be closed in analogy to Benard cells 

developing in a fluid heated from below. Sometimes they 

exist in the form of parallel bands of ascending and 

descending currents. 

A. Disordered Atmospheric Convection 

Depending on the dynamic and thermal conditions of 

the atmosphere and the nature of the underlying terrain, 

the-elements of disordered convection may be formed either 

as bubbles or as jets. The hypothesis that the convective 

elements are isolated masses of air warmer than the environment 

was put forward by Scorer and Ludlam (25) 
and developed by 

Malkus and Scorer 
(26), 

Priestley (27), 
Scorer and Ronne 

(28) 

and others. 

Fig. 1.1. The structure 
of a bubble. a) schematic 
of a bubble: (A) heated 
mass of air, (B) wake, (C) 
erosion layer; b) flow 
lines in an ascending 
bubble: (A) annular eddy. 

(After Levine 
(30)) 

In their treatment, they considered that the upper 

part of a bubble, or "thermal cap", has a hemispheric shape 

whereas the lower part or "wake" is a trail of relatively 

colder air (see Fig. 1.1). During its ascent, a bubble is 

eroded and washed into its wake. It was also pointed out 

that small bubbles aggregate to form larger ones. The 

I 'N 
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ascent of a bubble depends on the stability of the surrounding 

air and it continues as long as the bubble possesses an excess 

of heat. As soon as it reaches a stable layer of air it may 

overshoot it due to the velocity it has already acquired and 

then describe' damped oscillations about this level. In (27) 

a detailed investigation of the ascent of a thermal is given. 

Fig. 1.2 'shows the growth and ascent of-a thermal in the 

presence of a light wind. The origin of the freely floating 

thermals is not necessarily the ground; they may originate 

from an unstable layer near the ground, usually above a stably 

stratified layer or an inversion. 

The theory of convective jets was put forward by 

(29) (18'27) 
Batchelor and Priestley . The base of jets can be 

either attached to the underlying ground or move freely along 
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the wind. As the surface wind increases a convective jet 

may be detached from the ground and form a thermal bubble. 

The vacant surface area becomes the source of another jet 

after some time and another cycle of evolution starts. This 

illustrates that in the presence of a strong surface wind 

the convective elements finally acquire a shape of a bubble 

even if they have started as jets. 

Disordered convection and thermal turbulence have 

been studied in the real atmosphere as well as in the 

laboratory. In the atmosphere, the methods of study vary 

from observations of birds and insects (22,23) 
, flights of 

gliders 
(24,32) 

and aircraft 
(33) to Radar observations 

(34,35,36,37) 

and Acoustic soundings 
38,39,40,37,419. Quantitative X 

information about the structure of the thermals have been 

provided up to now by aircraft flights equipped with fast- 

response, high-sensitivity instruments(33). Radar observations 

give only qualitative results but, also, 'valuable visual 

supervision of the phenomenon. Acoustic soundings seem to 

provide both visual and quantitative information as it has 

been reported in41). 

Observational data shows that disordered convection 

and thermal turbulence obey a very pronounced daily variation. 

Overland observations show a maximum intensity in the hours 

around mid-day. In cases when thermals do not originate from 

the Earth's surface but from an unstable layer above the 

ground, they have always the shape of bubbles and not jets. 

Measurments determining the structure of disordered convective 

elements have been taken either above the surface layer and 
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under the base of cumulus clouds, or during horizontal 

' 
aircraft flights33'. Vulfsoný33ý has made detailed 

measurements of the mean dimensions and of the temperature 

excess at the centre of thermals at various altitudes. 

Some of his results are summarized in Table 1.1. 

urrar VIi 

Altit d 
Mean Dimensions (m. ) Mean Temperature Excess 

u e 
m Jets Bubbles Jets Bubbles 

10 42 31 0.64°C 0.54°C 
30 49 37 0.23 0.18 
50 55 43 0.23 0.19 

100 61 46 0.23 0.18 
300 68 58 0.15 0.14 
500 70 61 0.12 0.11 

1000 72 64 0.12 0.10 
2000 74 65 0.10 0.09 
3000 81 74 0.19 0.17 

It can be seen from the Table that the dimensions of thermals 

change rapidly in the layer from 10 to 300 m. but they 

remain practically unchanged from 300 to 2000 m. The same 

is true for the temperature excess. 

There seems to be a discrepancy between the dimensions 

shown in Table 1.1 and the ones reported by Radar observations 
(34,35,36) 

which suggest sizes of the order of 1 km. 

Observations with Acoustic sounders 
(38,39,40,41) have pointed 

towards smaller dimensions of the order of 200 m. more in 

agreement with aircraft measurements. It seems that 

convective elements "seen" by Radars are semi-organized cells 
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rather than bubbles, whereas Acoustic sounders, having a 

superior performance at low altitudes, can detect disorganized 

convection more accurately. 

B. Ordered Atmospheric Convection 

Ordered atmospheric convection belongs to the 

mesometeorological range of fluctuations and, in fact, 

consists the small-scale part of it. It is often called 

"cellular convection" due to the similarity between the 

convective elements and the Benard cells developing in a 

fluid heated from below. As the top of thermal cells is 

usually a region of water vapour condensation, cumulus 

clouds mark the presence of such cells in the atmospheric 

boundary layer. This makes in situ measurements difficult 

and the basic data on the physical characteristics of ordered 

convection have been obtained by means of laboratory 

experiments 
(28,29,31,42) 

which have shown that: - 

1. for ordered convection to exist in a layer, it is 

necessary that the vertical temperature gradient exceed some 

critical value depending mainly on the thickness of the 

convective layer and the intensity of turbulent diffusion; 

2. the shape of the cells, their dimensions and the 

circulation inside a cell depend on the thickness of the 

convective layer, the thermal stratification and the wind 

shear. 

Batchelor (29) 
pointed out that the criterion for the 

formation of convective cells in a layer is the Rayleigh 

number Ra defined as: - 
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(rd-r) h `' 
Ra = T KM. KT (1.4.2a) 

where rd and r are the adiabatic and the ambient lapse rates 

respectively, h the depth of the convective layer, T the 

ambient temperature and KM, KT the eddy viscosity and eddy 

thermal diffusivity. 

Ordered cellular convection is replaced by thermal 

turbulence when the lapse rate increases and this situation 
( 

corresponds to Ra = 5000029). If this value is substituted 

in (1.4.2a) along with the values T= 280°K, h= 300 m., 

KM = KT =1m. sec-1 
(3) 

which are commonly encountered in 

the atmosphere, then rd -r=0.17.10-3 
°C. m 

1 
or rd -r= 

0.17°C/km., a value showing a slightly unstable stratification. 

Thus, one should expect cellular convection to occur for 

thermal stratifications from neutral to slightly unstable, 

whereas for moderately unstable conditions ordered convection 

must have been already replaced by disordered convection and 

thermal turbulence. Pellew and Southwell(43) found that for 

hexagonal B6nard cells the horizontal dimensions are 3.77h 

whereas, for circular cells, the diameter is 2.16h where h 

is the height of the cell. 

Ordered convection has been studied in the atmosphere 

by Radars 
(34,35,44) 

and all observations agree that the 

horizontal dimensions of the cells are in the range 1 to 

3 km. and that they can persist for 20 to 30 minutes. Hardy 

and Glover (45) 
report that when convective cells are drifting 

through the beam of a vertically pointing radar, they appear 

on a time-height display as undulating or irregular layers. 
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There also seems to be a general agreement about the shape 

of the ordered convective elements usually described as 

doughnut-shaped with warm air rising in their cores and 

colder air descending at their peripheries. 

1.4.3 Spectral Structure of the Velocity, Temperature and 
Refractivity Fields in the Turbulent Atmosphere 

The conversion of the energy of large scale motions 

into turbulent kinetic energy is an important feature of the 

atmospheric energy cycle; Energy flows to smaller and smaller 

wavelengths and is eventually dissipated by viscous forces 

into heat. 

The quantitative description of this process became 

possible only after Taylor (46) 
realised that the velocity of 

a fluid is a random continuous function of position and time. 

This permitted the description of turbulence through its 

spatial autocorrelation function. Also the assumptions of 

homogeneity and isotropy greatly simplified the analysis. In 

the same investigation, Taylor proved experimentally that his 

assumptions were sound. In 1938 the same author 
(47) 

described the distribution of kinetic energy over the various 

wavenumber components of turbulence by means of the Fourier 

transform of the autocorrelation function. The kinetic 

energy spectrum of turbulence was described on a dimensional 

. His treatment was 
( 

basis by A. N. Kolmogorov in 194148) 

based on the "similarity" hypothesis stating that the small- 

scale components of turbulence are approximately in 

statistical equilibrium. Kolmogorov postulated that: - 

1. for a whole range of scale-sizes the transfer of 
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energy from one wavenumber to the other and its final 

dissipation depends on two parameters only, the kinematic 

viscosity v of the fluid and the "energy dissipation rate" e; 

2. for scale sizes much greater than a certain size lo, 

known as the "microscale" of turbulence, the transfer of 

energy is not affected by viscous forces and thus depends 

only on c. The range containing these scale sizes is known 

as the "inertial subrange". 

If the distribution of kinetic energy per unit mass 

with wavenumber is described by a spectral function E(k), 

then the energy corresponding to a wavenumber k is kE(k) and, 

according to the similarity hypothesis, depends on e only. 

The dimensions of the quantities involved are: - 

E (k) = 
[L3, 

T-2-j IE_ 
[L2, 

T-31 ,k= 
[L-1, 

Tot 

The form in which the spectral function can be expressed is: - 

E(k) = a. em. kn (1.4.3a) 

where a is a constant and m, n exponents to be evaluated. 

The dimensional equation is: - 

[L31 T-21 = 
[L2, 

T-3m . 
[L1-1 

Ton (1.4.3b) 

Hence: m=2-5 3, n=3 

and the spectral function can be written: - 
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E (k) = a. e2/3. k-5/3 

This is the well-known Kolmogorov's "-5/3 law" for the 

behaviour of the spectrum of turbulence in the inertial 

subrange. 

(1.4.3c) 

The scale size at which the dissipation of kinetic 

energy into heat starts depends on the rate of dissipation 

e and the physical properties of the fluid, in this case the 

kinematic viscosity v. This dependence may be written: - 

1o ti ea. vb 

E= 
[L2, 

T-3] 

and finally: - 

Thus: 

1=I E3I1/4 

IL 2 T- 11 

a=-41b=3 

(1.4.3d) 

(1.4.3e) 

It has been found (49) that in the atmosphere 10 is of the 

order of 1-3 mm. Thus for scale sizes much greater than 

1 mm., the kinetic energy spectrum must obey the -5/3 power 

law. In order to express the three-dimensional energy 

spectrum by means of (1.4.3c), the spatial autocorrelation 

function of the velocity field must be taken into consideration: - 

10 [L, Tý1 
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00 
E (k) cos (pk) dk R(P) =J (1.4.3f) 

i. e. the Fourier transform of the one-dimensional spectrum 

of the kinetic energy. It can be shown 
(49) that the three- 

dimensional spectrum is related to R(p) through the 

expression: - 

p. R(p) cos (pk) dp (1.4.3g) (k) = 2ßk 
fo 

where: k= ýký 

Inversion of (1.4.3f) yields: - 

E(k) = -1ý 
Jco 

R(p)cos(pk)dp (1.4.3h) 
0 

Hence, by differentiation with respect to k: - 

dE(k) 
__ -1f 

co 
p. R(p)sin(kp)dp (1.4.31) 

dk T J0 

Comparison of (1.4.3g) and (1.4.31) gives-: - 

ý(k)- 27rk dkk) 
(1.4.3j) 

Thud, for a one-dimensional spectrum obeying the "-5/3" power 

law (1.4.3c), the three-dimensional spectrum is: - 
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pik) = c2. E2/3. k -11/3 (1.4.3k) 

where c2 is a constant approximately equal to 0.11(49). In 

the case of statistical isotropy of the velocity field, 

ý(k) is independent of direction and it may be written: - 

(k) _ (k) = c2. E2/3k-11/3 
(49) (1.4.31) 

The temporal spectrum of kinetic energy, i. e. the frequency 

spectrum, in the case when all the temporal variations are 

associated with a translation motion of constant velocity u 

("frozen field"), is given by(49): - 

CO 
W (w) =ufk. ý (k) dk (l. 4.3m) 

v 

Substitution of (1.4.31) into (1.4.3m) gives: - 

27r 3 22/3 -5/3 
ScE [ýU 

Thus, the frequency spectrum obeys a "-5/3" power law in 

(1.4.3n) 

the case the velocity field is assumed to be "frozen". The 

velocity field is not the only turbulent field in the 

atmosphere. Temperature, humidity and refractive index 

undergo fluctuations due to turbulence. The fluctuations in 

temperature are caused by the transportation of eddies 

possessing a certain temperature to an environment with 

different temperature. In this way, temperature fluctuations 
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may develop at any point in a medium having a certain 

distribution of temperature. Following this argument and 

assuming that buoyancy does not interact with the velocity 

field, temperature can be considered as a conservative 

passive additive. Strictly speaking the temperature is not 

a passive additive, since deviations of T from a mean value 

give rise to buoyancy effects. Nevertheless, for very small 

deviations from the mean these effects may be considered 

negligible. This can be the case for an almost neutral 

stratification (Ri = 0). 

Tatarski(49) has given a complete description of the- 

problem and the final result for the three-dimensional 

wavenumber spectrum of temperature fluctuations is: - 

(k) = 0.033 CT2. k-11/3 (1.4.3o) 

There is an apparent similarity between (1.4.3e) and (1.4.3o)' 

resulting from the assumption that the temperature fluctuations 

are solely due to the turbulent velocity field. 

In (1.4.3o) the constant CT2 is called the temperature 

structure constant and is given by(49): - 

CT2= a2. X. e-1/3 (1.4.3p) 

where a is a constant approximately equal to 1.34, e is the 

kin. energy dissipation rate and X can be expressed by means 

of the mean characteristics of the turbulent velocity and 

temperature fields as 
(49): 

_ 
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2 

E= xM dZ SU =K 

2 

x T 

[1 
(1.4.3q) 

where KM, KT are the eddy viscosity and eddy thermal 

diffusivity respectively, 
äZ the mean vertical wind shear 

and 
äZ the vertical temperature gradient. Thus (1.4.3p) can 

be written as: - 

2=2 KT dT 2 dU -2/3 
ýT a KMl/3 

(dz, 
' 

(dz, 
(1.4.3r) 

As a microscale of turbulence has been defined for the 

velocity field, similarly a temperature "microscale" can be 

defined as: - 

[n3 1/4 

E) 
(1.4.3s) 

where n is the thermal diffusivity. In the atmosphere n 

(Prandtl's number) is of the order of 0.75 and it follows 

from (1.4.3e) and (1.4.3s) that: lo = 0.81T. Thus, dissipation 

in the atmosphere occurs at the same scale sizes for the 

velocity and temperature fields. 

The frequency spectrum of temperature fluctuations 

is analogous to (1.4.3n) and obeys a "-5/3" power law: - 

WT(W) = 0.124. v2/3. CT2. w 
5//3 (1.4.3t) 

The refractive index of atmospheric air for microwave 

frequencies is given by 
, 
(1.3.9). The quantities T and e in 
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this expression are not strictly conservative. Nevertheless, 

it is possible to introduce instead of T and e the potential 

temperature 6 and the specific humidity q in (1.3.9) which 

are both conservative additives as by definition they do not 

change during vertical displacements (provided that 

condensation of water vapour does not occur). The new 

expression for the coindex of refraction becomes (49) 
:- 

N= 77.6. p 1+ 780 
q! e-Y .Z1 e-i .z 

(1.4.3u) 

where z is the altitude and Yd the adiabatic lapse rate. 

Thus, N depends on the altitude z explicitly and also 

implicitly through the functions: - 

p (z) ,6 (z) and q (z) and it can be written: - 

N=N (z, p (z) ,6 (z) ,q (z) ) 

Thus, an air volume which is at an altitude z1, has a coindex 

of refraction: - 

Ni = N(Zi, P(Z1) ,6 (z1) , q(z1) ) 

If this volume is transported to an altitude z2, the 

quantities e and q do not change as they are conservative 

additives. The new N of the volume becomes: - 

N1' =N (z2, P(z2) 16 
(z2) 

, q(z2) ) 
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whereas the N of the new environment is: - 

N2 = N(z2, POP, 0(z2), q(z2) ) 

The difference in coindex of refraction between the trans- 

ported volume and its environment is: - 

AN =N'- N2 
dA 

+ 
dN ja Az 12 dz dq dz) (1.4.3v) 

as z and p(z) are the same for the volume and its environment. 

In this case, the fluctuations in N are proportional to a 

quantity M which from (1.4.3u) and (1.4.3v) is(49,50): _ 

M=- 77.6 
. 10-6. p1 + 

15600. 
q) 

(do 
- 

7800 ) 
(1.4.3w) 

2l Jl 
TT 

The expression for the three-dimensional spectrum of 

the refractive index is given in (49) 
as: - 

2 

n 
(k) = 0.033 Cn2 . k-11/3 exp 

(- k 
2J lm 

(1.4.3x) 

where Cn2 is the structure constant of the ref. index. The 

quantity km is related to the microscale of turbulence through 

the expression: km = 5.92/1o49ý. Thus, for scale sizes of 

the order of 1 cm. and larger (1.4.3x) can be written: - 

in(k) = 0.033 Cn2. k-11/3 (1.4.3y) 
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For optical wavelengths, the refractive index is independent 

of humidity and (1.4.3u) becomes: - 

N_ 
77.6. 

p T 
(1.4.3z) 

The fluctuations in N are related to the fluctuations in T by: - 

AN =- 
77.6 

p. AT (1.4.3y) 
T 

and the corresponding structure constants are related by the 

expression(49): - 

Cn2 = 
(77.6 

. 10-6. p) . CT2 (1.4.35) 
T 

A lot of experimental work has been dedicated to the 

verification of the expressions (1.4.31), (1.4.3o) and (1.4.3y) 

or the corresponding expressions for the one-dimensional 

spectra which obey a "-5/3" power law. Considerable agreement 

has been found between experimental results and theory for 

the velocity field. Thus, Tsrang(51) using a mast 300 m. high, 

carried out measurements of horizontal and vertical wind 

components and temperature and found that the corresponding 

fluctuation spectra obeyed the "-5/3" power law. Burns 
(52) 

reported that the vertical wind component measured during 

aircraft flights at low altitudes has a fluctuation spectrum 

which in average obeys a "-5/3" law for a large range of 

scale sizes (15 - 2000 m. ). Koprov(53) using the same 
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method found that spectra of the vertical wind component 

obeyed the "-5/3" law for altitudes up to 1000 m., whereas 

for greater altitudes and a stable stratification, the exponent 

was found to be greater than -5/3. Pinus and Shcherbakova(54) 

have found that for scale sizes from several hundreds of 

metres to some tens of metres and for neutral thermal 

stratification the spectra of the horizontal wind components 

obey the "-5/3" power law; for stable stratification, the 

spectra decreases more steeply than -5/3. Myrup's results 
(55) 

from aircraft flights show that as the-atmosphere becomes 

unstable during the morning hours (around 08.00), the 

exponent of the inverse power law describing the spectrum of 

wind fluctuations undergoes a transition from greater values 

to the usual 5/3. Vinnichenko and Dutton(56) found that a 

-5/3 exponent prevails in the spectra of the horizontal wind 

components for sizes up to the synoptic scales. 

Similar results have been obtained for spectra of 

temperature fluctuations. Gossard(57) making use of a captive 

balloon found that temperature spectra obeyed the "-5/3" law 

in an unstable layer with a large temperature gradient. 

Tsrang(58) found similar results from airborne and tower 

measurements of temperature spectra in the atmospheric 

boundary layer. Panofsky(59) from measurements at altitudes 

between 16 and 91 m. verified the "-5/3" law for spectra of 

temperature fluctuations. In (56) it was shown that although 

individual temperature spectra did not always agree with the 

"-5/3" law, their averaged values were well represented by 

this dependence. 
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Absolute humidity spectra measured by the captive 

balloon 
(57) 

and by optical methods 
(60) 

exhibit the same 

behaviour for scale sizes from 60 -6m. 
(57) 

and 100 -4m. 
(60) 

Spectra of refractive index fluctuations have been 

measured in (57,61,62) 
and they were found to be in good 

agreement with the "-5/3" law especially for conditions of 

thermal instability. 

1.4.4 The Effect of Buovancv on the Spectrum of Atmospheric 
Turbulence 

Although the validity of the similarity theory for 

the inertial subrange has found strong experimental support, 

it must be pointed out that a number of experimental 

investigations has shown significant deviations from the 

"-5/3" power law. Most of these deviations occur under 

conditions of thermal stability of the atmospheric layer under 

investigation. Quite often the deviations occur along with 

the 11-5/3" law but for a different wavenumber range. In (57) 

spectra of atmospheric scalars were found to obey a law of 

the type E(k) ' k-n where 5/3 <n< 7/3. Shur (63) 
observed 

a transition in the exponent n from -3 to -5/3 as the 

environment was changing from stable to unstable. The 

transition was occurring at scale sizes of approximately 

600 m. Lane in (61) 
reports that the exponents of refractive 

index spectra in the morning (stable stratification) varied 

in the range 1.64 - 2.55, whereas at around 13.00 hours 

(unstable conditions) the range of variation was shifted 

towards lower values (1.12 - 2.22). In(55) longitudinal 

velocity spectra taken in the early morning showed a 
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transition in the value of the exponent from -3 to -5/3. 

The transition was occurring for scale sizes ti 70 in. As 

later in the day the stratification changed from stable to 

neutral and unstable, the spectral exponents acquired the 

familiar -5/3 value. In(64), Plate and Arya report that 

longitudinal and vertical velocity spectra measured in a 

wind tunnel obeyed a "-l" power law for a stably stratified 

boundary layer. Fichtl and Camp 
(65) 

measured temperature 

spectra by a rawisonde in the scale size range 50 - 2000 in. 

Their measurements suggest a spectral function with exponents 

changing from -3 to -1 for increasing wavenumber. In (66) 

measurements of temperature spectra obtained by a tethered 

balloon show that in the frequency range 0.2 to 2.0 Hz the 

exponent of the spectral function was varying in the range 

-0.6 to -3.5. The larger values were associated with stable 

conditions and intense temperature fluctuations, whereas 

exponents in the vicinity of -5/3 were likely to occur under 

any conditions. 

The first attempt to explain theoretically the effect 

of buoyancy and, consequently stability, upon the spectral 

characteristics of atmospheric turbulence was made by 

Bolgiano(67'68). He suggested that in a range of scale sizes 

(wavenumbers) the shape of the spectrum is determined only 

by the rate of production and dissipation of the mean-square 

fluctuations of the specific buoyancy forces. This range of 

wavenumbers was given the name "" buoyant subrange "" and 

may be considered as an extension of the inertial subrange. 

The effect of stratification in the buoyant subrange is that 
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it extracts kinetic energy from the turbulent motion trans- 

forming it into potential energy. The extraction of energy 

occurs over a whole range of scale sizes. A consequence of 

this is that the rate of inertial transfer of turbulent energy 

across the spectrum is reduced for increasing wavenumbers. 

Finally, the viscous dissipation rate e may become much 

smaller than the rate at which turbulent energy is generated 

by the mean motion. The motions that, by working against 

buoyancy, convert kinetic energy into potential energy also 

generate deviations in density (temperature) from its mean 

distribution. Thus, mean-square temperature fluctuations 

are produced at a given rate and they break up into smaller 

scale components which are ultimately diffused into heat by 

molecular motion. In this way the kinetic energy that may 

have been converted into potential energy has the same fate 

as that which has been inertially transferred and dissipated 

by viscosity. 

By assuming that for the buoyancy subrange the 

viscous dissipation rate e«X (rate of production of mean- 

square temperature fluctuations) and that viscosity and 

thermal diffusivity become active at much smaller scale 

sizes, Bolgiano gave the following spectral expressions for 

the one-dimensional wavenumber spectrum of kinetic energy 

and temperature: - 

E(K) ti X2/5 (g/00)4/5 K-11/5 (1.4.4a) 

FT(K) ti X4/5 (g/eo) -2/5 K-7/5 (1.4.4b) 
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where g is the acceleration of gravity and 6o the mean 

potential temperature. For the inertial subrange the usual 

-5/3 forms apply. The expression (1.4.4b) applies for any 

conservative passive additive such as ref. index, for the 

buoyancy subrange. 

Monin(69) obtained the same result by assuming that 

for very high stability the buoyant subrange does not depend 

on the rate of energy dissipation but is determined by two 

parameters only: the buoyancy parameter g/A and the mean 

rate of production (and dissipation) X of temperature 

fluctuations. From dimensional considerations the expression 

(1.4.4a) was obtained. 

Shur in (63) 
obtained spectra of vertical velocities 

in stratified regions of the atmosphere; these spectra were 

adequately represented by a -3 power law at low wavenumbers 

undergoing a transition to the familiar -5/3 law at higher 

wavenumbers. To explain this behaviour, Shur attributed the 

loss of part of the kinetic energy of turbulence to the work 

done against buoyant forces. His explanation has the 

following basis. 

In an atmosphere with stable stratification, a 

turbulent eddy must perform work against the buoyant forces. 

Thus, some of the eddy kinetic energy is converted into 

potential energy and contributes to a decrease of the 

stability. Eddies of small dimensions suffer little energy 

loss compared to large eddies which are more buoyant. It is 

clear that the loss of kinetic energy is not the same along 

the wavenumber range. In certain cases of high stability, 
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nearly all the energy of large eddies is expended against 

buoyancy forces and is not cascaded down to smaller eddies. 

Thus the spectrum of turbulence decreases very sharply at 

large wavenumbers. The quantitative result that Shur obtained 

through a "not rigorous" treatment, based mainly on dimensional 

analysis, is: - 

E(K) = c. e2/3K-5/3 (1 + b. k-4/3) (1.4.4c) 

where c is a constant, e the rate of dissipation and ba 

quantity defined as: - 

b=4 (2Tr)4/3 6 
dz E-2/3 (1.4.4d) 

From (1.4.4c) it can be concluded that: - 

E (K) ti K-3 b. K-4/3 »1 (1.4.4e) 

E(K) ti K-5/3 b. K-4/3 «1 

Thus, the transition from the -3 to the -5/3 power law 

depends on the wavenumber and, from (1.4.4d), on the static 

stability parameter 
e 

dz' 

For high stability the -3 power law can dominate 

the spectral function for considerably high wavenumbers. 

Lumley 
(70 

regarded the dissipation rate e as a spectral 

energy flux and, in fact, when equilibrium is assumed, the 

amount of turbulent energy that is produced is also transferred 

through the spectrum and finally dissipated. For the inertial 
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subrange of turbulence e is constant. A non-constant e at 

a particular wavenumber means that energy is transferred into 

or out of the spectrum in that vicinity. If the local 

variation of e with wavenumber 
äK is very small compared to 

the total variation of c with K ((E/K)/(3E/DK) » 1), then 

the spectrum may be considered " locally " inertial and 

isotropic in wavenumber space. A consequence of this is 

that although there is a transfer of energy out of the 

spectrum due to work done by the eddies against buoyant 

forces, at any wavenumber " vicinity " the temperature 

fluctuations are solely determined by the velocity fluctuations 

exactly as in a Kolmogorov inertial subrange. Lumley found 

that the rate at which energy is leaving the spectrum is: - 

de 
-_1 

ae 
c. e1/3K-7/3 äK e aZ 

(1.4.4f) 

This is a non-linear first order equation for the spectral 

flux. Its solution gives 
(7l): 

- 

2/3 2/3 86 c -4/3 2/3 K -4/3 
E- Eo +8 2z 2K= EO (1 +K) (1.4.4g) 

b 

where Eo is the final dissipation rate, c is a constant equal 

to 2KM where KT/KM is the turbulent Prandtl's number 
T (21) 

approximately 0.03 for stable stratification Thus 

c= 66.6. The quantity Kb is given by: - 

Kb4/3 -26 dz co-2/3 (1.4.4h) 
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Due to the assumption of a "locally inertial" subrange 

the usual form of Kolmogorov may be used to describe the 

velocity fluctuations spectrum where s is taken from (1.4.4g): - 

E (K) = a. is-5/3 (1 +K 
-4/3 

) (1.4.4i) 
b 

Apparently the result of Lumley is in exact agreement. with 
4/3 the relationship given by Shur provided that b= Kb. In 

fact from (1.4.4d) and (1.4.4h) accepting that c= 66.6, it 

comes out that b=2 Kb413. This has the consequence that 

the transition from the -3 law to the -5/3 law occurs at 

smaller scale sizes for Lumley's model. 

The above-mentioned models can be classified into 

two categories: - 

(a) The Bolgiano-Monin model predicting a -11/3 power 

law for the spectrum of velocity fluctuations and a -7/5 

law for the spectra of conservative passive additives in the 

" buoyancy subrange ". 

(b) The Shur-Lumley model predicting a -3 power law for 

velocity and conservative passive additive spectra in the 

"buoyancy subrange", changing into the -5/3 power law for 

the inertial subrange proper. Their differences are a 

result of the initial hypotheses. In the Bolgiano-Monin 

model, the turbulence spectrum is determined by the rate of 

production and dissipation of the mean square fluctuations 

of the buoyancy forces. In the Shur-Lumley model the rate 

of work done against the mean gradient of temperature 

determines the spectrum. 
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Although these models give a satisfactory explanation 

to many of the previously mentioned experimental observations, 

they fail to predict a "-l" power dependence of the spectral 

function as reported by(64,65,66). Neither do they give any 

predictions for the spectral expressions in the case of an 

unstable stratification. A different approach to the problem 

of the effect of stability upon the spectra of turbulent 

atmospheric motions has been introduced by the theory of 

interaction of the average and turbulent fields of 

temperature and wind velocity(71'72'73). The main source 

of turbulent energy in the atmosphere is the energy of the 

mean motion. The intensity of turbulence and the turbulent 

transfer of momentum, or any conservative passive additive, 

are determined not only by the velocity gradients (vorticity) 

of the mean motion but also by the interaction of the 

with the vorticity of the d 
vorticity of the mean motion 

[dz) 

turbulent motion 
[dzdu). 

Tchen(71) distinguishes the case in which the 

vorticity of the basic (mean) motion is small compared with 

the vorticity of turbulence in a certain range of scale sizes 

from the case in which the vorticities are comparable. In 

the first case, there is no interaction between the two 

motions and the vorticity of the mean motion serves only as 

an energy input to the turbulent motion. In the second case, 

the comparable vorticities interact and this may lead to a 

strong resonance where the basic motion provides energy not 

only for the largest turbulent eddies but, also, for a whole 

range of scale sizes. In the atmosphere, this interaction 
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can be observed in the region of strong velocity and 

temperature gradients. 

The predictions of Tchen(71 and later Gisina(72) 

for the kinetic energy spectrum are: - 

A -5/3 power law for the case of weak interaction 

between the basic and the turbulent fields. In the 

dissipation subrange this law changes into -7 power law. 

In the case of strong interaction, the spectrum of 

kinetic energy is given by the expression: - 

E (K) =1+ 9ý 
. K-1 KT 

dv e. e dz 
KM dz 

(1.4.4j) 

where KT/KM is the turbulent Prandtl's number, e the kinetic 

energy dissipation rate and X the temperature dissipation 

rate. 

In 1975, Tchen(73) published a work in which, 

through an elaborate mathematical method (cascade decomposition), 

the one-dimensional spectra of kinetic and potential energy 

for a stable or unstable stratification are expressed as a 

function of wavenumber for the following subranges: - 

(a) Buoyancy Subrange, (b) Inertial subrange with buoyancy 

mixing, (c) Inertial subrange, (d) Dissipation subrange. 

In the case of stable stratification, the kinetic 

energy fluctuations are dampened and a conversion into 

potential energy occurs. In an unstable stratification, the 

effect of gravity is to amplify both the kinetic and 

potential energy fluctuations. 
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The results obtained by Tchen are summarized in 

Table 1.2. 

The various subranges are characterized by different- 

spectral functions for the kinetic and potential energies and 

the exponent n can acquire the values -3, -1, -5/3 and -7 

depending on the subrange. The transition occurs for specific 

wavenumbers separating the various subranges and given by the 

following expressions: - 

(a) Kinetic energy spectra: - 

1 
{R 

/2 
N2} 1/2 

3/2 1/2 
KRe = {R£ } 

u 
(1.4.4k) 

Eu 1/4 
Kv 

ýV3) 
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TABLE 1.2 

KINETIC ENERGY SPECTRUM E(K) 

Subranges Buoyancy Inertial Inertial Dissipation 
of Kinetic with Buoyancy 

and Potential K 
Energy KRN RE K 

v 

0 E (K)' K-3 
rd >1 
0 

-3 G(K)`IjK 

? 
30 

E (K)'\ K-1 E (K) ^vK-5/3 

U 
fy, E-4 r-1 (a 

ro 
-H 

o G (K)'UK G (K) 'UK-1 
W 4-J 0 

Cý 

w H ä a 
z 
W 

x 

r-1 E (K)''K-3 E (K)', K-5/3 

S-t G(K)'U'K G(K)', K-5/3 

7 H 
Ei 

0 C14 
x 

o 
E (K)K7 

cd 
ß' -7 G(K)`I+K 
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(b) Potential energy spectra: - 

{R 
1/2 

N2 
1/2 

E 
K_} 

U 

3/2 1/2 KRE 
_ {R } 

(E u 
1/4 

I KX = 13) 
l X 

(1.4.41) 

where N2 =e2 
de 
dz, eu and eU and the dissipation rates of 

kinetic energy and*potention energy respectively and R is 

a measure of the vorticity and is given by: - 

R= eu /KM where KM is the eddy viscosity 

For unstable stratification, the spectral expressions 

remain as in Table 1.2 but the transition wavenumbers are 

given as: - 

(a) Kinetic energy spectra: - 

3 1/2 
KM = {ý } 

v 

M3 1/2 
KMý= {E } 

u 
(1.4.4m) 

KV 
E 1/4 

{v3} 
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(b) Potential energy spectra: - 

3 1/2 
KM = {e } 

3 1/2 
KMe 

= {E } 

u 

Eu 1/4 

(1.4.4n) 

where M2 = -N2 and the rest of the quantities are as defined 

before. 

An idea about the scale sizes corresponding to the 

transition wavenumbers can be given by the following numerical 

application: - 

The values for eu given in (51) 
vary between 100 - 10 

cm2. sec-2 and for eU between 150 - 50 cm2. sec- 
3. In (74) 

CU 

has an average value of 100 cm2. sec- 
3 for up to an altitude 

of 1000 m. Thus, the average values eu = 50 cm2. sec- 
3 

and 

EU = 100 cm2. sec- 
3 

seem appropriate. The value of KM can be 

taken equal to 104cm2. sec- 
1 (3) 

and v=X=1.5 cm 
2. 

sec- 
1 

For N2 = l0-4sec-2, the following values are obtained through 

(1.4.4k) and (1.4.41): - 

Kp =. 3.76.10- 2 m1 

ARE = 
KR£ 

= 2.65.10-1m 
1 

KRN = 2.65.10-2m 1 

KIV = KV = 1.96.102m1 
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and for the corresponding scale sizes: - 

1RN = 
27 

= 167 m LM = 
27 

= 236 m 1R = LR = 24 m 
RN K RN eeI 

and 1v = Lv = 3.2.10-2 m 

Thus, assuming that the buoyancy subrange starts with scale 

sizes in the vicinity of 2000 m (thermal cells), the "-3" 

regime covers 1 order of magnitude in scale size (2000 m. to 

200 m. ), the "-1" regime covers also 1 order of magnitude 

(200 m. to 20 m. ) and the "-5/3" regime covers 3 orders of 

magnitude (20 m. to a few cms. ). 

When the stability decreases, the transition scale- 

size separating the "-3" and the "-1" regimes shifts. to 

larger wavelengths. For N2 = 10-5 and the rest of the 

quantities the same as before: - 

KRN = 1.18.10-2m-1 and 1RN = 21T/K = 532 m. 

KRN = 8.4.10-3m 
1 

and LRN = 2Tr/KRN = 746 m. 

For conditions of instability, the expressions 

(1.4.4m) and (1.4.4n), for a very common value of M2 = 10-5cm 2 

and the rest of the quantities as before, give: - 

KM = KM = 1.77.10-3m 1 
and 1M = LM = 3550 m. 

KM = KM = 2.51.10-3m1 and 
EE 

1M = LM = 2500 m. 
Ee 
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Thus for unstable stratification the "-3" regime covers scale 

sizes larger than 3.5 km., the "-l" regime covers only a 

narrow range of scale sizes between 2.5 km. and 3.5 km. and 

the "-5/3" regime covers the whole range of scale-sizes from 

the dissipation microscale up to 2500 m. 

Apparently Kolmogorov's "-5/3" law governs the whole 

micrometeorological range of fluctuations for unstable 

stratification and the small-scale part of it for stable 

stratification. Thus, it is the most common law for the 

spectral functions of atmospheric variables. 
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THEORETICAL APPROACHES TO THE PROBLEM 

OF TRANSHORIZON PROPAGATION 

In the years around 1935, after the discovery by 

Marconi (summer, 1932) that frequencies around 500 MHz. may 

be propagated beyond the optical horizon, theoreticians 

began their attempts to explain this phenomenon. Initially, 

their efforts were directed towards studying the diffrdction 

effects due to the earth's curvature. Basically, the problem 

posed was that of diffraction by a sphere of diameter very 

much greater than a wavelength. The solution of this problem 

is not without difficulty even if the effects of the 

atmospheric gases are neglected. Solutions obtained after 

this simplification have given rise to what are collectively 

known as "theories of wave propagation in the ideal atmosphere". 

A detailed description of these theories is out of the scope 

of the present work. In general, they are not relevant to 

this investigation. 

However, extensive research work, in the fields of 

transhorizon propagation and meteorology, revealed inadequacies 

in these early theories. Large discrepancies between 

experimental and theoretically predicted values of the field 

intensity existed for U. H. F. transmissions to distances well 

beyond the horizon. Also, the effects of the troposphere 

were found to be far from negligible. Considerable 

variations, both spatial and temporal, of the ref. index 

properties of this region were found to exist. This led to 
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new theoretical investigations taking into account the 

inhomogeneity of the troposphere for the purpose of 

attributing transhorizon propagation to the variations of 

the refractivity field. The resultant "theories of wave 

propagation in the real atmosphere" have proposed. trans- 

horizon propagation via a number of different mechanisms. 

2.1 Propagation by Refraction in a Standard Atmosphere: 
Effective Earth Radius-Modified Ref r. Index 

The first attempt to attribute propagation beyond 

the optical horizon to the mean properties of the atmospheric 

refr. index was made by Schelling, Burrows and Ferrell(75). 

As mentioned in Chapter 1, in a "standard" atmosphere, the 

refr. index is decreasing with altitude. The path of a wave 

propagated in such a medium is curvilinear. An expression 

relating the curvature of a radio-ray to the gradient of the 

refr. index is given (see Appendix I for derivation): - 

pn dh cos6 (2.1.1) 

where p is the radius of the ray-path curvature and 6 is the 

angle between the ray-path and the surface of constant refr. 

index at an altitude h. 

The curvature of an "effective earth" is defined as 

the difference between the curvatures of the real earth and 

the ray-path: - 

Reff. RP 
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then: - 

Reff. = k. R =1 1/R - 1/P 

and: - 

k=1 
1+nE In 

dh cosA 

The values of 6 are usually very small in tropospheric 

propagation, in which case cosh =1 and: - 

k=1 
1+n dh 

(2.1.2) 

For a "standard" atmosphere, the refr. index gradient has 

been given as (see Chapter 1 (1.3.13)): - 

dh =d. 10_6 = -40.10-6 (units/km. ) 

inserting this value in (2.1.2) and considering that n=1 

and R= 6370 km.: - 

14 

1-6.37.103.40.10-6 3 
(2.1.3) 

Thus, an "effective" earth radius of Reff. = 3R would permit 

the propagation of a ray rectilinearly under "standard" 
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atmospheric conditions. 

It is apparent from (2.1.2) that for any refr. 

index gradient there is a corresponding k-value. Therefore, 

it can be seen that there are conditions when short trans- 

horizon links may behave as though they were line-of-sight 

and, conversely, near the horizon line-of-sight links may 

behave as transhorizon. 

Alternatively, one may use the concept of a modified 

refr. index with a gradient changing with altitude. When 

the departures of a ray-path from the straight are of 

interest, in which case ak=3 is assumed, one may remove 

the "standard" decrease of N with height by adding a 

quantity SN = (h/4R). 106 to N(h). In this way, the "B unit 

is obtained" 
(76 ) 

B (h) =N (h) + (h/4R) . 106 (2.1.4) 

The profile of B in a standard atmosphere is a vertical line 

and any departure from this profile amounts to a deviation 

of the ray-path from the straight. 

When propagation takes place over extended ranges, 

it is very helpful to use the concept of a "flat earth". In 

such a model, the terminals are "radio visible" but the ray- 

paths are curving upwards. As this corresponds to an 

infinite "effective earth" radius, then k -} 0 and from 

(2.1.2) :- 

R do do 
__ -1 1+n dh -O, hence: 

dh R 
(n = 1) 
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For this case, the modified index of refraction is 

defined as: - 

M(h) =N (h) + (h /R) . 106 (2.1.5) 

The M-unit or "modified refractive index" has 

surface values in the vicinity of 300 and is an increasing 

function of altitude. 

Both the B-unit and the M-unit are subject to 

' certain limitations. These are due to the assumption of a 

"standard" atmosphere with a linear decrease of N with 

height. Investigations concerned with the variations of the 

k-value proved the inadequacy of the "linear decrease" model 

for N. It has been shown 
(76) that the k-values determined 

from actual meteorological measurements varied systematically 

as a function of climate. Later, Bean and Meany(77 have 

found that the annual variations in the monthly means of k 

were highly correlated with the corresponding monthly 

medians of radio field strengths for different parts of the 

U. S. A. This led to a development of a method predicting 

radio field strengths as a function of k(7$). Prompted by 

these realisations, other investigators (79) introduced new 

models of atmospheric refractive index, offering considerable 

improvement over the "4/3" model for applications at long 

distances and high elevations. These models adopt an 

exponential decrease of N with height. This is a more 

realistic model of the real atmosphere in view of the fact 

that the first term of (1.3.9), involving the factor P/T, 
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amounts to at least 70% of the total and is proportional to 

air density, a quantity assumed to decrease exponentially 

with height. 

Nevertheless, it may be conveniently assumed that 

for the first 2-3 km. of the atmosphere, the "4/3'. ' model is 

in essential agreement with the structure of N. Since it 

has been shown that 60% of the total bending of a ray occurs 

in the first kilometre above the earth's surface 
(79,80) 

, then 

B and M units seem adequate enough to describe the refractivity 

profile for cases of propagation at moderate transhorizon 

distances (up to 200 km. ) and at very small or zero elevation 

angles. 

2.2 Wave Propagation in the Real Atmosphere 

The theories attributing transhorizon propagation to 

the inhomogeneities of the troposphere, necessarily provide 

an atmospheric model representative of the propagation 

mechanism. Tropospheric models that have been extensively 

used in the past in propagation studies may be classified 

into the following categories: - 

(a) Stratified atmosphere with transition layers 

where the refr. index gradient changes sign 

(inversions); 

(b) Atmosphere with extensive layers or thin ones 

with limited horizontal extension, characterised 

by a gradient of refr. index exceeding that of 

the surrounding space and capable of reflecting 

incident e. m. radiation; 
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(c) Atmosphere containing turbulent eddies or 

"blobs" capable of scattering e. m. energy 

independently. 

The propagation mechanisms related to the above- 

mentioned models are the following: - 

1. Wave propagation in atmospheric "ducts", 

sometimes known as "trapping"; 

2. Propagation by partial reflection from extended 

or broken layer structures "feuillets" 

contained in the volume common to the trans- 

mitting and receiving aerial beams; 

3. Propagation by "scattering" caused by turbulent 

eddies ("blobs"). In this mechanism only 

"blobs" contained in the "common volume" 

contribute to the transhorizon field. 

2.2.1 Wave Propagation in an Atmospheric Duct 

A theory of "ducting" was presented by Booker and 

Walkinshaw(81) in 1946. It is based on the concept of a 

flat earth model and, therefore, of a modified refr. index. 

When the gradient 
äh is positive, a propagated ray curves 

away from the earth's surface. For äh <0a propagated ray- 

path curves towards the earth's surface. From (2.1.5) and 

(2.1.2), it can be shown that in such a case the k-factor 

becomes negative, thus it can be assumed that the effective 

earth's radius becomes negative in the presence of a negative 
dm - (81) 
dh. In, these concepts are used in suggesting that 

certain M profiles may give rise to "guided wave modes" of 
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propagation in the troposphere. 

To specify these modes of propagation and predict 

the field resulting from "ducting" at great distances, 

Booker and Walkinshaw initially considered an horizontally 

polarized wave and they proceeded to establish the conditions 

under which H waves are propagated in the atmosphere. The 

problem can be reduced to one of two-dimensions by considering 

an horizontal radiator of infinite length in the z-direction 

and studying the propagation on the x-y plane (see Figure 

2.1): - 

Z 

Figu re: 2.1 

Consider a wave launched at an angle a in a medium 

with a modified refr. index profile M(y) as in Figure 2. la. 
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Due to the condition 
d) 

<O characterising the lower layer 

of the medium, the wave path curves towards the earth and at 

a height h, the propagation vector forms an angle ß with the 

horizontal. 

For this height, the wave function can be given as 
(7): 

_ 

U= Uo exp {j 
[(27T m (h) (dcosß + hsinß)] } (2.2.1a) 

where m(y) = M(y)/M(o) is the magnitude of the propagation 

vector. 

The horizontal component of the propagation vector 

is normal to the direction of the refractivity gradient and 

it is independent of height. Thus, the vertical component 

of the propagation vector can fully describe the progress of 

the wave. From Snell's law: - 

M(y) cosa = M(o) Cosa , and: m(y) cosß = Cosa 

and for the vertical component of m(y): - 

q (y) =m (y) sine 

The wave function in (2.2.1a) can be expressed as: - 

U= u0 exp {j [wt 
- k(r. cosa + q(y). y)] } 

and for any height in the duct: - 
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h 
U= U0 exp {j [wt 

-k (r. cosa +fq (y) dy)ý } 

0 

Thus, the phase of the wave propagated in the duct depends 

on time and horizontal distance through the term: - 

j(wt - k. r. cosa) 

and on height through the term: - 

h 

-jk 
fq 

(y) dy 

0 

As it is shown in Figure 2.1: - 

q(y) 2= m(y) 2- costa 

Thus, for y=h, q(h) =0 because ß=0 and sine = 0. For 

y>h, q is imaginary and negative. For y<h, q is real 

positive or negative. 

The real values of q(y) indicate upgoing and down- 

going wave components present, corresponding to an incident 

and a reflected component respectively. The imaginary value 

of q(y) indicates that there is an upper boundary of the 

duct behaving as an inductive reactance, in such a line the 

transmitted and the reflected waves would interfere to give 

rise to a standing wave. The horizontal electric field 

associated with such a wave is given as: - 
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E= Uy 2 
cos 

[Tr/4 
= kJ gdhh ei 7r/4 

q 

This standing wave also propagates along the horizontal 

direction as the factor exp{j(wt - k. r. cosa)} suggests. For 

a given atmospheric duct, Booker and Walkinshaw(81) have 

shown that the resultant field at a distance r from a 

radiator is: - 

dM exp 
[j 

(Tran . r/X )J 
E= Eo 2h1La. 

fn (hT) . fn (hr) 
n=1 n 

where an is the characteristic angle of elevation for an Hn 

mode of propagation and the functions fn(hT), fn(hr) are the 

height functions of the transmitting and receiving aerials 

respectively. E0 is the free space value of the field. 

As in waveguides, these ducts have a cut-off 

frequency. Unfortunately, this cut-off frequency is not 

well defined because the spatial limits of a duct are not 

easily defined. The maximum wavelength that may be propagated 

in a duct of given properties is approximately given by(12): - 

Amax (m. ) = 2.5 . h0/1i 

where ho is the height of the duct in metres and An the 

variation of the refr. index inside the duct. Thus, for the 

present experiment and for An = 4.106 which is a typical 

value for average latitudes (83), the minimum duct height 

must be: - 
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min = 
ý2 

5 "0.5.103 = 66m. h- 

The conditions for the formation of an atmospheric duct 

usually depend on the temperature profile and temperature 

inversions are sometimes severe enough to cause a'decrease 

of M with height without any vertical gradient of water 

vapour. An extensive description of the properties of 

atmospheric ducts and the conditions associated with their 
(formation 

can be found in9'82ý Briefly, these conditions 

are as follows: - 

Surface ducts: (a) Flow of warm air over a cold and wet 

ground; (b) Radiative cooling of the ground during calm and 

cloudless nights. 

Elevated ducts: Subsidence of an air mass in an area of 

high pressure. The descending air is compressed and thus 

warmed and dried; if this air is prevented from reaching 

the ground by low level clouds or fog, then an elevated 

duct is formed above the top of the clouds. 

It has been shown 
(82) that even under the most 

favourable conditions, ducts above land occur less than 15% 

of the time. For a temperate climate, the frequency of 

occurrence is usually 4-5% of the time. 

The non-permanent character of ducts has reduced the 

practical significance of the "ducting" theory during recent 

years. Nevertheless, abnormal propagation which may be 

attributed to ducting is sometimes of interest in the study 

of interference phenomena. 
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2.2.2 Wave Propagation by Partial Reflection 

The theory of wave propagation by partial reflection 

has been based on the hypothesis that stable layers can 

appear in regions of the troposphere where the flow of air 

is laminar. Such layers are usually characterised by a 

discontinuity in the refr. index gradient due to the absence 

of turbulent mixing inside the layer. In the first 

theoretical studies 
(84,85) 

of the problem, it was assumed 

that the reflecting layers are not influenced by turbulence 

in the adjacent layers or by the vertical displacements of 

the troposphere. In such a case, the reflecting surfaces 

may be considered to be plane and horizontal and the geometry 

of the path can be described as in FIGURE 2.2: - 

-- ý . 11 b' 

Figure 2.2 

Td -"; dR 
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Considering each reflecting surface as a set of secondary 

(Huyghens) sources, the received power can be expressed 

as( 
): 

- 

P=P 
AT"AR 

C2 a+ S2 a2b. 8 
+ S2 

b"6 (2.2.2a- :: 

l 
) RT X2d2 VX -. d LvrJJL .d 

where AT, AR are 

receiving aerial 

S(z) are Fresnel 

[cos{tz 
C(z) = 

the effective areas of the transmitting and 

s, PT is the transmitted power and C(z), 

integrals defined as 
(116) 

z 

dt , S(z) =J Cos(2t2dt 

0 

C (z) and S (z) have the following properties 
(116) 

:- 

lim C(z) =1 
z-}c 

2 

lim C(z) =z 
Z-)-0 

lim S (z) =2 
z-roo 

lim S(z) =0 
z-+0 

Depending on the dimensions a and b of the reflecting 

surface relative to the axes a. d and VX. d/6 of the Fresnel 

ellipsoid, the expression (2.2.2a) can take the forms: - 

(a) If a >> a. d and b»a. d/e, then: - 

a =C 
b. 8 

=S a =S 
b. 8 

=1 
a. d a. d Ivraj a. d 2 
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and: - 

P= 
PT. AT. AR 

n2 R4 A2. d2 

where n is an amplitude reflection coefficient. 

(b) If a» VX, d and b« //g, then: - 

Ca=Sa=1Cb. 6 b. 6 S b. 6 
=0 

/X- -. d 
[ VX- -. d 2 X. d 

and: - 

P=P 
AT. AR(b. 6)2 

n2 T2 Ä3d3 

(c) If a« VX, d and b«a. d/e, then: - 

(2.2.2b) 

(2.2.2c) 

= a_aCb. 6 b. 6 Sa=Sb. 6 

a. d -. d a. d a. d 

and: - 

P=P 
AT. AR. a 2. (b. 6) 2 

n2 RTX 
. d4 

(2.2.2d) 

The case (a) is rather unrealistic as, for moderate 

propagation distances and centimetric wavelengths, the 

dimension b is of the order of tens of kilometres. In the 

present experiment for instance: - 
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X=0.33m. ,d= 70 km. ,6=8.2 mrd. ,b= 18500 m. 

It is more likely that b=a, then for a volume V common to 

the aerial beams and containing N contributing layers per 

unit volume, the received power can be given from. (2.2.2c) 

as: - 

AAN. b2 foz. 
n2av = 

T" R. 

2A3. d3 
V 

(2.2.2e) 

The above expression assumes that the dimensions and the 

number of layers per unit volume are constant in V. In(85), 

the solution of (2.2.2e) has been given in the form: - 

P-PQ. x3 
.f (2.2.2f) RT 3d3(P 5a2 (2+a/c) 

where (D is the angle of elevation of the transmitting and 

receiving aerials, a is the beamwidth of identical aerials 

and Q and f 
[] 

are. given as: - (D 

Q=2.000 k2. b2N, i. e. a constant for the atmosphere in the 

common-volume: - 

f (a/(D) =1+ (1 + a/(D) -4 -1 
(1 

+ a/(D, 

The theory of propagation by partial reflection 

gives concrete answers to some basic problems involved in 

the planning and performance of a given transhorizon circuit. 
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Thus, from (2.2.2f) it can be seen that the transmission loss 

L= PR ti A3 and if (2.2.2d) is used in (2.2.2e) instead of 
T 

(2.2.2c), then this dependence becomes L ti A2. 

Furthermore, in(112), the problem of the fading 

power spectrum has been considered and the proposed' expression 

is: - 

i 
P (f) = exp -f (2.2.2g) 

2cr2 
e 

the quantity ae = (0.85 ße/X). U. sinS 

where ße is the angle at which the power reflection 

coefficient becomes 1/2, U is the mean drift velocity of the 

reflecting layers and 6 is the angle between the velocity 

vector and the propagation path. 

The expression (2.2.2g) indicates that an increase 

of the drift velocity would result in a "spread" of the 

fading spectrum. Also, that the cross-path wind component 

accounts for the fading. 

More recent theoretical work on this subject(86'$7) 

has put forward a hypothesis which suggests that partial 

reflections from irregular layers or "feuillets" can be 

responsible for transhorizon propagation. 

This theory takes into account the turbulence in 

the medium surrounding the stable layers which results in 

a "corrugation" of their surfaces. Two kinds of irregularities 

are distinguished - the "primary" having vertical and 
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horizontal dimensions of a few tens of metres and the 

"secondary" with vertical dimensions of a few hundreds of 

metres and horizontal dimensions of some kilometres. The 

former are a result of the adjacent turbulence; the latter 

are due to the vertical displacement of the air. Both 

"primary" and "secondary" irregularities in a "feuillet" 

may give rise to specular or to diffuse reflection depending 

on their orientation. Specular reflection results from "in 

phase" constructive interference of rays within a narrow 

solid angle. Diffuse reflection results from the inter- 

ference of rays with a randomly distributed phase within a 

wider solid angle. The expression for the power due to 

specular reflection is given 
(12) 

as: - 

z L212 3 

Prs Pfs'as 
6n_ 2 (1 - yz) 

6 
(2.2.2h) 

ez 1z HzaD 
I 

and the power due to diffuse reflection: - 

2 L. 1 H2 
prd pfs, ad 

a2 Z (1 - y2) 
5 

(2.2.21) 
ehaD 

1 

where ad = 6.2 x 10-3, as = 1.2 x 10-2, se is the refractive 

index gradient in the "feuillet", L and H are the horizontal 

and vertical dimensions of the "feuillet", 11 and hl the 

horizontal and vertical dimensions of the "primary" 

irregularities, 12 the horizontal dimension of the "secondary" 

irregularities, a is the angle of incidence, D the propagation 

distance, y is the factor süu where u= 2i 6 and 8 is the 
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angle of reflection. 

The expressions (2.2.2h) and (2.2.2i) show a more 

rapid decrease of reflected power with frequency for 

specular reflection (ti A3) than for diffuse reflection (ti A2). 

The frequency dependence for the specular reflection are in 

agreement with the one proposed in the previous theory of 
(partial 

reflections85,112) 

" The temporal variations of a signal received through 

such a propagation mechanism are given in (12) by means of an 

approximate expression for the fading rate (number of positive - 

transits across the median level): - 

N= Un. 3T (2.2.2j) 

where Un is the component of the wind normal to the path and 

T is the inclination of the discontinuity. No expression 

for the fading spectral function is proposed. 

Although the theory of propagation by partial 

reflection has not been generally accepted as the main 

mechanism of transhorizon propagation, however, there is 

some experimental evidence88'89ý that for part of the time, 

transhorizon radio propagation may be accounted for by a 

reflection mechanism. 

2.2.3 Wave Propagation by Scattering 

Atmospheric turbulence as a possible cause for the 

scattering of transmitted radio waves was first suggested by 

Booker and Gordon 
(90) 

and Megaw 
(91) 

, following the work of 
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Pekeris(92) on sound wave propagation. In these treatments 

the Born approximation (single-scatter) was introduced and 

since then, it has been consistently used. The weakness of 

these early theoretical approaches lie in the fact that an 

exponential autocorrelation function for the refractivity 

field is assumed. It was soon realised 
(93,94,95) 

that the 

model of turbulence proposed by Kolmogorov (see Subsection 

1.4.3) was the most suitable for the description of the 

propagation medium and further research on the subject 
(96,97, 

49) 
proceeded along this line. Other investigators (98,99,100) 

developed original ideas for the dependence of the e. m. waves 

on the turbulent medium. 

By considering a turbulent eddy as a "blob" having 

a different refr. index (dielectric constant) from its 

environment, Booker and Gordon showed that an aggregate of 

such "blobs", existing within the volume common to the trans- 

mitting and receiving aerial beams, can give rise to a 

considerable degree of energy scattering. 

The wave equation for an inhomogeneous medium 

derived from Maxwell's equations gives for the electric 

field vector 
(101,102): 

_ 

z 
v2E -c 

8tz 
(E. E) 

=-EE. 
Vc (2.2.3a) 

Since the field oscillates much more rapidly than the 

dielectric constant, the time derivatives operate mainly on 

ý. Expressing the dielectric constant as e= <e> + Se, 

where <e> is a mean and 6c a fluctuating part and assuming 
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that <c> = 1, (2.2.3a) can be written: - 

2 '' 
V 2E -1 (1 + 6E) aE üE. Vln (1 + 6E)] (2.2.3b) 

c2 at2 1 

Considering that the field consists of an unperturbed 

part Eö and a scattered part Es, i. e. Eö + ES and that 

In (1 + 6e) = 6(e) (49) 
, then (see Appendix II): - 

(V2 + k2) Es =- k2.6 Eö (2.2.3c) 

The solution of this equation is(101,103): _ 

Es (R) = k2JG(R, r) 
.6 (r, t) . Eö(r)d3r (2.2.3d) 

V 

where V is the common scattering volume and G(R, r) is the 

free-space spherical Green's function connecting the 

scattering "blob" at r and the receiver at ý (see FIGURE 2.3). 

G(R, r) is given by: - 

e-jkR-r (R, -r).. ) = 
IR - 

rI 

Since the receiver is always many wavelengths from the 

scattering "blobs", the far field approximation may be used: - 

(R) = Eo e 7kR k; JoE(it) 
exp(jK. r) (2.2.3e) 

4irR v 
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where k; - k} is the difference of the wave-number 
12 

vectors before and after the scattering. If the scattering 

angle is 0, then from Bragg's condition: - 

IKI _ 
47T e 

sin a2 

Figure 2.3 

0 

(2.2.3f) 

The above condition has the physical meaning that 

if the random scattering medium is considered as a set of 

spatial periodic diffracting gratings, then for given ki and 

12, the incident wave is diffracted only by that particular 
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grating whose wave-number satisfies (2.2.3f). Thus, 

scattering at a certain angle depends on only one spectral 

component of the inhomogeneities or, more accurately, on a 

narrow band of spectral components centered around K. I 

The mean scattered power per unit volume, per unit 

solid angle, per unit incident power characterises the 

average scattering capacity of each "blob" contained in the 

common volume V and is given by: - 

2 

R2 ES (R) 

VE 
0 

(2.2.3g)- 

This quantity is known as the "scattering cross-section". 

From (2.2.3e): - 

1E 
E(R) = 

k2 
2 

fd3rj(, 
t). (h, t)expcjK(r_r1)d3(_1) 

0 161r RVv 

and: - 

4 

v=k Se 
J(it). 

c(hit)exP{iK(r-r')}d3(4') rSr16f2 

V 

The quantity SE(r, t). öe(r, t) is the time dependent spatial 

autocorrelation function of the dielectric constant 

fluctuations. Assuming that the process is stationary in 

time and that the turbulent field is isotropic to give: - 

Se(r, t). de(r', t) = BE(r, r') = Be() p, r-r' =p 
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then: - 

ß=4 BE(p)exp{jK. p}dap 

V 

Taking into account that the correlation length of the 

dielectric constant in homogeneities is much smaller than 

the linear dimensions of the common volume V, then: - 

Co 
JB 

()exp{ji. }d3P = 
JffB()exp{ji. 

}d3p 

v _Co 

It should be noted that the right hand side of this equation 

is the Fourier transform of the autocorrelation function, i. e. 

the three-dimensional power spectrum, the scattering cross- 

section can be written: - 

Z2 
C= ýE (K) 

ý4 

and from (2.2.3f) :- 

2 (41T e cs(6, a) = A4 ýD 
E sin 2J (2.2.3h) 

Thus, the scattering cross-section is a function of the wave- 

length of the transmitted wave and the scattering angle. The 

form of this function is determined by the three-dimensional 

power-spectrum of the dielectric constant fluctuations. 
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The ratio of the received-to-transmitted power, or 

otherwise "transmission loss" depends upon the integral of 

the scattering cross-section over the entire common volume. 

If the antenna gains of the beams intersected at the 

scattering point dar are GT and GR, then this ratio is 

given 
(101,103) 

as: - 

L_ 
PR 

_ 
x2 GT. GR. o (e, A) 

dar 
pT 16Tr2 R2 . R2 

V12 

(2.2.3i) 

where R, R as shown in FIGURE 2.3. 
12 

If the aerial beams are narrow, then the scattering 

angle remains substantially constant over the common volume 

and the integral in (2.2.3i) can be collapsed to: - 

PR 
= 

2'2 
PT 16112 

GR. GT. a(6, X) 

Cd/2ý2[d/2]2 

9 

(2.2.3j) 

where R=R= d/2, i. e. the common volume can be assumed 
i2 

to lie over the midpath area. 

In this case, the scattering volume can be fully 

defined by the aerial beamwidths b (assumed identical) and 

the transmission path length d by: - 

V=2 (b. d/4) 3/6 

where the average scattering angle 6 is: A= d/Reff, if 

d« Reff. (effective earth radius). Then, (2.2.3j) can be 
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written: - 

L= 
PR Re2b b 32ý2 

GR. GT. a(O, X) (2.2.3k) 
T 32 321r d 

Broad beam data are usually expressed with respect to the 

free-space power Pfs which would be received over an identical 

line-of-sight circuit. 

Noting that(101,103): _ 

Pfs a2 GT. GR 

PT 1 6Tr2 d2 

the expression L= 
PR 

known as "scatter loss" can be 
s Pfs 

written: - 

L= 
PR 

= d2 Icf(6'X) dar 
p fs Jv R2 . R2 

(2.2.31) 

From the expressions (2.2.3i), (2.2.3k) and (2.2.31), 

the importance of the scattering-cross-section as a factor 

determining the performance of a transhorizon radio link is 

evident. This, of course, assumes that the propagation 

mechanism is one of scattering. 

2.2.4 Dependence of Some Propagation Parameters on Carrier 
Frequency and the Refractivity Spectrum Model 

From the expressions (2.2.3i), (2.2.3k) and (2.2.31), 

it can be seen that the quantities L and Ls depend, through 

6(X, 8), upon the transmitted radio-wavelength or the carrier 
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frequency. It was shown in the previous paragraph that the 

form of 6(X, 6) depends solely on the function describing 

the three-dimensional refractivity spectrum. Thus, the 

choice of such a function determines the dependence of the 

quantities ß(a, 6), L and Ls upon the carrier frequency. 

Apart from the spectral functions suggested by the 

physical theories of fluid mechanics (see Subsections 1.4.3 

and 1.4.4), there are other models which have been proposed 

for radio wave propagation 
(90,98,100) 

and have been 

extensively used in the past. 

In (90) 
a spectral function of the form: - 

<AC2>lo2 
(D E 

(K) = 8Tr 
2 

C1+1o2K2ý 
is proposed. This function for 102K2 »1 can be written 

as: - 

(D 
E 

(K) _ $6Oý K-4 

where E° 
is a constant. 

(2.2.4a) 

This spectral function corresponds 

to an exponential spatial autocorrelation function. Many 

authors 
(103,104,105) have pointed out the limited support 

this function receives from experimental evidence and the 

theory of fluid mechanics. 

Another model has been proposed in (98) in an 

attempt to attribute refr. index fluctuations to pressure 

fluctuations induced by the turbulent velocity field 
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according to Bernoulli's law. The proposed spectral 

function takes the form: - 

1U 
o4K0 

4/3 

4De ýKý 
c K13/3 

(2.2.4b) 

where U0 is the mean velocity and c the velocity of sound in 

air. However, it has been pointed out by Silverman (94) 
that 

the pressure fluctuations contribute very little to refr. 

index fluctuations which makes this approach rather unrealistic. 

The mixing-in-gradient theory proposed by Villars 

and Weisskopf (106) 
and Wheelon(100) results in a K-5 

dependence for the three-dimensional wavenumber spectrum, 

which is in agreement with the Shur-Lumley model and the 

Tchen model for the "bouyancy subrange" ("-3" dependence for 

the one-dimensional wavenumber spectrum, see Subsection 1.4.4). 

In general, all the models for the three-dimensional 

refractivity spectrum are functions of the form: - 

(D (K) _ IDE0 . K-n n real (2.2.4c) 

where iD E° 
is a quantity independent of K and varying from 

model to model. 

From (2.2.3h) and (2.2.4c), the scattering cross- 

section can be written: - 

-n z 0 4E 
sin 

e 
(2.2.4dr 

ý4 Eý2 
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In most of the applications, 6 is a very small angle and 

6= sine, thus: - 

a(X, O) = 2-ný2-n . ýoe-n . xn-4 fc4-n (2.2.4e) 

From this expression and (2,2,3k), (2,2,31) the following 

carrier frequency dependences can be derived: - 

p 
Transmission Loss: L= PR ti Xn-2 ,U fc2-n (2.2.4f) 

T 

Scatter Loss: Ls = 
pR 

, An-4 ti fc4-n (2.2.4g) 
Pfs 

Another quantity that is affected by the model function 

representing the refr. spectrum, is the ratio of the scatter 

losses for two different wavelengths: - 

LS1/LS2 (PR1/2FS1) / (PR2/PFS2) 

which is a measure of the wavelength or frequency dependence 

of the scattering mechanism. From (2.2.4f): - 

LSl I'1 
n-4 

__ 
fl 4-n 

LS2 ý2 f2 
(2.2.4h) 

This quantity is of special interest when frequence diversity 

is used with scaled aerials over the same path. The resulting 

carrier frequency dependences for the quantities a, L, LS, 
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LSl/LS2 for different models of refractivity spectra are 

listed in TABLE 2.1. 

TART. F. 9_1 

CARRIER FREQUENCY DEPENDENCES FOR DIFFERENT 
MODELS OF REFRACTIVITY SPECTRA 

Refractivity 
S t 6L LS LS1/LS2 

rum pec 

Booker & Gordon 
(D oo 2 o fo 1 (90) Ef f f 1c1 

c 
K4 c c fc2 

Villars & 
Weisskopf (98) (D co -1/3 f -7/3 f -1/3 f f -7/3 

cl 

K13/3 
c c c fc2 

Kolmogorov (48) 
(D 0 1/3 -5/3 f 1/3 f f 1/3 

l Tatarski (49,97) E f 
c c c c 

K11/3 
fc2 

Gisina (72) 
Tchen (71,73) 

0 
e 

1 f -1 f 1 f f1 
cl 

3 K 
c c c Vc2J 

Shur-Lumley (70) 0 _1 3 -1 f 
Tchen (73) e fc fc fc cl 

K5 (cJ2 
Bolgiano (67,68) 0 3/5 f -7/5 f -3/5 f f -3/5 

cl Monin (69) C 
17/5 c c c f 

K c2 

As it can be seen from TABLE 2.1, there is a wide 

range of variation for the carrier frequency dependence. The 

subject has been experimentally investigated in the past with 
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results also varying over a wide range. 

Thus, Bolgiano(107 , using results from a previous 

experiment 
(108) in which scaled antennas had been employed, 

determined statistically the carrier frequency dependence 

of LS1/LS2. The results indicate that the dependence was 

not constant but varied from one time period to another. In 

99% of the cases, the exponent of the dependence LS 'fq 

was found to be smaller than 1/3 (corresponding to the "-11/3" 

model), in 50% of the cases it was smaller than -l (corres- 

ponding to the "-5" model) and in 1% of the cases it was 

found to be smaller than -2. The average value of the 

exponent was close to -1. Hirai, Nishikori et al 
(109) 

give 

a yearly median wavelength dependence of LS for the range 

100 - 3000 MHz. For fc < 900 MHz the dependence was found 

to be LS ti fc° whereas for fc > 900 MHz the dependence was 

LS ti fR 1 (corresponding to the "-5" model). Ortwein et al 

(110) 
give an analysis of carrier frequency dependence using 

X-, S- and L-band signals on a 320 km. oversea path. For 

the lowest frequencies, the values of the exponent were 

found to be 1/3 ("-11/3" model) and -0.6 (closer to "-5" 

model). For the higher frequencies, the exponent was found 

to be 1/3. Ecklund and Wickerts(111) describe an experiment 

conducted at 1000 Piz and 3000 MHz over a 259 km. path with 

scaled antennas. Half-hour median values were used and the 

exponent q in the dependence LS1/LS2 ,'f cq was computed. 

The value of q was found to range from 1 to -3 with a 

statistical mean close to 1/3. The value of q was also 

found to be negatively correlated with the level of the 
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received power. The lowest values of q were observed during 

months of "good" reception, whereas, for months of "bad" 

reception, the value of q was greater and statistically 

around the value 1/3. The values of q for the 3000 MHz were 

more often in the vicinity of 1/3 than for the 1000 MHz. In 

this work, a radiometeorological explanation is offered, 

attributing these effects to a combined mechanism of 

scattering and partial reflection by "feuillets". Thus, 

scattering is the predominant mechanism for the highest 

frequency, resulting in a 1/3 carrier frequency dependence. 

For the lower frequency, the mechanism of partial reflection 

is more predominant, resulting in a dependence with smaller 

values of q. 

Tatarski, in his monograph 
(49) dedicated to the 

study of e. m. wave scattering in the atmosphere, suggests 

that experimental results are often at variance with the 

theoretical prediction of 1/3 and attributes the discrepancy 

to mechanisms other than scattering. 

2.3 The Problem of the Temporal Fluctuations of the 
Received Signal 

This section is a brief summary of theoretical 

considerations of the problem of temporal fluctuations 

(fading) of a signal received beyong-the-horizon. Whilst 

the theory of propagation by "ducting" does not consider 

temporal fluctuations at all, the theory of propagation by 

partial reflection gives an expression for the fading power 
( 

spectrum 
112). Thus: - 
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P (f) = exp {- fi } 
2(0.85 ße/X)2. Un2 

where ße is the angle at which the power reflection 

coefficient becomes 1/2 and Un is the cross-path component 

of the mean drift velocity. This is a one-sided, Gaussian- 

shaped function with its mean at zero. When Un is increasing 

the spectrum "spreads" towards higher frequencies. Crawford 

et a1(112) report that this model for the fading spectrum 

was successfully used in obtaining quantitative results. 

Rice (113) 
proposes a function for the fading spectrum 

resulting from the work of Booker and Gordon (90 
which has 

the form: - 

" 
P (f) = exp 

f2 } 
2aa2 

where: - 

as = (2u. sin6/2) 2+ (Un. 1/r)2 /a 

(2.3.1) 

and u is the standard deviation of the wind velocity, Un is 

the mean velocity normal to the path, 1 is a characteristic 

dimension of the common volume, r is the length of the path 

and 8 is the scattering angle. This function is also 

Gaussian-shaped and an increase in either the Un or u would 

cause a "spread" of the spectrum towards higher frequencies. 

Tatarski(49) proposes an expression for the temporal 
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spectrum of the field envelope. It has the form: - 

W(2) = B. ( (K) exp {- 
(SZ + K. 0) 2} 

(2.3.3) 
2TrK csz/3 2K2ß2/3 

where B is a constant depending on the geometry and the 

transmitted wavelength, (P £ 

refractivity spectrum, Ki 

is the mean drift velocity 

turbulent velocity field. 

is the three-dimensional 

s the scattering wavenumber, U0 

and a2/3 is the variance of the 

As K= const., the refractivity 

spectrum enters the expression as a constant and the form 

of the function is determined solely by the exponential 

factor. This is again a Gaussian-shaped function centred 

around the frequency -K. Uö Increasing Uö is not causing 

any "spread" of the spectrum, but only "shifting" towards 

higher frequencies. 

A theoretical and experimental treatment of the 

problem is reported by Fehlhaber and Grosskopf (114,115) 

concerning two overland experiments with propagation paths 

of 418 km. and 242 km. and corresponding frequencies of 

1715 MHz and 1850 MHz; by considering parameters in the 

time domain, they propose the following expression for the 

temporal autocorrelation function: - 

T2 
2V2 

(T 

R(T) = N5/6 T. +Z LZ e- 
2o (2.3.4) C 

Ly 
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where N5/6 is the Norton function: - 

V2V2 
N5/6 T. L+ 

Lz 
1= 

yz1 

5/6 

25/6-1 ( 
Vy 2 Vz 22 V2 

= r(5/6) T. `L+L K5/6 T. ( + 
1LZlI 

y zy 

The quantities in (2.3.4) are the following - Vy and VZ 

the two normal to the propagation path drift velocities 

(propagation assumed along the x-axis), Ly and LZ the 

corresponding spatial correlation lengths, To is the time 

constant of the fluctuations. Usually in the atmosphere, 

the vertical mean wind velocity is zero 
(3) 

and (2.3.4) can 

be written: - 

R(T) = N5/6 T. 
L. 

e- 
(T/To) Z 

(2.3.5) 

Unfortunately, there is no analytic function for the Fourier 

transform of (2.3.5) with the result that the corresponding 

frequency spectrum cannot be expressed analytically. 

Nevertheless, for To » 1, e-h(T/To)2 = 1, and the 

exponential in (2.3.5) can be considered as a constant. In 

this case, the Fourier transform of R(T) exists(Ll6) and its 

analytic expression is: - 
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Ly/Vy 
W(f) =A (2.3.6) 

(1 + (Ly/Vy) 2"f 2) 4/3 

For (Ly/Vy)2. f2 » 1, (2.3.6) can be written: - 

W (f) =A (Vy/Ly) 5/3 
. f-8/3 (2.3.7) 

This is an interesting result because the f-8/3 dependence 

has been suggested by Tatarski(490 for the power spectrum 

of amplitude and phase fluctuations in line-of-sight paths. 

From (2.3.7) it can be seen that an increase in 

cross-path mean wind velocity will cause a "spread" of the 

frequency spectrum towards higher frequencies. 
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nvT'OmVD I 

THE RADIO LINK : DESCRIPTION OF THE SYSTEM 

A block schematic diagram of the system is shown 

in Fig. 3.1. Both the transmitting and receiving. sections 

were manufactured by ITT Federal Laboratories, Nutley, New 

Jersey. They were especially designed as a complete system 

for high accuracy measurements of Transmission Path Loss in 

the U. H. F. band. 

3.1 The Transmitter (NUS-3860) 

A block diagram of the transmitting section is 

shown in Fig. 3.2. The Transmitter was crystal-controlled 

and provided a C. W. unmodulated output frequency of 900 MHz 

with a frequency stability of ±6 Hz in 10 MHz. The power 

available at the output was 10 W. 

The various stages of the transmitter, as shown in 

Fig. 3.2, can be briefly described as follows: - 

(a) Stable Oscillator (NUS-3846): 

As the Master oscillator for the transmitter, the 

Stable oscillator comprised of three stages of grounded-grid 

amplification driven by a grounded-grid crystal oscillator 

with an overall frequency stability approaching that of the 

crystal itself. 

The crystal was type HC-6/U, manufactured in pairs. 

The members of each pair were matched to within ± 50 Hz of a 

difference frequency of 30/18 MHz. This was the first 
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FIGURE 3.2: Block schematic diagram of the Transmitter. 
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receiver I. F. (30 MHz) divided by the crystal frequency 

multiplication factor (18). The higher frequency crystal of 

the pair was installed in the transmitter, thus, after the 

multiplication, the frequency to be transmitted was (48.33 MHz 

+ 30/18 MHz) x 18 = 900 MHz. 

The lower frequency (48.33 MHz) crystal was 

installed in the first local oscillator of the receiver. 

The crystal was mounted in an oven and kept at a constant 

temperature of 70°C ± 1°C for an ambient temperature range 

of - 20°C to + 50°C. The oven was constructed with a large 

outer case to provide ample thermal insulation. 

(b) Driver (NUS-3855): 

The function of the Driver was to multiply the 

frequency of the output signal from the stable oscillator 

by 18, and to amplify the signal at the final frequency to 

a power level of 10 watts. This R. F. power was then supplied, 

via a coaxial antenna feeder, to the transmitting antenna. 

Frequency multiplication and power amplification was 

accomplished by a succession of five vacuum tube stages as 

follows: amplifier, tripler, amplifier, tripler, doubler. 

To permit accurate calibration of output power, a 

Micromatch Model 575.36 RF Power Coupler, manufactured by 

M. C. Jones Electronics Company, Bristol, Connecticut, was 

inserted into the transmission line connecting the driver 

output to the antenna. 

The transmitting and receiving aerials were 

identical parabolic antennas of 12 ft. (3.66 m. ) diameter. 
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Plate 3.1 
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Their beamwidth at the 3 dB points had been found from the 

relationship 
(11): 

_ 

BW = 68 D (deg. ) D= diameter, X= wavelength 

to be 60 deg. approximately. 

They were both provided with a horizontally 

polarized dipole feed and their elevation or "shoot" angle 

was zero. Plate 3.1 shows the receiving antenna on its 

supporting structure. 

3.2 The Receiver (NUS-3863) 

The Path Loss Measuring Receiver was essentially 

a very sensitive signal recording meter. Its threshold 

signal level, defined as signal equal to receiver noise, was 

determined by the receiver noise figure (9 dB or less above 

thermal). A9 dB noise figure yielded a threshold signal 

level of - 138 dBm. The dynamic recording range of the 

receiver was 50 dB above threshold but the total range could 

be extended to 70 dB more by means of fixed attenuators in 

the input circuits. 

A high inherent selectivity giving a3 dB band- 

pass of 320 Hz was achieved by quadruple heterodyning with 

the following IFs: 30 MHz, 3.8 MHz, 262 KHz and 10 KHz. A 

block diagram is shown in Fig. 3.3. 

In order to achieve the high degree of frequency 

stability necessary for an overall bandwidth of 0.35 x 10-4% 

of the input frequency, each of the four local oscillators 
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was crystal controlled and the first two were temperature 

stabilized. The effects of transmitter frequency drift and 

receiver local oscillator drifts were fully compensated by 

an automatic frequency control (AFC) loop from an output 

discriminator to the first local oscillator. If the overall 

drift was great enough to result in a last IF center 

frequency beyond the AFC capture range, then any of five 

crystals, 2 KHz apart, could be chosen by a switch at the 

third local oscillator to facilitate discriminator centering 

and capture. 

A brief description of the units comprising the 

Receiver is the following: - 

(a) Preselector (NUS-3314): 

In order to eliminate image channel interference, 

a preselector in the form of a synchronous filter, tuned to 

the input frequency of the receiver, was provided to give a 

selectivity of 30 dB at ± 30 MHz and 50 dB at ± 40 MHz. 

The overall bandwidth was ±3 MHz at the 3 dB points. 

(b) First Local Oscillator (NUS-3847): 

The first local oscillator was designed to cover 

the frequency range 46 to 51 MHz. (with appropriate crystal). 

For this specific experiment, a 48.33 MHz crystal was 

employed. Frequency control was provided from the output 

descriminator which gave a frequency "pull" range of ± 115 

Hz. This oscillator provided a signal at a stable frequency 

which, after multiplication by 18, was supplied to the mixer 
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to produce a first I. F. of 30 MHz. 

(c) Local Oscillator Multiplier (NUS-3852): 

Increasing the frequency of the signal from the 

first oscillator by a factor of 18, was obtained by four 

stages: a limiting amplifier, two triplers and a doubler. 

The output signal, at a frequency of 870 MHz and 30 MHz 

below the receiver operating frequency, was then applied 

to the first mixer. 

(d) Mixer (NUS-3848) : 

This was a balanced mixer providing the first I. F. 

at 30 MHz generated from the receiver input signal and the 

output from the local oscillator multiplier. 

(e) 30 MHz Amplifier: 

This was an amplifier designed to provide 67 dB 

of gain for the 30 MHz output from the mixer. This gain was 

obtained from three cascaded low noise amplifier stages. 

(f) Second and Third Converters (NUS-3849): 

The second and third converters consisted of a 

30 MHz amplifier, a 33.8 MHz 
. 
local oscillator, a 3.8 MHz 

converter, a 4.062 MHz - 3.8 MHz oscillator-mixer, a 262 KHz 

amplifier, and a crystal mixer. Two stages of 30 MHz 

amplification provided a signal whose 3 dB bandwidth was 

approximately 100 KHz. Consequently, the selectivity of the 

30 MHz amplifier provided ample rejection for the 3.8 MHz 
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image frequency. The 33.8 MHz second local oscillator was 

a crystal oscillator stabilized by means of an oven. The 

result of the 33.8 MHz - 30 MHz mixing provided a second 

I. F. of 3.8 MHz. This signal was converted into the third 

I. F. (262 KHz) after mixing with the output from a 4.062 MHz 

crystal oscillator. The frequency of this oscillator was 

variable in 2 KHz steps to ±4 KHz away from 4.062 KHz by 

means of a manual selector switch which would connect any 

one of five crystals into the oscillator circuit. This 

provided a means of signal recapture by the AFC should the 

total frequency drift of Receiver versus Transmitter exceed 

the frequency pull range of the First Local Oscillator. The 

third I. F. signal was, thereafter, amplified by a 262 KHz 

amplifier and applied to a crystal mixer together with a 

272 KHz signal provided by a local oscillator incorporated 

in the next stage. 

(g) Detector Discriminator (NUS-3850): 

This stage was composed of three circuits. The 

first was a 272 KHz crystal controlled local oscillator whose 

output was applied to the last mixer of the previous stage 

where it was mixed with the third I. F. to produce a 10 KHz 

signal or fourth I. F. The second circuit selectively 

amplified and rectified the 10 KHz signal to provide the 

D. C. output of the receiver. The third circuit was 

consisting of a limiter amplifier and a frequency discriminator 

which would detect the frequency error of the 10 KHz signal 

and derive a DC correction voltage for application to the 
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AFC input of the first local oscillator. 

The built-in recorder of the Receiver was not used 

during the present experiment as its time constant of either 

five or ten seconds was not suitable for fast-fading 

measurements. Instead, the DC signal output of the detector 

was applied to a recording system suitable for either digital 

or continuous recordings. 

3.3 Recording Apparatus 

The recording apparatus was designed to provide 

facilities for the continuous low-speed recording of the d. c. 

signal from the Receiver output together with simultaneous 

high-speed digital recording in the form of punched paper- 

tapes. A block diagram of the recording system is shown in 

Fig. 3.4. 

The first stage after the Receiver was a DC 

amplifier using a 741 OP-AMP integrated circuit. This was 

employed in order to increase the Receiver output signal 

level, which was in the range of some tens of a mV., to 

values of up to 1V required for the full deflection of the 

pen recorder. Thus, throughout the experiment a constant 

gain of 10 was adequate. There was also a provision for 

manual zero-setting so that the noise level could be adjusted 

to coincide with the zero level on the recorder chart. 

A low-pass active filter followed, with a3 dB 

cut-off frequency of 40 Hz. It was used to filter out any 

noise due to the mains supply. 

The pen recorder used for the continuous recording 
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was a "RECORD" moving-coil equipment and its speed was set 

to 3"/hour. 

For the digital high speed recordings, the signal 

was applied at the input of a "SOLARTRON" digital voltmeter 

whose sampling rate was externally set to 5 samples/sec by 

a simple pulse generator. The sampling rate was detected 

during the recordings by a frequency counter. The output of 

the D V/M was encoded into the C. D. C. version of the ASC11 

(8-track) code, suitable for processing by the I. C. Computer 

Unit. 

The encoded signal was thence applied to a punch- 

drive unit and afterwards recorded on paper-tape by a high- 

speed paper punch. 

There was also a facility for continuous monitoring 

of the received signal power Spectrum (fading-Spectrum) by 

means of a Real-Time Spectrum Analyser. This was arranged 

in order to ensure that frequencies higher than 2.5 Hz were 

not present in the fading spectrum of the received signal 

during the fast recordings. It also provided a good means 

of detecting the presence of aircraft on the transmission 

path during the recording. More extensive use of this 

facility was made during the laboratory simulation experiment 

where on-line fading spectra from the model were to be 

compared with fading spectra from the radio-link. 

3.4 The Propagation Path 

The transhorizon radio-link under investigation 

extended between SRDE, Christchurch, Dorset (transmitter) 
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and Imperial College, South Kensington, London (receiver). 

The path length was 142 km. (87 miles). The transmitting 

antenna was sited at a height of 6 m. (20 ft. ) above ground 

level at Christchurch. The receiving antenna was sited on 

the roof of the Electrical Engineering Department, Imperial 

College at a height of 44 m. (145 ft. ) above ground level. 

Fig. 3.5 shows the path profile drawn for an effective Earth 

radius of 
4 R and allowing for the refractive effects of a 

standard atmosphere. It can be seen that the underlying 

terrain would not obstruct the axes of the two radio-beams. 

It can also be seen that due to the morphology of 

the terrain, the "common volume" centre was only 50 - 60 m. 

above the ground. Thus, meteorological phenomena in the 

vicinity of the ground were likely to affect the performance 

of the radio link. 

Fig. 3.6 shows the exact geographical location of 

the radio-link, the azimuthal angle between the propagation 

great circle and the North and the location of the 

Meteorological Stations with respect to the path. 

For more than two-thirds of the path length, the 

underlying terrain was farmland with low vegetation or grass. 

The existing low hills are rolling gently and are cultivated. 

The rest of the terrain was urban area, south-west London 

and Southampton mainly, of the residential suburban type 

with relatively small structures. Thus, it can be suggested 

that the path profile, in propagation terms, might be assumed 

"smooth". 
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CHAPTER 4 

DATA PROCESSING 

4.1 Meteorological Data 

All the Meteorological Data that has been used in 

the present investigation was obtained from the two 

Meteorological Office issues: the Daily Weather Report 

(D. W. R. ) and the Daily Aerological Record (D. A. R. ). The 

Daily Weather Report gives the results of surface observations 

made in the Northern Hemisphere, whilst the Daily Aerological 

Record gives the results of observations made in the upper 

atmosphere over the same region. These Reports are the only 

information available to the planning engineer and they are 

readily available from the Meteorological Office. 

The essential surface Meteorological Data of 

interest and provided by the D. W. R. was: wind speed, wind 

direction and temperature. The results of observations made 

and recorded at 12.00 and 18.00 hours daily by the 

Meteorological Stations of Hurn, Kew and Heathrow, lying at 

distances of 5,2 and 6 miles respectively from the 

propagation path, were used throughout the investigation. 

The wind speed and direction Data is presented in 

the standard FM11D code for land Stations where the wind 

speed is given in knots (1 knot = 0.516 m/sec). The wind 

direction is given on a 01 - 36 scale, each unit corresponding 

to a compass direction. The interval between two consecutive 

units is 1lä degrees. 

For the purpose of this investigation, the wind 
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direction was considered in terms of the acute angle between 

the wind velocity vector and the propagation path. This 

angle was evaluated in the following way: 

Let a be the azimuthal angle of the propagation 

path (a = 52° deg. ), 6w the equivalent in degrees. of the 

wind direction reported in the D. W. R. and ý the wind 

direction relative to the path. Then: - 

18W -a for O< gW <2+a 

_ Tr - 6W +al it 
2+a< Ow < 32 +a (4.1.1) 

2Tr - 6W +al it 
32 

+a< 8W < 27r 

Since the surface temperature is reported in °C, it was used 

as such. 

In some instances, observations from a particular 

Meteorological Station were used separately. This was done 

in order to investigate the significance of the Station 

location with respect to the path, i. e. to what extent 

meteorological parameters recorded in the vicinity of one of 

the two terminals were related to the received signal. 

However, in most of the investigations, the three-Station- 

average values of the observations were used. It was 

considered that such an average is more representative of 

the value of a specific meteorological parameter over the 

whole of the path. 

The upper air data, recorded twice daily (12.00 

and 24.00 hours) at Crawley, 20 miles from the propagation 

path, was used to evaluate the temperature lapse rate for 
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the first kilometre of the atmosphere. This also allowed 

the Static Stability parameter to be determined for the same 

region by the following procedure. 

Air temperature values at the altitude of the first 

standard isobaric surface (850 mb) were taken from the D. A. R. 

together with the height of this surface from mean sea-level. 

From these values and by means of a Tephigram (see Appendix 

III for example), the corresponding values of potential 

temperature at the 850 mb altitude were estimated. The 

potential temperature at the surface is almost equal to the 

actual surface temperature which was given in the D. A. R. 

From the expression (1.3.7), it is known that the 

Static Stability is equal to: - 

8 
dh (sec-2) 

where g is the acceleration of gravity, 6 the potential 

temperature and 
äh the vertical gradient of 6. As 6 

dh 
d(ln6)' the above-mentioned expression can be written: - dh 

d(lnO) 01nß 
g dh g Oh (4.1.2) 

where A denotes differences. This expression has been used 

for the practical evaluation of the Static Stability 

parameter after the substitutions: - 

L1n6 = lnO - ln6 and Ah =h 
i01 
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e1 and 0 being the potential temperatures at the altitude 

of 850 mb and at ground level respectively, and h1 being 

the height of the 850 mb surface in metres. 

4.2 Received Signal Processing 

The envelope-detected received signal was sampled 

regularly twice a day at 12.00 hours and 18.00 hours, so that 

the time of recording would coincide with the time of 

meteorological observations carried out by the Meteorological 

Office. The duration of each recording (record length) was 

chosen to be 3/ minutes. In this way, the effects of micro- 

meteorological fluctuations (periods less than 3 minutes) 

were included, whereas the effects of mesometeorological 

fluctuations (periods greater than 10 minutes) were 

excluded. In fact, the 3/ minutes period falls into the 

"spectral gap" of atmospheric processes, already mentioned 

in Section 1.2. As a result, all the records were free 

of very low frequency variations, essentially from diurnal 

variations, etc. 

During the time of sampling, the received signal 

was analysed by the SAI-51 real time Spectrum Analyser and 

the instantaneous spectrum was displayed on a cathode ray 

oscilloscope. An aircraft crossing the "common volume" 

could be detected from the Doppler shift and spread that 

appear in the spectrum. In such a case, the record was 

rejected and the measurement was repeated. 

Spectral analysis was chosen as the most suitable 

method of investigating the fast fading characteristics of 
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the received signal. The reasons behind this choice were 

the following: - 

(1) The fading power spectrum can be considered as 

the "response" of the propagation medium in the frequency 

domain. Thus, similarity between fading power spectra 

implies a similarity in the propagation conditions under 

which the corresponding signals have been received. The 

laboratory simulation experiment has been based on this 

assumption. 

(2) Power spectral density functions can be easily 

expressed analytically. Thus, the effects of the 

propagation medium can be possibly identified from the 

variations they impose on the parameters of such analytic 

functions. 

(3) As already discussed in Section 2.3, the problem 

of fading in a signal received beyond the horizon has been 

theoretically approached by means of the fading power 

spectrum. This allows for comparisons between experimentally 

obtained spectra and theoretically derived ones. 

in what follows, some theoretical considerations 

involved in spectral analysis, together with some practical 

aspects, will be discussed. 

4.2.1 Some Theoretical Considerations of Spectrum Analysis 

The most common methods for the computation of power 
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spectra are(118): (a) The "Blackman-Tuckey" method of 

computing the power spectral density function via its 

Fourier transform relation to the autocorrelation function, 

and, (b) The "Cooley-Tuckey" method of computing the power 

spectral density function via a Fast Fourier transform of 

the original time series. In the present investigation, the 

second method of computation has been selected because it 

does not require the intermediate computation of the Auto- 

correlation function. Thus, only one Fourier transform has 

to be performed and this reduces considerably' the computer 

execution time. The Fourier transform pair for continuous 

signals can be written in the form: - 

X (f) =f 
Co 

x (t) exp (- j21rft) dt 

(4.2. la) 

x(t) = fCo X(f) exp (+ j27rft) df 

-Co 

The corresponding form for sampled functions, known as the 

discrete Fourier transform, can be written as: - 

N-1 
X (n) =Ix (k) exp (- j2irnk/N) 

k=0 
(4.2. lb) 

N-1 
x (k) _IX (h) exp (t j27rkn/n) 

n=o 

where k=0,1, .... N-l; n=0,1 .... N-1. The functions 

x (t) ,X (f) are generally complex. 
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The power spectrum of a time series x(k), k=0, 

1 .... N-i, is given by the expression: 

P (n) = 
2Nt JX (n) 1 2, n=0,1 .... 

N21 '(4.2.1c) 

However, the transformation of x(k) via a F. F. T. 

and the computation of (4.2. lc) does not lead to adequately 

correct estimates of P(n) to give the power spectral density 

distribution of the original time series. The digital nature 

of a time series and its limited record length impose serious 

problems in the computation of the power spectrum. The most 

serious of them appear to be aliasing, leakage, reduction of 

the standard error of estimation and the picket-fence effect. 

These problems have been considered in relevant 

monographs 
(118) (119) (120) 

and papers 
(121) (122) (12 3) 

and 

efficient methods to solve them have been proposed. In what 

follows, a brief description of the problems and the 

proposed'methods for their solution will be discussed. 

(1) Aliasing: 

This is an effect which arises whenever an analogue 

signal is sampled at a rate much lower than the high 

frequency components present in the signal. If the sampling 

frequency is fs, then the "folding" or Nyquist frequency of 

the power spectrum is fN = fS/2(118)(119). This is the 

frequency beyond which the spectrum is repeated as a mirror 

image. If a frequency higher than fN is present in the 

analogue signal during sampling, then this frequency will 
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impersonate frequencies lower than fN(118) and will appear 

as such in the frequency spectrum. For instance, if fs = 

10 Hz and fN =5 Hz, then a frequency of f=6 Hz present 

in the original signal will appear in the frequency spectrum 

as a frequency component at f' = fN -f=4 Hz. 
. 

This problem may be overcome by fulfilling the 

condition: - 

fN = fS/2 fh 

where fh is the highest frequency present in the original 

analogue signal. If fh is known for a given signal, then 

fS can be chosen accordingly. Otherwise, the original 

signal must be passed through a low-pass filter with cut- 

off frequency at most half the sampling frequency. 

(2) Leakage: 

This problem is due to the fact that the record 

has a finite length of duration. If this length is T 

seconds, then the record to be analysed is equivalent to 

the product of an infinite time series multiplied by a 

rectangular window W(t) of amplitude 1 and a width of T 

seconds. It is well-known 
(118)(122) that the F. T. of the 

product of two functions is the convolution of the F. Ts of 

these functions. If the function to be transformed is a 

sinusoid with frequency fi, then its spectrum should consist 

of a single spectral component at f. Instead, due to the 
i 

process described before, the resulting spectrum is a 
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function of the form (sinx)/x centered about f. For a 

more composite time series, the (sinx)/x function appears 

in the place of-every single spectral line. In this case, 

the sidelobes of neighbouring (sinx)/x functions may interfere 

creating frequency components which were not present in the 

original time-series. The contribution of a given frequency 

can be localised by reducing the "leakage" through the side- 

lobes. This can be achieved by multiplication of the time 

series by a data window which has lower sidelobes in the 

frequency domain than the rectangular data window. 

A variety of such windows have been proposed 
(119) 

.1 

some of which are: - 

The extended Cosine Bell, having the analogue form: - 

A=0.5 1- cos27 
Tt 

, for: 0<t< iL 
and 

iT 
<t<T 

(4.2.1d) 

A=1 for 10 
T 9T 

<t< 10 

The Triangle or Bartlett window 

A= 2t/t for 0<t< T/2 

(4.2. le) 

A=1 2t/T +2 for T/2 <t<T 

The Cosine or Hanning window 

A=0.5(1 - cos2irt/T) for 0<t<T (4.2. lf) 
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The Hamming window 

A=0.08 + 0.46(1 - cos2iit/T) for 0<t<T (4.2. -1g) 

The choice of any of these windows depends on the. specific 

case; usually a considerable reduction of leakage is followed 

by a reduction in the main lobe height and a decrease of 

frequency resolution. 

(3) d. c. spikes: 

If the signal to be processed has a d. c. component, 

then the power spectrum will have a large peak at zero 

frequency. This will distort the very low frequency part 

of the spectrum and will reduce the relative magnitude of 

all the other frequency components. 

The d. c. level can be easily set to zero by 

calculating and subtracting the mean of the original time 

122). ( 
series 

Sometimes the signal has a linear trend of the form: 

x(t) =a+b. t. This is interpreted by the F. F. T. as a 

small section of a periodic function with a very low 

frequency and will result in an unwanted, very low frequency 

spike in the spectrum. 

The removal of a linear trend involves the 

calculation of the regression line and slope of the original 

time series and their subtraction. 

The process of excluding the mean and the trends 
( from a time series is known as "prewhitening"122). 
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(4) Reduction of the standard error of estimation and 

smoothing: 

It has been shown 
(118)(119) 

that the normalized 

standard error of estimation of a spectral component is: - 

" 
Er n 

where n is the degree of freedom of the estimate. In the 

case of a "raw" estimate, i. e. an "unsmoothed" estimate 

resulting from the relation: - 

(4.2. lh) Praw (k) =IX (k) 12= r+ [Im{X(k)}]2 

the degrees of freedom are n=2 because each Praw(k) is 

the sum of the squares of Re{X (k) } and Im{X (k) } which are 
(118) independent Gaussian variables 

ý. Thus, for a "raw" 

estimate, n=2 and er =1 and the spectral estimate is 

inconsistent. 

The process of the reduction of er is also called 

"smoothing" because of its effect of reducing the "roughness" 

of the spectrum whenever it is plotted. In practice, 
118)_ ( 

smoothing can be performed by two different methods 

The first method is by computing spectral estimates 

from q independent records and then averaging the q estimates 

at each frequency of a spectral component. This amounts to 

an ensembe smoothing procedure. 

The second method is to smooth in the frequency 

domain. This can be achieved by averaging k successive "raw" 
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components from a single record and substituting the 

resulting value at the Q/2 position. This is repeated for 

successive intervals containing £ estimates each. It is 
(easily 

provedllsý that if q=k, the two methods are 

equivalent. 

After the smoothing procedure, the degrees of 

freedom for each smoothed estimate become n= 2q or n= 22 

and the standard error of estimation is: - 

Cr = 
1, for ensembe averaging of q records 
vrq- 

er = 
1, for frequency averaging of Q successive estimates 

An unwanted effect of smoothing in either way is 

the reduction of the final number of smoothed estimates and, 

consequently, the reduction of the frequency resolution. 

4.2.2 The Estimation of the Power Spectrum 

In this subsection, a description will be given of 

the adopted methods for the solution of the previously 

discussed problems. Each of these methods is described 

under the heading of the specific problem which must be 

overcome. 

(1) Aliasing: 

Preliminary tests and on-line analysis of the 

received signal by means of the real-time spectrum analyser 
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had revealed that the spectrum almost never had components 

with frequencies higher than 2.5 Hz. Therefore, a sampling 

rate of 5 Hz was chosen, corresponding to a folding frequency 

of 2.5 Hz. For safety, the range 2-2.5 Hz was excluded 

from further analysis. Thus, even if components of up to 

3 Hz were occasionally present, they would not alias the 

part of the spectrum under consideration. As the mains 

supply is always a potential source of unwanted frequency 

components, an active filter with a cut-off frequency of 

40 Hz was used after the detection. 

(2) Leakage: 

To avoid leakage, a Hamming data window was used 

with the analogue form given in equation (4.2. lg) and a 

digital form: - 

A(k) =0.08+0.46(1.0-cos2Trk/N) k=1 .... N 

This operation in the computer program was performed by the 

subroutine TAPER. 

The Hamming data window was chosen because it 

suppresses the highest side-lobe - 41.9 dB below the major 

lobe. At the same time, the frequency resolution is 

reduced by only 80%(123) 

(3) Prewhitening: 

The signal was prewhitened by the subtraction of 

its mean value and of any linear trend, if present. The 
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operation in the computer program was performed by the 

subroutine REGRE. 

After these operations, the resulting time series 

was Fourier transformed by means of an F. F. T. subroutine 
(124) (FASTF) The execution time for this subroutine 

running on the CDC 6400 was 0.357 seconds for N= 1024 

l25). (number 
of samples 

The output of the F. F. T. consisted of two arrays 

containing the real and imaginary parts of the transform. 

. 
The power spectral estimates were computed by means of 

(4.2.1h) for N/2 = 512 samples. 

(4) Smoothing: 

The next operation was smoothing of the spectral 

estimates and, consequently, the reduction of the normalised 

standard error of estimation. That was performed by means 

of a "running" average in the frequency domain of the form: - 

11 1 (n) =q+11 raw 
(n + q) n=O, .... 

2- 11 
q=1 

The smooth estimates obtained by this procedure 

had 22 degrees of freedom and the standard error of 

estimation was er =1=0.3, i. e. 33%. 

An advantage of this "running" average procedure 

was that 2-q= 501 estimates were obtained whereas, by the 

usual averaging procedure, only 29 = 22 estimates would be 

obtained. After smoothing, each set of spectral estimates 

were normalised to the value of the maximum estimate. In 
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this way, all the spectra had estimates ranging from 0 to 

1 and could be plotted on the same scale, a fact that 

facilitated the quantitative comparison of different spectra. 

Finally, the normalised linear spectrum was 

plotted by means of the subroutine POWPLO in the KINGMATIC 

system of the CDC 6400. In part of the investigation, a 

logarithmic spectrum with fewer, but more consistent, ' 

spectral components was needed. In this case, the already 

smoothed estimates were further averaged in groups of 10. 

That increased the degrees of freedom of the resulting 

estimates to n=2.11 . 10 = 220 and the standard error of 

estimation was reduced to: - 

=10.095 = 10% 
A220 

110 

A least-square polynomial fitting subroutine 

(EOZABF) was used to fit a curve to these estimates and the 

result was plotted on logarithmic scale (subroutine LOGPLO). 

Figure 4.1 is a block diagram of the steps 

followed by the computer program. Sections A and B refer 

to the two different smoothing and plotting procedures. 

A list of the main program and the subroutines 

can be found in Appendix IV. 

4.2.3 A Suitable Measure of the Spectrum "Spread" 

After the processing of the first few records, it 

became apparent that the spectrum "spread" towards higher 

frequencies was a dominant effect. In order to establish a 
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FIGURE 4.1: "Flow-chart" of the programme and subroutines for 

the estimation and plotting of the fading Power 

Spectrum. 
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qualitative relationship between the meteorological para- 

meters under investigation and this effect, a suitable 

measure of the "spread" should be found. Fig. 4.2 shows a 

fading spectrum with apparent "spread". It can be seen that 

due to the irregular shape of the spectrum, more than one 

frequency may correspond to a fixed value of normalised 

power (say 0.5 or 1/Q). Thus, it would be rather dubious to 

use a measure of this type for the spectrum "spread". 

On the other hand, only one spectral component 

corresponds to a certain frequency. For this reason, the 

magnitude of a fixed spectral component at f=1 Hz was 

chosen as the most suitable measure of the spectrum "spread". 

The only reason for the choice of this particular component- 

was that it lies in the middle of the spectral range under 

consideration (0 to 2 Hz). 

In part of this investigation, instead of the 

fading Power Spectrum, -the fading Amplitude Spectrum or 

simply the "fading Spectrum" has been used. This is defined 

as: - 

W(f) =P (f) 

Its use had been dictated by the fact that W(f) > 

P(f) because P(f) <1 for any f. Thus, estimations of 

spectral components from plots could be made with smaller 

normalised standard error of estimation. Indeed, if dP is 

the error in the estimation of P, then: - 
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dP 
er =P 

and: - 

d(Pk) 
cr 

ph 2ý2P2 Er 

4.3 Simple and Partial Correlation and Linear Regression 

For many problems, it is of primary interest to know 

whether two or more random variables are inter-related. The 

existence of an inter-relationship and its relative strength 

can be measured in terms of a correlation coefficient defined 

as 
(126) 

:_ 

n n n 
n. xi yi - xi . yi 

i=1 i=1 i=1 
r= (4.3.1) 

xy 
2 2 

n xi -I xi1 nI Yi - 
fI 

Yi1 i=l i=l i=1 i 

where xi, yi are the random variables and n is the number of 

pairs of such variables. 

The correlation coefficient rxy lies between -1 

and 1 and has a bounding value only when there is a perfect 

linear relationship between the variables. A non-linear 

relationship or a data scatter would force the value of r 

towards zero. 

Sometimes, it is of interest to be able to 

calculate the correlation coefficient between two variables 
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with the effect of one or more other variables removed. 

Such a correlation coefficient is known as a partial 

correlation coefficient and is given as(126): _ 

rxY, z = 
rxy rxz ' ryz 

D 1-rXZ) (1-r2 
(4.3.2) 

where x, y are the variables whose correlation is investigated 

and z is the variable whose effect is to be removed. 

In some cases during the present investigation, 

the value of the coefficient of correlation between two 

variables suggested that a linear relationship could exist 

between the variables and that predictions could be made for 

one of them based upon specific values of the other. 

The description of the relationship between two 

random variables by a linear model is the subject of 

regression analysis. The details can be found in any 

mathematical textbook 118)(126) ( The basic problem of linear 

regression is the estimation of the two parameters a 

(intercept) and b (slope) of the relationship: - 

y=a+b. x 

This is usually done by the method of minimising the sum of 

the squared deviations of the observed values from the 

predicted values of y (least-squares fit). This method 

yields the expressions: - 



127 

nn 
X. 

= 
1=1 1 1=1 

a 
z 

Xi 
i=1 

- xi 
i=1 

Xi Yi 
n 

xi Yi 
b= i=1 1L. i=1 

i 

I Xi n Xi 
i=1 i=1 

(4.3.3) 

(4.3.4) 

In the present investigation, correlation and 

linear regression have been performed by the same computer 

routine (SR of the STATPAK library) in the APL/360 system. 

A description and listing of the routine can be found in 

Appendix V. 

nn 
(xi yi) yi .i i i=i i=1 
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rl uaD mpn S 

THE RADIO-LINK: 

EXPERIMENTAL INVESTIGATION 

This chapter contains a detailed description of the 

experimental procedure, and the results obtained from the 

investigation of atmospheric fading experienced on the UHF 

transhorizon radio-link. 

The investigation has been divided into two sections, 

the first concerning the long-term variations in median received 

signal level on a monthly and annual basis, the second dealing 

with the fast-fading characteristics of the received signal on 

a 3.5 mins. time-basis. In the former section, monthly averages 

of some meteorological parameters in relation to the monthly 

median level of the received signal are investigated, together 

with the influence of frontal activity upon the performance of 

the radio-link. 

In the latter, the effects of some meteorological 

parameters upon the fading spectrum of the received signal are 

investigated both qualitatively and quantitatively. 

It is anticipated that the results from this study 

will serve as a guideline for the simulation of the same 

effects in the laboratory. 



129 

5.1 Long-Term Effects of the Atmosphere Upon the 
Received Signal 

For the study of long-term effects, the continuous 

records from the pen recorder have been used. The signal 

level is given in the form of attenuation relative to the 

maximum level of signal recorded during the period of 

measurements. 

The meteorological Data used in this study was 

provided by the Monthly Weather Report, issued by the 

Meteorological Office. Each Report contains average and 

extreme values of temperature, sunshine, surface wind, 

velocity and precipitation recorded during a month at 

various Meteorological Stations in the United Kingdom. 

The long-term effects studied were the following: - 

(a) Monthly and 10-day median levels for the year 1973 

in relation to the monthly averages of some meteorological 

parameters. 

(b) Diurnal variations under different weather 

conditions. 

(c) Influence of the frontal activity upon the signal. 

5.1.1 Monthly and 10-Day Median Received Signal Levels 

Continuous recordings during the year 1973 could 

be carried out only during the day as the transmission time 

was limited between 09.30 and 18.30 hours. Thus, the 

reported median levels represent daytime values only. The 
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10-day median levels were obtained by averaging the daily 

median levels. The resulting 10-day medians were averaged 

to produce the median level for the whole month. 

In Fig. 5. la, the annual variation of the signal 

level during 1973 is shown. The "worst month" of. the year 

was April with only a slight improvement during May. The 

"best month" was found to be November followed by March. 

A subject of specific interest for the planning 

radio engineer is the effect of the average weather 

conditions over a period of time, one month for instance, 

upon the performance of a radio-link. Such average weather 

conditions are expressed by the monthly averages of sunshine, 

surface wind velocity, surface temperature and precipitation. 

As precipitation is not expected to affect the propagation 

conditions at these frequencies, the rest of the monthly 

average meteorological parameters were considered in 

connection with the monthly median levels of the received 

signal for the whole of the year 1973. 

These meteorological parameters (i. e. surface 

temperature, surface wind and sunshine) are of special 

importance for the energetics of the weather. Sunshine is 

the main source of energy for the atmosphere and wind and 

convection are the main agents for the transfer of energy 

from one scale of atmospheric processes to another. 

The effect of these parameters can be readily 

produced over a given surface in the laboratory; heating 

providing the effects of sunshine/surface temperature 

and wind-tunnel techniques producing surface winds. 

For these reasons, a simple correlation test, as 
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described in Section 4.3, was performed between the monthly 

median levels of the received signal and monthly average 

values of surface temperature, surface wind velocity and 

relative sunshine recorded at the Meteorological Station at 

Kew. The correlation test between the monthly median level 

of the signal and the monthly surface temperature did not 

reveal any significant correlation between these quantities. 

On the other hand, the monthly average-wind velocity 

was found to be negatively correlated with the monthly median 

levels of received signal with a correlation coefficient: - 

p(Wind, Med. Level) - 0.52 

whereas, the relative monthly sunshine was found to be 

positively correlated with a coefficient: - 

p(Re1. Sunshine, Med. Level) = 0.65 

The probability that these coefficients represent 

uncorrelated quantities is approximately 5% as can be 

seen from the tables of correlation coefficient (Appendix VI). 

The results revealed by the correlation tests can also be 

yielded by visual inspection of Figs. 5.1a, 5.1b and 5.1c. 

The fact that the monthly median level is higher 

for a "sunny" month has been realised by many investigators 

(127)(77)(128) 
and has received various explanations. 

Stickland and Smith-Rose(127) suggest that it might be due 

to the large ref lactive index gradients occurring during 
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the warm months and the consequent bending of the propagated 

rays due to large k-values according to the expression (2.1.2). 

Bean and Meany(77) add the possibility of partial reflections' 

or ducting caused by inversions. Tests performed by 

Bullington et a1(128) at 505 and 4.090 MHz over transhorizon 

paths have shown that higher signal levels are likely to 

occur during summer and autumn with the explanation that 

temperature and humidity are higher during the summer. An 

attempted correlation with the average wind, carried out in 

this investigation, did not yield any significant result. 

An original proposition put forward by Belatini(129) 

and developed by Burrows in (130) 
seems to be supported by 

the present observations. According to this proposition, 

the transhorizon field, or at least a part of it, can be 

accounted for by the presence of "convective-cells" acting- 

as divergent lenses. As mentioned in Chapter 1, these cells 

are a common feature in the atmospheric boundary layer and 

their formation is favoured by strong insolation and inhibited 

by strong winds. The correlation coefficients found give a 

support to this proposition without contradicting any of the 

other hypotheses mentioned. 

5.1.2 Diurnal Variation of the Received Signal Level 

The mean signal level of the received signal, 

expressed in hourly median values, was found to vary in a 

different way for various weather conditions and for 

different seasons of the year. Nevertheless, some features 

of the diurnal variation were occurring in a systematic way. 
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These are the following: - 

(a) The diurnal variation was more pronounced for 

conditions of good reception. Such conditions were found to 

prevail during the summer months but they might occur in any 

season under anticyclonic weather (sunny days with moderate 

or light winds and clear, calm nights). 

(b) For conditions of poor or moderate reception, the 

diurnal variation was in the range of 3-6 dB and the 

phenomenon was less pronounced. Such conditions are common 

during overcast and windy days. 

In the first case, the maximum signal level was 

reached between midnight and 06.00 hours with another 

maximum between 08.30 and 11.00 hours. The lowest signal 

levels were observed almost invariably during the early 

afternoon. 

In the second case, the maxima were observed in the 

morning and late afternoon and the minima during the night 

hours. 

(c) The rapidity of the fading was generally increasing 

with decreasing signal level. Thus, rapid fading was a 

common feature of overcast and windy days. 

Two cases of diurnal variation of the signal level 

are shown in Fig. 5.2a along with two examples, Figs. 5.2b 

and 5.2c, of the fading pattern accompanying each case. 
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These observations are in general agreement with 

results obtained during three experiments of transhorizon 

propagation described by Kerr (9). The propagation paths in 

these experiments varied from 38 to 70 miles and the wave- 

length from 6.6 m. to 9 cm. One of these systems. had been 

in operation in the south of England between Wembley and 

Haslemere under precisely the same climatic conditions as 

the present experimental investigation. Angell and Foot (131) 

also describe an experimental study of a transhorizon link 

at 3480 MHz between Wembley and Star Point (173 miles). 

Half of this path almost coincides with the path of the 

present experiment. The features of the diurnal variation 

for this link show many similarities with the ones observed 

during the present investigation. For example, the period 

from 20.00 to 06.00 hours was the most likely to produce 

high signal levels, whilst minima were observed more 

frequently in the early afternoon. Plots of the transmission 

loss versus time for small, average and large diurnal 

variation were similar to the ones shown in Fig. 5.2. In 

both these experiments, the high signal levels observed 

during calm and clear nights were attributed to a "ducting" 

mechanism due to the presence of temperature inversions 

favoured by anticyclonic conditions. 

Rider (132) describes an experiment at 858 MHz over 

a 200 mile path where, again, the diurnal variation of hourly 

median level is in general agreement with the diurnal cycle 

observed in the present experiment. In this work, the high 

signal levels during the night hours are attributed to super- 
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refraction with a partial reflection from layers as a 

supplementary cause. 

5.1.3 Effects of Frontal Activity Upon the Received Signal 

During the period of measurements, 26 cases of a 

front crossing the propagation path were observed. From 

the Daily Weather Report, it was found that 15 of these 

cases were cold fronts, 9 were warm fronts and 2 were 

occluded. A summary of the effects of these fronts upon the 

median level and the fading pattern is the following: - 

(a) All of the cold fronts caused a drop in hourly 

median level ranging from - 20 dB (below maximum recorded) 

down to noise level. The effect was most pronounced for 

fronts coming from the north-east and containing Continental 

polar air. These fronts were causing absolute fade-outs 

with only a few outbursts of detectable signal, usually 

caused by-aircraft crossing the propagation path (Fig. 5.3a). 

Fronts coming from the west and north-west and containing 

cold or polar maritime air were causing drops of the 

received signal to levels which were low but still detectable. 

The fading in these cases was rapid with sharp maxima and 

minima, rather similar to those present during windy and 

overcast days (Fig. 5.3b). Four of the cold fronts were 

accompanied by squalls producing a variable mean level with 

relative changes of - 12 to - 15 dB. The fading during the 

crossings of a squall line was rapid but not very deep with 

a fading range of 9 to 12 dB. 
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(b) The warm fronts did not appear to affect either 

the signal level and fading very much. Their only effect 

was to produce an increase in mean signal level of about 

6 dB during the winter. During the summer, they either did 

not affect the signal at all or caused a slight drop in 

mean level when coming from the west. The fading pattern 

did not seem to be affected. 

Nothing can be said about the effects of occluded 

fronts as only 2 crossings occurred during the period of 

measurements. 

In general, these effects should be expected if 

the refractive properties of the masses of air constituting 

a front are taken into account. These properties and their 

possible effects on transhorizon radio links have been 

(131) described in some detail by Angell et al 
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5.2 Short-term Effects: Fast Fading 

In long-term investigations of a signal received 

beyond the horizon the main feature to be studied is the 

median level and its variations. In short-term investigations 

(record lengths </ hour) the median level is usually steady 

and the feature that becomes of primary interest is the 

variation of the instantaneous level of the received signal 

or "fast fading". 

As the fast fading is of a more or less random 

character 
(13,94,103,49) the most suitable means of studying 

it is through such stochastic quantities as, the probability 

distribution, the autocorrelation function and the power 

spectrum. In the present investigation the power spectrum has 

been considered as the best means of studying the fast fading 

for reasons already discussed in Section 4.2. 

5.2.1 Types of Fast Fading 

As the signal records were accumulated, it became 

apparent that two distinct types of fading exist. These 

types of fading were given the names "a-type" and "ß-type" 

of fading and will be referred to as such from here onwards. 

The characteristics of these types of fading are 

as follows: - 

a-type: It is characterized by rapid and deep fades with 

sharp maxima and minima. The mean level usually lies half- 

way between maximum and minimum. The fading rate varies 

from 0.3 Hz to 1.0 Hz and the fading range between 8- 10 dB. 

It may occur during any period of the year and at any time of 
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the day. It is favoured by poor weather conditions (over- 

cast and windy days). It is the most common type of fading 

accounting for 85 - 90% of the cases. 

ß-type: It is characterized by broad maxima with. a "round 

top" and sharp, deep minima. The mean signal level lies 

close to the maxima. The fading rate is usually less than 

0.2 Hz and the fading range is of the order of 12 dB. It 

occurs during the early hours of the day mainly in the summer 

months but sometimes in spring or autumn under anticyclonic 

conditions. It is favoured by light or moderate winds and 

strong insolation. Two characteristic cases are shown in 

Fig. 5.4. 

Similar types of fading have been observed during 

other investigations. For a transhorizon link operating at 

a frequency of 203.5 MHz over a path length of 160 nautical 

miles studies carried out by Kitchen and Richards (133) have 

revealed various types of fading. Among these the a and ß 

type, as described here, are easily recognizable. In this 

investigation the a-type is attributed to a purely scattering 

mechanism whereas the ß-type, to interference from a few 

components partially reflected by low-altitude inversions. 

Nicolis(134) reports that for a 237 km oversea link operating at 

180 MHz similar types of fading have been observed. Again, 

the a-type is attributed to scattering whereas the ß-type, 

to a "transitional" mechanism ranging between "single duct" 

propagation and scattering. 
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5.2.2 Influence of the Surface Wind Upon the Fading 
Spectrum. Qualitative Investigation 

Among meteorological parameters that affect the 

fading spectrum of a signal received beyond the horizon, ' 

the surface wind can be considered as being of primary 

importance. Although not directly related to the dielectric 

constant properties of the propagation medium, the wind 

affects the distributions of other meteorological parameters 

such as temperature and humidity which define the refracting 

properties of the medium. If the wind is considered as a 

sum of a "mean" and an "eddying" motion then its role in the 

atmosphere becomes clearer. The "mean" motion can transport 

existing inhomogeneities and provides energy for the creation 

of new ones. The "eddying" motion, along with the convective 

activity, is the source of inhomogeneities in the refractivity 

field but can also destroy existing stratified layers by 

mixing. Thus, whichever of the theories of propagation is 

accepted for the real atmosphere, the effect of the wind 

upon the characteristics of the received signal is inevitable. 

However, theoretical and experimental investigations 

on this subject are not very extensive. Thus, Rice(113) and 

Silverman (95) 
relate the normal-to-the-path component of the 

wind to both the frequency spectrum and fading rate of the 

received signal fluctuations. Fehlhaber (115) 
suggests that 

the drift velocity normal to the path appears as a parameter 

of the spatial and temporal autocorrelation functions of the 

received signal. Wheelon(103) gives an integral equation 

for the signal temporal autocorrelation function which contains 

the cross-path wind velocity as a variable of an indefinite 
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function. Tatarski(49) proposes a spectral function for 

field envelope fluctuations which is dependent on the cross- 

path wind velocity. 

Rider (132) has carried out correlation tests 

between fading rate and fading range and the longitudinal 

and transverse wind components at an altitude of 2400 in. 

Angell and Foot (131) have calculated the correlation 

coefficients between fading rate and the total and normal to 

the path wind velocity at an altitude of 1500 m. 

The present investigation has been directed towards 

establishing qualitatively any existing relationship between 

the fading spectrum and the surface wind and then seeking 

quantitative results. In view of that, no theoretical 

expression relating the wind velocity to the fading spectrum 

has been a priori postulated. 

After processing the first few records with the 

method described in Chapter 4, it became apparent that the 

most variable feature of the fading spectrum was its "spread". 

The magnitude of the 1.0 Hz spectral component was chosen as 

the most suitable measure of this "spread", for reasons 

discussed in Subsection 4.2.3. 

Surface wind data from the Meteorological Stations 

at Hurn, Kew and Heathrow were used separately and also to 

provide an average. The influence of the total surface wind 

velocity together with its longitudinal and transverse 

components upon the "spread" of the spectrum, was examined 

by means of a correlation test (see Section 4.3). The 

resulting correlation coefficients are listed in Table 5.1. 
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mT nr ILI ci 

COEFFICIENTS OF CORRELATION BETWEEN 

SPECTRUM "SPREAD" AND SURFACE WIND 

VELOCITY FOR 3 METEOROLOGICAL STATIONS 

Meteorological WIND COMPONENT 

Station 

Total Wind Longitudinal Normal 
Component Component 

Hurn 0.52 0.05 0.57 
Kew 0.39 0.02 0.56 

Heathrow 0.38 - 0.05 0.50 

Average 0.50 - 0.02 0.65 

From the table for correlation coefficients in 

Appendix VI, it can be seen that the critical correlation 

coefficient for 100 degrees of freedom and for the 1% 

significance level is 0.321. Thus for 122 degrees of 

freedom (124 observations used in the present test) it must 

be even smaller. All the coefficients in Table 5.1, except 

the ones for the longitudinal component, are greater than 

0.321, consequently, they are significant for the l%e level. 

The coefficients for the longitudinal component show 

uncorrelated quantities. The conclusions which may be drawn 

from the examination of the results in Table 5.1 may be 

summarized as follows: - 

(a) Increasing total wind velocity is causing more 

spectrum "spread". 

fib) The longitudinal component of the surface wind does 
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not affect the fading spectrum in any consistent 

manner. 

(c) The spectrum "spread" is affected mainly by the 

normal to the path component (the corresponding 

correlations have the highest coefficients). 

(d) Among the data from the three meteorological 

stations the ones originating from Hurn are best 

correlated with the spectrum "spread". 

(e) The average value from the three stations is 

satisfactorily correlated with the "spread" of the 

fading spectrum and it can be considered as a good 

criterion for the surface wind velocity over the 

whole of the path. 

These results are in general agreement with previous 

experimental investigations. For example, Angel and Foot (131) 

report that coefficients of correlation between fading rate 

and wind observations, from an altitude of 1500 m, were found 

to be 0.35 and 0.45 for the total wind and the normal to the 

path component respectively. Rider (132) has shown that the 

fading rate and the normal to the path component of the wind 

at 2400 m are correlated with a coefficient of 0.5. In (112) 

it is reported that the rate of fading has been found to be 

a strong function of the horizontal drift wind across the path. 

The fact that the fading spectrum is mainly affected 

by the normal to the path component of the wind has received 

the following explanation by Tatarski(49) in his theoretical 

treatment of line-of-sight propagation. 

The fading is mainly due to destructive interference 
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between waves transmitted via the "shortest" path and waves 

scattered at the vicinity of a Fresnel ellipsoid and having 

travelled distances differing by n. 2, n=1,3,5 ... A 

Fresnel ellipsoid is highly elongated along the direction of 

propagation and its major axis is approximately equal to the 

path length L, whereas its minor axis is 2«L. A 

scattering "blob" drifted by the mean wind away from the 

great circle of propagation will reach the first Fresnel 

ellipsoid in a time T U' 
L, 

where Un is the cross-path 
n 

component of the wind. At the same time the "blob" will 

have travelled along the path (major axis) a distance 
u 

x=uPL. In general, x«L unless: - 
n 

L 
Un- 

.L 
7 

The value 
A 

is of the order of 10 3 for most of the 

applications. Thus, the condition Up = 103 Un, under which 

the along the path component would produce the same fading 

as the normal to the path component, is a very improbable case. 

The same reasoning can be applied to transhorizon 

propagation and explain the predominant influence of the 

cross-path component upon the fading spectrum. 

The fact that the wind observations from Hurn, in 

the vicinity of the transmitter, are better correlated with 

the spectrum "spread" seems to indicate that inhomogeneities 

near the transmitting site contribute more to the signal 

fluctuations. A theoretical explanation in the form of a 

"path-weighting filter function" has been given by Lee and 
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Harp 
(135) but for line-of-sight propagation only. No 

theoretical explanation has been found so far for transhorizon 

propagation. However, it is anticipated that the laboratory 

simulation will provide an explanation for this effect. 

5.2.3 The Effect of the Surface Wind Upon the Different 

Spectral Components of the Fading Spectrum 

Qualitative investigation up to this stage was 

limited to correlations between the surface wind and the 

1.0 Hz spectral component of the fading spectrum which has 

been chosen as a measure of the spectrum "spread". 

However, in order to acquire a more complete idea 

of the effect the surface wind has upon the whole of the 

fading spectrum, the procedure described in Subsection 5.2.2 

was repeated for 7 different spectral components corresponding 

to frequencies of 0.1,0.25,0.5,0.75,1.0,1.5 and 2.0 Hz. 

These spectral components were correlated with the total 

surface wind at the three Meteorological Stations and with 

the 3-station average. The coefficients of correlation can 

be found in Table 5.2. 

For 124 available pairs of measurements (i. e. 122 

degrees of freedom) all the correlation coefficients are 

above the critical one for the l%o significance level (see 

Table for Correlation Coefficients in Appendix VI). 

The values of the correlation coefficients indicate 

that the high frequency part of the spectrum is more affected 

by the surface wind. This is probably due to the fact that 

this part of the fading spectrum is affected by small scale 

turbulence of mechanical origin and, therefore, more 

sensitive to changes of the surface wind. 
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TABLE 5.2 

COEFFICIENTS OF CORRELATION BETWEEN 

SPECTRAL COMPONENTS AND SURFACE WIND 

VELOCITY AT 3 METEOROLOGICAL STATIONS 

t l S 
CORRELATION COEFFICIENTS 

ra pec 
Component Hurn Kew Heathrow Average 

0.1 Hz 0.318 0.270 0.312 0.358 

0.25 Hz 0.401 0.283 0.338 0.486 

0.5 Hz 0.511 0.331 0.357 0.554 

0.75 Hz 0.517 0.354 0.364 0.586 

1.0 Hz 0.528 0.387 0.385 0.587 

1.5 Hz 0.533 0.438 0.411 0.610 

2.0 Hz 0.529 0.451 0.417 0.615 
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Again, data originating from Hurn Meteorological 

Station at the vicinity of the transmitting site appear to 

be better correlated with the magnitude of the spectral 

components. This effect has been already observed and 

reported in Subsection 5.2.2. Another interesting observation 

is that the 3-station average appears to be a better estimate 

than data originating from a particular Meteorological 

Station. This is probably due to the fact that the average 

is more representative of the wind conditions over the whole 

of the path. 

A test for correlation between the above-mentioned 

spectral components and the normal to the path wind component 

of the average surface wind yielded the following coefficients: - 

mnar_V SZ 

COEFFICIENTS OF CORRELATION BETWEEN 

SPECTRAL COMPONENTS AND THE NORMAL TO THE 

PATH COMPONENT OF THE AVERAGE WIND 

Spectral 
0.1 Hz 0.25 Hz 0.5 Hz 0.75 Hz 1.0 Hz 1.5 Hz 2.0 Hz 

Component 

Correl. 
0.497 0.537 0.616 0.638 0.651 0.646 0.631 

Coefficient 

As expected, the normal to the path wind component 

is better correlated with the spectral components than the 

total wind velocity. The effect is more apparent for the 

high frequency part of the spectrum. 
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5.2.4 Influence of the Surface Wind Upon the Spectrum 

of the Two Types of Fading 

It was mentioned in Section 5.2, that Kitchen and 

Richards 
(133) 

and Nicolis(134) have attributed the two types 

of fading, referred to as a- and ß-type in the present 

investigation, to different propagation mechanisms. However, 

in none of these investigations was it attempted to study 

the influence of the wind, either at the surface or at any 

height above the ground, upon the characteristics of the 

observed types of fading. Moreover, in the course of this 

investigation, it was observed that the ß-type of fading 

could appear with almost identical characteristics under 

various surface winds ranging from very light to moderate. 

For these reasons, it was decided that the influence of the 

surface wind upon the two types of fading should be investigated 

separately. 

As a*first step towards this investigation, the 

magnitude of the 1.0 Hz spectral component (spectrum "spread") 

was plotted against the corresponding values of the 3-station 

average of the surface wind for all the available fading 

spectra. This plotting had the form of a scatter diagram 

and is shown in Fig. 5.5. Different marks indicate points 

belonging to the a- or ß-type of fading. 

From Fig. 5.5, it becomes immediately apparent 

that the ß-type of fading is very little affected by the 

surface wind, whilst for the a-type of fading, increasing 

wind velocity causes an increase in the "spread" of the 

fading spectrum. As a second step in establishing an idea 

about this effect, the measurements were divided into two 
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FIGURE 5.5: Effect of the surface wind velocity upon the 
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groups, according to the type of fading, and the spectrum 

"spread" was correlated with the surface wind for each group 

separately. The computed correlation coefficients are listed 

in Table 5.4. 

TABLE 5.4 

COEFFICIENTS OF CORRELATION BETWEEN 

SPECTRUM "SPREAD" AND SURFACE WIND 

VELOCITY FOR THE 2 TYPES OF FADING 

Type of df 
METEOROLOGICAL STATION 

Fading 
Hurn Kew Heathrow Average 

a-type 90 0.687 0.632 0.654 0.743 

0-type 30 0.061 0.192 0.132 0.173 

All the coefficients for the a-type of fading are 

significant at the 1%0 confidence level. They indicate a 

strong correlation between the spectrum "spread" and the 

surface wind velocity. They also indicate that the average 

value of the surface wind is better correlated with the 

"spread" than data from any particular station. The 

correlation coefficients for the ß-type of fading show no 

significant correlation and by checking their values against 

the corresponding critical values in the Table for Correlation 

Coefficients (Appendix VI), it can be concluded that there is 

more than 10% probability that the quantities are totally 

uncorrelated. 
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The available meteorological data does not provide 

enough evidence for explaining, with certainty, why the 

surface wind does not affect the spectrum of the ß-type of 

fading. 

Correlation tests between surface wind and wind at 

an altitude of 850 mb (approximately 1500 m. ), with 

observations from Crawley Meteorological Station, revealed 

that the wind at this altitude is highly correlated with 

the surface wind, both in speed (correlation coefficient: 

0.873) and in direction (correlation coefficient: 0.718). 

Therefore, it would not be-very sound to assume that this 

effect is solely due to the fact that the atmospheric 

structures responsible for the ß-type of fading are situated 

at considerable altitudes above the surface. 

It is more likely that the atmospheric structures 

responsible for the ß-type of fading are very little affected 

by light or moderate winds irrespective of altitude. Such 

structures can be stratified layers or large thermal "cells" 

which would be slowly advected under the influence of a 

light or moderate surface wind. It is expected that the 

laboratory simulation will throw more light into the nature 

of these structures. 

5.3 Influence of the Static Stability Upon the Fading 

Spectrum 

The importance of the static stability in the 

troposphere has been already discussed in Section-"1.3. 
) 

Important parameters such as the Richardson number Ri, the 

Rayleigh number Ra and the coindex of refraction gradient 
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depend explicitly on the static stability through the 

expressions (1.4.1d), (1.4.2a) and (1.4.3w) respectively. 

Also, in Subsection 1.4.4, it has been shown that 

the spectral function for atmospheric turbulence may undergo 

a transition from one-inverse-power law to another. under the 

influence of buoyancy. In both the theories of Shur (63) 
and 

Lumley 
(70 

and of Tchen(71'73) this transition depends on the 

value of the static stability (expressions (1.4.4d) and 

(1.4.4h) for the Shur-Lumley model and (1.4.41) and (1.4.4k) 

for the Tchen model). 

For these reasons it was decided that the effect 

of the static stability parameter upon the fading spectrum 

should be investigated. 

A definition of static stability and the method 

used for its evaluation has been given in Section 4.1. 

The necessary upper atmosphere meteorological data originates 

from Crawley Meteorological Station, where upper-air 

temperature observations are carried out only twice a day 

at 12.00 h and 24.00 h. For this reason, only mid-day signal 

records were used. 

As previously, a correlation test was used in order 

to specify any qualitative relationship between static 

stability and the "spread" of the fading spectrum. The 

correlation coefficient was found to be: - 0.672 for 65 

pairs of. measurements. 

From the Table for Correlation Coefficients (Appendix 

VI) it can be seen that for 60 degrees of freedom and for the 

1%o confidence level. the critical coefficient is 0.408, thus 

the correlation coefficient between static stability and 
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spectrum "spread" can be considered as very significant. 

The sign of the correlation coefficient suggests 

that increasing static stability corresponds to narrower 

fading spectra. This should be expected in view of the fact 

that in a stably stratified atmosphere the turbulence is 

suppressed whereas in an unstable atmosphere, the turbulence 

is enhanced. 

In the above calculation of the correlation 

coefficient, the effect of the wind velocity upon the spectrum 

has not been taken into account. As a further step, the 

measurements were divided into three groups according to 

the wind velocity at the time of the recording. These three 

groups are: 18 measurements for wind velocities in the range 

1-6 knots (light winds), 28 measurements for the range 

6- 12 knots (moderate winds) and 17 measurements for the 

range 12 - 18 knots (strong winds). 

The correlation coefficient was computed for each 

of these groups and the results are listed in Table 5.5. 

TABLE 5.5 

COEFFICIENTS OF CORRELATION BETWEEN 

STATIC STABILITY AND SPECTRUM 

"SPREAD" FOR DIFFERENT WIND f 

WIND: 1-6 knots 6- 12 knots 12 - 18 knots 

df corr. coeff. df corr. coeff. df corr. coeff. 

16 - 0.751 26 - 0.798 15 - 0.879 



157 

These coefficients are well above the critical 

ones for the corresponding degrees of freedom at the 1% 

confidence level. Therefore, they can be considered as 

being very significant. 

From Table 5.5, it can be seen that increasing 

surface wind velocity appears to enhance the correlation 

between spectrum "spread" and static stability. 

This effect will be discussed in what follows 

with the additional aid of the diagram in Fig. 5.6 which 

represents a scatter diagram of spectrum "spread" versus 

static stability for the three ranges of wind velocity 

already considered. 

The solid-line curves represent the trend of 

variation of the "spread" with static stability, for the 

three groups of wind velocities. From visual inspection 

of Fig. 5.6, the following conclusions can be drawn in 

respect of the effect of static stability upon the fading 

spectrum: - 

1. High static stability (S) reduces the "spread" 

whereas low positive, or negative static stability induces 

a large "spread", i. e. rapid fading. This is apparent for 

any of the three groups of wind velocities. 

2. This effect is less pronounced for light winds 

whereas for strong or even moderate winds, the "spread" 

increases more rapidly with decreasing S. From the curve 

No. 1 (light winds) in Fig. 5.6, it can be seen that when 

the static stability falls from 15.10-5 sec-2 to 2.10-5 sec-2, 

the relative increase in'"spread" is approximately 240%. 
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For moderate winds (curve No. 2), the same drop in S causes 

a relative increase in "spread" of approximately 340%. 

It was qualitatively shown in the previous 

Subsections 5.2.2 and 5.2.3 that increasing surface wind, and 

especially its normal to the path component, is responsible 

for rapid fading by drifting scattering inhomogeneities 

through the common volume. To this factor, two more can be 

added: the number of scattering "blobs" contributing to 

fading; and their size. Obviously the greater the number of 

these "blobs", the more rapid the resulting fading, since at 

a certain moment more of them will have the right position 

in space (vicinity of a Fresnel zone) to cause destructive 

interference. The importance of the size becomes apparent 

from the Bragg condition (2.2.3f): the smaller the blob 

size, the larger is the corresponding scattering angle and 

regions of the common volume remote from the great circle 

of propagation start contributing to fading. 

In view of these facts, the previously mentioned 

effects can be explained as follows: - 

(a) According to the discussion in Subsection 1.4.1, 

high static stability is likely to suppress turbulent motion 

in the atmosphere even in the presence of a strong wind. 

This is due to the fact that for 5»0 Ri > Ricr, and 

buoyancy forces are opposing any mechanically produced 

turbulence. Under these conditions only large eddies can 

be maintained for considerable periods of time because their 

buoyancy is greater, but*such eddies contribute very little 
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to fast fading. Conversely, conditions of low or negative 

static stability can lead to Ri < Ricr and then the onset 

and maintenance of turbulence is promoted by the buoyancy 

forces. This increases the number of eddies and favours 

the maintenance of those of smaller size. 

(b) When light winds are prevailing, turbulence is 

mainly due to convection. Thus, even for low or negative 

static stability, the fading is mainly due to relatively 

large (see Table 1.1) convective elements drifting through 

the common volume. In the presence of stronger winds, 

mechanical turbulence is added to the convective one thus 

increasing the number of inhomogeneities. Also, more energy 

is fed to the spectrum of turbulence by the mean motion and 

is cascaded down to small-size eddies. Thus, the relative 

"effectiveness" of a strong or moderate wind in producing 

rapid fading, is enhanced under conditions of low positive 

or negative static stability. 

5.4 Influence of the Surface Wind Upon the Spectrum 

of the "a-type" of Fading: A Quantitative Investigation 

The qualitative investigation described in Section 

5.2 provided evidence that the surface wind, and especially 

its component Un normal to the propagation path, considerably 

affects the fading characteristics of a signal received 

beyond the horizon and causes a "spread" of the fading 

spectrum towards higher frequencies. 

Spectral components, corresponding to different 

frequency ranges of the fading spectrum, were found to be 

affected by the surface wind (see Subsection 5.2.3) and this 
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effect was more pronounced for components in the high 

frequency part of the spectrum. 

Fading spectra belonging to the a-type category 

were found to be particularly affected by the surface wind, 

whilst those of the ß-type did not appear to be affected by 

this meteorological parameter in any consistent manner. The 

very significant correlation coefficients between spectrum 

"spread" and Un (see Table 5.4) suggest that a quantitative 

relationship between the "a-type" of fading spectrum and Un 

could be established. For this type of fading, such a 

relationship would lead to an empirical formula connecting 

the power spectral density function to the surface wind 

velocity Un in the direction normal to the propagation path. 

This empirical formula could be thereafter compared 

with the theoretical predictions for the power spectral 

density function of atmospheric fading, given in Section 2.3, 

and also serve as a guideline for the laboratory simulation 

of the same effect. 

5.4.1 Influence of Un Upon Different Ranges of the 

"a-type" of Fading Spectrum 

Prior to seeking a quantitative relationship 

between Un and the power spectral density function of the 

a-type of fading, it was considered necessary to investigate 

the effect of Un upon the different ranges of the spectrum 

for this type of fading. 

From each of 92 available fading spectra belonging 

to the "a-type" category, seven spectral components 0.1,0.25, 

0.5,0.75,1.0,1.5 and 2.0 Hz were considered. Seven sets 
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of measurements were thus formed, each containing 92 spectral 

components of the same frequency. 

As in Subsection 5.2.3, each of these sets was 

tested for correlation with the corresponding values of Un. 

A3 meteorological station average value of Un was-considered 

to represent better the surface wind conditions over the whole 

of the propagation path and, therefore, such average values 

of Un were used instead of data from a particular 

meteorological station. 

The correlation test yielded coefficients shown in 

Table 5.6. 

TABLE 5.6 

COEFFICIENTS OF CORRELATION BETWEEN 

Un AND SPECTRAL COMPONENTS FOR THE 

"a-type" OF FADING 

SPECTRAL 
0.1 Hz 0.25 Hz 0.50 Hz 0.75 Hz 1.0 Hz 1.5 Hz 2.0 Hz 

COMPONENT 

CORR. 
0.497 0.666 0.733 0.802 0.776 0.762 0.738 COEFFICIENT 

Entering the Table of the Correlation Coefficient 

(Appendix VI) for 90 degrees of freedom, it can be seen that 

all of the coefficients in Table 5.8 are well above the 

critical value for the l%a significance level. Thus, the 

probability that the quantities are uncorrelated is less 

than 1%. 

These results reveal that the spectral components 
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in the different frequency ranges of the fading spectrum are 

increasing in magnitude when Un increases. 

There is, therefore, a strong indication that a 

power spectral density function, describing the whole of 

the power spectrum of the "a-type" of fading, might be 

affected by Un in a consistent way, allowing for more 

quantitative conclusions to be drawn about the effect under 

investigation. 

5.4.2 An Empirical Relationship Between Un and the Power 

Spectral Density Function of the "a-type" of Fading 

After the encouraging results reported in the 

previous subsection, it was decided that a quantitative 

empirical relationship between Un and the power spectral 

density function of the "a-type" of fading could be 

established. 

For this purpose an analytical expression should 

be found which would: (a) describe as accurately as 

possible all the available power spectra of the "a-type" of 

fading, and, (b) contain Un as a parameter. 

This was achieved through the following procedure: - 

1. The correlation coefficients in Table 5.6 suggested 

that the relation between Un and each of the spectral 

components might be a linear one, since a correlation test 
(is 

essentially a test for linearity as well 
118, l26). Such 

a linear relation would have the form: - 

W (fi) = ai + ßi . Ün i=1,7 (5.4.2a) 
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where W(f1) is the magnitude of each of the 7 spectral 

components considered, fi is the corresponding frequency and 

ai, ßi are the constants of each regression line (intercept 

and slope respectively). The index i indicates each of the 

7 spectral components under consideration. 

Since the correlation coefficient is a rather 

qualitative indication that two sets of variables are 

linearly related (unless it is equal to 1 or - 1), another 

more powerful method was used to test the linearity between 

each of the spectral components W(fi) and Un. 

Each-set of 92 spectral components W(fi) and the 

corresponding values of Un were used as an input to a 

computer program based on the subroutine E02ABF (see 

Appendix IV). 

This subroutine examines least-square polynomial 

approximations which fit a set of data points; in this case 

(W (f i) , 'Un) . The degree of the polynomials can vary from 

zero to an integer m set by the user. These polynomials 

have the form: - 

f (x) =F (1) +F (2) .x+F (3) . x2 + .... +F (N + 1) . xm 

The subroutine can select the degree J, (0 <J< m), of 

the polynomial which fits the given data points best. The 

criterion for the selection of J is that the sample variance 

resulting from each trial is minimised. The degree J of the 

best fitting polynomial is given by the program as an out- 

put parameter. For all the 7 spectral components, the best 

fitting polynomial was found to be of the first degree 
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although polynomials up to the fifth degree were tested by 

the program. 

2. After it had been established that the magnitude 

of each of the 7 spectral components depended linearly on 

Un, the constants ai, ßi of the expression (5.4.2a) should 

be determined so that each spectral component could be 

expressed as a linear function of Un. For this purpose, the 

APL/360 system was used and the calculations were performed 

by means of the routine SR (STATPACK package) (see Appendix 

V). This routine, as already discussed in Section 4.3, 

estimates the constants of a linear regression line by means 

of the expressions (4.3.3) and (4.3.4) using the least- 

squares method. The values of ai (intercept) and ßi (slope) 

corresponding to each line of regression between a spectral 

component and Un are listed in Table 5.7. 

MIA nrG' 

CONSTANTS OF LINEAR REGRESSION 

BETWEEN EACH OF THE 7 SPECTRAL 

COMPONENTS AND Un 

Spectral 
0.10 Hz 0.25 Hz 0.50 Hz 0.75 Hz 1.0 Hz 1.5 Hz 2.0 Hz 

Compon. 

a. 0.651 0.301 0.128 0.073 0.039 0.010 0.007 
i 

ßi 0.021 0.031 0.037 0.037 0.037 0.036 0.034 
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With the intercept (ai) and slope (ßi) of each 

regression line known, the 7 lines representing the expression 

(5.4.2a) were plotted on the same graph in Fig. 5.7. This 

graph has the form of a nomogramme showing the increase in 

amplitude of each of the 7 spectral components when Um 

increases in the range from 1 to 18 knots. With the aid of 

this graph, for a given wind velocity Un, 7 components of 

the fading spectrum could be determined. It must be 

recalled here that these components do not belong to the 

"Fading Power Spectrum" P(f), but to the "Fading Spectrum" 

W(f) (see Subsection 4.2.3). Thus, in order to obtain 7 

estimates of the fading power spectrum for a given Un, the 

values of the fading spectral components obtained from the 

graph in Fig. 5.7 must be squared. These 7 estimates are 

adequate for plotting the fading power spectral density 

function for a given Un, as shown in Fig. 5.8. This graph 

represents the fading power spectra, or rather the 

corresponding power spectral density functions, for 8 

different values of Un ranging from 2 to 16 knots. The 

effect of increasing Un upon the power spectral density. 

function of the "a-type" of fading is apparent. 

3. Visual inspection of Fig. 5.8 suggested that the 

fading power spectral density function might obey an inverse 

power law of the form: - 

P (f) ,, f'n (5.4.2b) 

Such a function, when plotted with both axes 
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logarithmic, is represented by a straight line with a slope 

n- 
logogPff �" Fig. 5.9 shows such a logarithmic plot 

which indicates that the power spectral density function, 

for various Un, obeys an inverse power law. The exponent 

n appears to be constant for values of Un from 16 to 6 knots. 

For lower values of Un, the exponent n seems to increase for 

spectral components above 1 Hz. However, in this part of 

the spectrum the normalized power is some 13 dB, or more, 

below maximum, for Un <6 knots, as it can be seen from 

Fig. 5.9. It is, therefore, possible that under these 

conditions the spectral estimates in this range are aliased 

by the receiver noise to a certain degree. 

Nevertheless, to a great extent, the exponent n 

would appear to be a constant parameter of the power spectral 

density function, depending only on the normal to the path 

component Uri of the surface wind. 

4. From Fig. 5.9 it can be seen that the exponent n 

(slope of the logarithmic power spectra) decreases when Un 

increases. This was further confirmed by the respective 

values of n and U contained in Table 5.8. 
n 

The graph shown in Fig. 5.10 represents the 

variation of n with increasing Un and suggests an inverse 

proportionality between these two quantities. This led to 

the construction of another graph, also shown in Fig. 5.10, 

relating to the inverse of the "exponent 1/n to the values 

of Un (the corresponding values of 1/n are also shown in 

Table 5.8). 
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The apparent linear relationship between 1/n and Un suggested 

by this graph, led to a quantitative test for linear 

regression between 1/n and Un by means of the APL/360 

routine SR (see Appendix V). The results obtained from this 

routine for the 10 pairs of data (1/n, Un) listed in Table 

5.8 were the correlation coefficient, which was found to be 

0.995, and the constants of the regression line, which were 

estimated as: - 

Intercept: 0.366 Slope: 0.131 

The fact that the correlation coefficient was found to be 

almost 1 confirmed that 1/n depended linearly on Un. With 

the values of intercept and slope calculated by the routine, 

the relationship becomes: - 

1/n = 0.36 + 0.131 . Un (Un in knots) (5.4.2c) 

A combination of (5.4.2c) with (5.4.2b) gave the 

following empirical expression for the dependence of the 

power spectral density upon frequency with Un as a parameter: - 

-1/(0.366 + 0.131 . Un) 
P (f) ti f (5.4.2d) 

for 0.1-< f<2.0 Hz 

It must be noted that this empirical expression 

does not describe the power spectral density function in the 

range 0 to 0.1 Hz, as this range had not been considered in 

the analysis. The sampling epoch (record length) in this 
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study had been kept constant at 3.5 mins throughout the 

measurements. Therefore, frequencies less than 1/3.5 min-1 

5x lO-3 Hz would not be represented in the power spectrum 

with any accuracy. Moreover, this is the range where the 

power spectrum attains its maximum and, therefore,. the form 

of the power spectral density function changes from an 

increasing to a decreasing function of f. This would impose 

considerable difficulties on the analytic description of 

the power spectrum in this range. 

However, P(f) is a normalised power spectral 

density function, such that P(fm) = 1, where fm is the 

frequency at which the maximum of the power spectrum occurs. 

To account for this property of P(f), the expression (5.4.2d) 

can be written: - 

f 1/@. 366 + 0.131 . Un) 
P(f) ti 

(f j 
(Un in knots) (5.4.2e) 

m 

This new expression does not alter the dependence of P(f) 

on f and, moreover, satisfies the condition P(fm) = 1. 

5.4.3 Discussion 

Expression (5.4.2e) is a purely empirical 

relationship showing the dependence of the normalized fading 

power spectrum upon the normal to the path velocity component 

of the surface wind. It should be appreciated that another 

analytic treatment of the same experimental data would result 

in another expression fitting the data equally well. 

However, for the purposes of the present investigation, the 

expression (5.4.2d) was considered adequate as it describes 
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the effect of increasing Un in producing a "spread" of the 

fading power spectrum towards higher frequencies. This 

effect, as already discussed in Section 2.3, has been 

accounted for by various theoretical models proposed by 

Crawford et al(112), Rice (113) 
and Fehlhaber and Grosskopf 

(114,115) In some of these cases 
(112,114,115), 

the 

theoretical models (power spectral density functions) are 

supported by experimental data as well. 

Another very interesting feature of (5.4.2e) is 

that for Un =0 the dependence of power spectral density 

upon frequency becomes: - 

- 1/0.366 F 2.74 
P (f) ti 

(f 
=ff (5.4.3a) 

mm 

The value - 2.74 of the exponent is very close to the value 

- 8/3 =-2.67 proposed by Tatarski(49) for the power 

spectral density function of amplitude fluctuations in line- 

of-sight propagation. 

The condition Un =0 does not imply that the 

propagation medium is absolutely at rest but corresponds 

to a case where turbulence is fully developed in the 

propagation medium and there is no mean transport velocity 

across the direction of propagation. Thus, the main source 

of Doppler spread and shift has ceased to exist and fading 

is mainly due to the evolution of turbulence in the 

atmosphere. The fact that this type of fading has a power 

spectral density function obeying (to a great extent) a 

- 8/3 law, as in the case of line-of-sight propagation, 

indicates that the refractive index in homogeneities 
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responsible for the fading cover a whole range of wave- 

numbers. Since, a "- 8/3" law for the power spectrum of 

amplitude fluctuations is a consequence of a one-dimensional 

refractive index spectrum obeying a "- 5/3" power law (49)* 

the refractive index inhomogeneities causing the "a-type" 

of fading are expected to be in the inertial range of 

turbulence characterised by the - 5/3 spectral exponent (see 

Subsection 1.4.3). 

5.5 The Effect of Static Stability Upon the Power 

Spectrum of the "ß-type" of Fading 

It was reported in Section 5.3 that the static 

stability of the first 1.5 km of the atmosphere was found to 

be the second meteorological parameter, other than the surface 

wind, to affect the fading spectra of the received signal. 

In the case of the "ß-type" of fading, the effect 

of the surface wind upon the fading spectrum was found to be 

altogether insignificant (see Subsection 5.2.4 and Fig. 5.5). 

It was, therefore, thought that a close examination of the 

power spectra of the ' -type" of fading could reveal the 

effects of the static stability of the atmospheric medium. 

The investigation on the effect of Un upon the power 

spectral density function of the "a-type" of fading, revealed 

that the spectral exponent n can be quantitatively related to 

a specific meteorological parameter, namely, Un, and possibly 

to the spectral exponent of the refractivity field, at least 

in the case when Un = 0. It was, therefore, decided that 

the spectral exponent n was the most suitable parameter of 

the power spectral density function to be considered in this 
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investigation. 

5.5.1 Experimental Investigation 

The procedure adopted to-determine the effects of 

the static stability of the medium, for conditions. associated 

with the "ß-type" of fading, may be outlined as follows. 

1. Each available fading power spectrum, belonging to 

the "ß-type" category, was plotted on logarithmic scales, so 

that an inverse power law, possibly governing the power 

spectral density function, could be readily detected. Since 

all the fading spectra were decreasing very rapidly, only 

the frequency range up to 0.6 Hz was examined. In order to 

increase the consistency of the spectral estimates, further 

averaging in the frequency domain was performed as described 

in Subsection 4.2.2. This had-the effect of reducing the 

standard error of estimation to less than 10% (see Subsection 

4.2.2). 

2. A least-squares polynomial was fitted to the 

resulting spectral estimates by means of the routine EO2ABF 

(see Appendix IV). By this method a more complete picture 

of each power spectrum was obtained. 

The power spectra resulting from this process are 

shown in Figs. 5.11 - 5.25. 

From these plottings it can be seen that the 

slope of the logarithmic power spectra is nearly constant 

for most of the frequency range under consideration. In a 

few cases, the spectral exponent n appears to vary gradually 
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from small to larger values, as frequency increases. 

3. The exponent of the corresponding power spectral 

density function could be evaluated by measuring the slope 

of each logarithmic power spectrum. In the cases. where a 

transition of the slope from small to large values occurred, 

the slope for the "high frequency" region of the spectrum 

was considered. The spectral exponents yielded in this way 

are marked on every plot. 
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The values of the spectral exponents were found 

to vary between 1.8 and 4.1, which constitutes a rather 

wide range of variation. However, a closer examination of 

the spectral exponents revealed a concentration around the 

values 2.0,2.67 and 4.0. This tendency is clearly shown 

in Fig. 5.26 which represents a histogramme of the frequency 

with which a spectral exponent attains a certain value in 

the range of its total variation. The values have been 

considered in intervals of 0.1. 

From this histogramme, it can be seen that out of 

30 power spectra of the "ß-type" of fading, eight were 

characterised by a spectral exponent in the range 2.0 ± 0.2, 

another eight had an exponent in the range 2.7 ± 0.2 and 

fourteen had an exponent in the range 4.0 ± 0.2. None of 

the recorded power spectra was found to have an exponent 

outside these intervals. 

5.5.2 Discussion 

In Subsection 5.4.3, the "- 8/3" power law, 

governing the power spectral density function of the 

"a-type" of fading in the limiting case Un = 0, had been 

attributed to a one-dimensional refractivity spectrum 

obeying a "- 5/3" power law. Similarly, the spectral 

exponents characterising the power spectra of the "ß-type" 

of fading can be related to some models of atmospheric 

turbulence which have been extensively discussed in Sub- 

section 1.4.4. These models are briefly as follows: - 

(a) The model of atmospheric turbulence under strong 
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thermal stratification, put forward by Shur (63) 
and 

developed by Lumley 
(70 

and Tchen(73), suggesting a one- 

dimensional spectrum of turbulence obeying a "- 3" power law. 

(b) The model proposed by Tchen 
(71) 

and Gisina (7? ) for 

the case when strong-interaction occurs between mean and 

turbulent motion in regions of strong velocity and 

temperature gradients. In this model the one-dimensional 

spectrum of turbulence obeys a "- 1" power law. 

(c) The more familiar "- 5/3" power law model of 

Kolmogorov(48) for atmospheric turbulence in the inertial 

range. This is the most universally accepted model 
(63,73) 

and it has been extensively used in theoretical investigations 

(49'97) for the description of the power spectrum of 

amplitude (or phase) fluctuations in line-of-sight propagation. 

In this last case, Tatarski(49) has shown that the 

power spectrum of amplitude fluctuations, resulting from 

refractive index irregularities in the inertial range, must 

obey a "- 8/3" power law. Conversely, a one-dimensional 

refractivity spectrum obeying the "- 5/3" power law is 

responsible for an amplitude power spectrum obeying a 

"- 5/3 - 1" power law. 

In fact, Tatarski's treatment of the problem of 

random amplitude fluctuations of a e. m. wave scattered in a 

turbulent atmosphere, can be easily extended to include 

other models of-refractivity spectra. This does not require 

any modification in the mathematical formulation of the 
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problem, as described in(49)(pp. 259-264). The simple 

insertion of a one-dimensional refractivity spectrum obeying 

a "- n" power law would result in a "- (n + 1)"-power law 

governing the amplitude power spectrum of the scattered e. m. 

wave. 

Thus, for those models described in (a) and (b), 

the one-dimensional spectra of turbulence obeying a "- 3" 

and a "- 1" power law, would result in power spectra obeying 

"- 4" and "- 2" power laws respectively. 

Fig. 5.26 shows that all the available power 

spectra of the "ß-type" of fading were characterised by 

spectral exponents in the vicinity of "- 4", "- 8/3" and 

"- 2". This supports the above-mentioned hypothesis that 

the observed spectral exponents are a result of refractivity 

spectra obeying a "- 3", "- 5/3" and "- 1" power law 

respectively. 

Since these spectral laws of atmospheric turbulence 

are considered to depend strongly on the thermal 

stratification of the atmosphere (see Subsection 1.4.4), the 

results available provided an opportunity to test this 

hypothesis even further. The available values of the fading 

power spectral exponents were plotted versus the static 

stability parameter characterising the lowest 1.5 km of the 

atmosphere for the times during which the corresponding 

signals had been received. The method of evaluation of the 

static stability parameter has been discussed in Section 4.1. 

Since upper air data is recorded by the Meteorological 

Station at Crawley only at 12.00 hours, spectral exponents 

from signals received at mid-day were used for this purpose. 
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This limited the number of spectral exponents to 22 out of 

the 30 cases of power spectra belonging to the "ß-type" of 

fading. The resultant plot is shown in Fig. 5.27. It can 
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Fig. 5.27 The variation of spectral exponent n with static 
stability for the "ß-type" of fading. 

be seen that power spectral exponents with values in the 

vicinity of -4 tend to occur for high static stabilities, 

i. e. under conditions of strong thermal stratification of 

the atmosphere. For such conditions the one-dimensional 

spectrum of atmospheric turbulence must obey a "- 3" power 

law according to the theoretical investigations of Shur 
(69), 
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(70) (73) 
Lumley and Tchen . That has also been confirmed by 

experimental measurements 
(63,65,66) (see Subsection 1.4.4). 

As the static stability decreases, the values of 

the spectral exponent undergo a transition from -4 to 

- 8/3 for static stabilities in the vicinity of 12, x 10-5 

sec-2. According to the hypothesis that the fading power 

spectral exponents depend on the spectral exponents of the 

atmospheric turbulence, this would indicate a transition of 

the atmospheric turbulence spectrum from a "- 3" to a "- 5/311- 

power law. Shur 
(63) has obtained spectra of vertical 

velocities in stratified regions of the atmosphere exhibiting 

such a transition from a "- 3" to a "- 5/3" spectral 

exponent. Through a theoretical treatment based on 

dimensional analysis, he concluded that the transition, for 

a given wave number, depends on the static stability 

parameter (see Subsection 1.4.4, Expressions 1.4.4e). 

Similar theoretical results have also been obtained by 

Lumley 70). Further experimental evidence for this ( 

transition has been provided by Myrup(55) who reports that 

it usually occurs when the environmental stability changes 

from stable to near-neutral. 

Weill, Aubrey et a1(66) have measured the spectra 

of temperature fluctuations in the atmosphere and have 

found that spectral exponents in the vicinity of -3 prevail 

under stable conditions whilst near neutral stratifications 

favour spectral exponents in the vicinity of - 5/3 or smaller. 

For static stabilities close to zero (neutral 

stratifications) the fading spectral exponent appears to 

undergo another transition, this time from - 8/3 to - 2, 
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indicating one-dimensional spectra of atmospheric 

turbulence obeying a "- 1" power law. Such spectra have 

been measured in the atmosphere 
(64,65,66) 

and they have 

received a theoretical explanation by Gisina(72) and Tchen 

(71,73) based on the interaction between mean and turbulent 

motion (see Subsection 1.4.4). Such interaction is expected 

to take place in regions of strong temperature gradients 

where buoyancy forces provide energy not only to the large 

turbulent eddies but also to a whole range of scale sizes. 

In general, the hypothesis that the fading power 

spectra obey inverse power laws determined by the spectra of 

turbulence in the propagation medium appears to be 

considerably supported by both experimental and theoretical 

investigations on atmospheric turbulence. As a result, the 

static stability parameter could be an important factor 

determining the functional form of the fading power spectra 

of the "ß-type" of fading. 
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CHAPTER 6 

SIMULATION IN THE LABORATORY: 

THE AIMS AND REALIZATION 

6.1 Introduction 

As already discussed in Chapter 2, a considerable 

amount of theoretical work has been dedicated to the 

interpretation of transhorizon propagation and its various 

characteristics. Atmospheric structures such as inversions 

acting as "ducts" or reflectors, turbulent eddies or "blobs", 

acting as scatterers have been considered to be of importance 

to transhorizon propagation through the troposphere. A large 

number of experiments have been also performed, in support of 

one theory or the other. Frequently, different investigators 

attribute similar propagation characteristics to different 

mechanisms. For example, "roller-top" fading ("type p" in 

the present investigation), has been attributed by Kitchen and 

Richards(133) to interference from a few partially reflected 

field components, whereas Nicolis(134) attributes it to 

"ducting". Tatarski, a significant contributor to the theory 

of propagation by scattering, suggests 
(49) 

:- 

"that the theoretically predicted dependence of "scatter loss" 

on transmitted frequency, is at variance with experimental 

evidence". 

Similar discrepancies exist between the conclusions. 

from other theories and the results obtained from the many 

experiments that have been conducted and the experience gained 
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from established commercial practice. 

The accurate prediction of transhorizon tropospheric 

propagation characteristics for practical application, based 

on any specific theoretical work, is impossible. In the 

design of modern full-scale tropospheric radio systems, great 

reliance is still placed on empirical information which has 

been formulated from practical experience. 

The obvious and most important difficulties arise 

from an incomplete understanding of the behaviour of the 

atmosphere, to the extent that even weather prediction is 

still unsatisfactory, and the real effects it has on a radio 

beam. In a full scale system the total atmospheric volume 

between the transmitter and receiver terminals is too large 

and of very complex structure as to defy any conclusive 

measurements which are within the abilities of the planning 

radio engineer. Furthermore, it is perhaps fortunate that man 

cannot exercise any degree of control over the behaviour of 

such an atmospheric volume. However, it may thus be argued 

that failure to effect any degree of control over such a 

region seriously inhibits the success of any concerted 

investigation into both its properties and behaviour and, 

therefore, its influence on a propagated radio-beam. 

In contrast, any attempt at mathematical representation 

or modelling must, by the very nature of such an exercise, 

assume a number of parameters which may or may not be of 

significance. In this aspect, a mathematical model will be 

limited in its scope in much the same manner as any investigation 

conducted on. a full-scale system by virtue of the complex 

spatial and temporal distribution of the properties of the 
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propagation medium.. 

The use of scaled models in fields such as aero- 

nautical, civil or environmental engineering has hitherto 

proved of considerable value. These techniques have also 

been successfully used in the communications field for the 

purpose of investigating the properties and performance of 

aerial systems and arrays. 

By developing these modelling techniques 
(136) to 

include optical aids and "wave sources", it is now possible 

to simulate most, if not all, the fading characteristics that 

are experienced on a tropospheric radio system in the 

laboratory. The advantages of such a technique are that the 

effects of an inhomogeneous gaseous medium on the path of an 

electro-magnetic wave, propagated as a conical beam, may be 

studied in a "controlled" environment whose overall properties 

may be related to those of a full-scale radio system. In 

addition, these same techniques may also be applied to studies 

of the diffraction effects of scaled natural obstacles and 

are to some extent supported by the Theorem of Similarity put 

forward by Sommerfeld (137). A brief formulation of this 

Theorem is the following: - 

"Let the distances between a diffracting object, the light 

source, and the observation plane be reduced by a factor K, 

then the diffraction pattern in the new plane of observation 

will be similar to the one in the previous plane if the 

dimensions of the diffracting object is reduced by a factor 

K the wavelength of the light maintained constant". 
2i 
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This theorem can be extended to make the two 

reduction factors equal if the condition that the wavelength 

be kept constant is relaxed. Thus, if the wavelength is 

also reduced by a factor Ki, then K2= KI and a uniform linear 

scaling of all dimensions will result in a similar diffraction 

pattern. 

A brief discussion on previous efforts to study 

specific radio communications problems by means of scaled 

models will be given in what follows. 

6.2 Previous Work 

Laboratory simulation in radio communications has 

been mainly practiced in the past for the investigation of 

microwave diffraction problems. In most cases 
(138,139,140), 

the investigators have considered regularly shaped diffracting 

objects like spheres, wedges and cones, being only approximately 

similar to real obstacles. In these investigations, no attempt 

was made to incorporate a simulation of atmospheric phenomena. 

However, attempts to simulate particular natural obstacles 

have been made more recently. Thus, Ridler(141) in 1972 studied 

the diffraction caused by a nearly conical volcanic mountain 

and Trivedi(142) in 1977 studied in detail the spatial 

distribution of the field diffracted by a hill ridge. 

These two investigators have also incorporated 

elements of simulation of some atmospheric phenomena, namely, 

differential heating of the ground due to solar radiation and 

air flow over the diffracting obstacle. In both cases, the 

differential heating has been simulated by heating the 

aluminium-made diffracting obstacle from below by means of 
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electric resistors. Although in these two investigations 

the paths under simulation were line-of-sight obstructed 

paths and the primary subject of investigation was the 

diffraction pattern at the receiving plane, the fact that 

they report the presence of fading whenever atmospheric 

phenomena are simulated, makes them contributing works to 

the problem of transhorizon propagation modelling. 

Very few attempts have been made up to now to 

simulate a transhorizon radio link in the laboratory. 

Burrows in (136) 
suggested for the first time in 1966 that 

transhorizon propagation characteristics, and particularly 

fading, can be reproduced in a laboratory model consisting 

of a laser beam propagated over a flat aluminium plate 

representing the earth's surface. There was a provision for 

creating a wide range of M profiles (the model was basically 

of the "flat earth" type). The receiver had been simulated 

by an aperture and a photosensitive detector. The propagation 

medium could be inspected in detail by Schlieren interferometer 

techniques which readily indicated the presence of air mass 

movement along the propagation path. This model had been 

used for the simulation of a real transhorizon link operating 

at a frequency of 900 MHz and extending over 500 km. Comparison 

between the records from both the model and full-scale links 

revealed a high degree of similarity for a wide range of 

meteorological conditions. Low speed wind tunnel techniques 

were used to simulate the effects of surface winds and 

turbulence. The author also stresses the importance of the 

near-surface activity in relation to the random variations, 

or fading, in light intensity at the receiving aperture. 
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From these investigations, it can be concluded 

that Burrows' guideline for the laboratory simulation of 

transhorizon propagation characteristics is the following: - 

"An accurate simulation of the earth's atmosphere and its 

phenomena, can lead to the simulation of the effects of that 

atmosphere upon a propagated radio beam". 

A different approach to the problem of modelling 

UHF transhorizon links in the laboratory was presented in 1968 

by R. Post and D. Rost(143). The authors describe another 

laboratory model where a laser beam is propagated over a 

Pyrex disc 24 inches wide and having a curvature of 18 feet. 

The field at the receiving plane is recorded on photographic 

film which consequently is scanned by a microphotometer. The 

laser light is scattered over the curvature of the disc by 

spherical glass beads dropped with varying spatial densities 

through the "common volume". The mean diameter of the 

scattering beads is 151 p, i. e. 240 A. The measured quantity 

is the. ratio of scattered power to power in the central 

maximum of the transmitted beam, something analogous to the 

"scatter loss" in transhorizon propagation terms. The authors 

report that their results are similar to the predictions cited 

by Booker and Bettencourtl44). Their work is essentially 

supporting the "scatter" theories of transhorizon propagation 

and no atmospheric phenomena except homogeneous and isotropic 

turbulence can be simulated. The only variations that can be 

introduced are through the size of the "common volume" and 

the size and spatial density of the scattering beads. The 
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fact that the reference index of the glass beads is quite 

different from that of the surrounding air has not been 

considered by the authors who, however, claim that their 

model "is not intended to simulate the earth's atmosphere 

but to simulate the effect of that atmosphere". 

For the purpose of this investigation, the technique 

developed by Burrows has been adopted. 

6.3 Aims of the Laboratory Simulation and Advantages of 
the Adopted Method 

The aims of this laboratory simulation, seen in the 

light of the discussion presented in Section 6.1, can be 

summarized as follows: - 

1. To model and simulate the full-scale ("prototype") 

radio-link. 

2. To simulate and study, as accurately as possible, 

the properties and the phenomena of the real atmosphere; 

particularly the ones known to exist in the propagation medium 

of the "prototype" radio-link. 

3. To reproduce in the laboratory model the same fading 

effects that have been observed and studied on the "prototype" 

radio-link. 

4, To relate the general properties of the "model 

atmosphere" to those of the real atmosphere, which produced 

the same fading effects.. 
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The method of laboratory simulation proposed by 

Burrows 
(136,145) 

was adopted for use in the present 

investigation since it offered the following advantages: - 

(a) The ability to simulate various atmospheric effects 

such as winds, temperature gradients, mechanical and convective 

turbulence. 

(b) Observability and controllability over the simulated 

atmospheric effects. 

(c) Flexibility in monitoring the propagated light beam 

at any point on the receiving plane and simultaneously 

carrying out measurements of various simulated meteorological 

parameters. 

6.4 Description of the Model 

The experimental set-up consisted of three units: 

the actual model, a low-speed wind tunnel and a Schlieren 

interferometer. Plate6.1shows the model with the Schlieren 

system arranged for operation. In Plate6.2 the model is shown 

as an integral part of the wind tunnel. Due to constructional 

difficulties, it was not made possible to operate the Schlieren 

system and the wind tunnel simultaneously. A detailed 

description of the principle of operation and the component 

parts of the model is given in the following section. 
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Plate 6.1 

Plate 6.2 
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6.4.1 The Propagation Path - The Transmitter, The Receiver 

The model consisted basically of a flat aluminium 

plate, which could be heated from below, over which a 

divergent laser beam is propagated. 

The choice of aluminium to simulate the-earth's 

surface was made because its reflection properties at optical 

frequencies are similar to those of a lossy dielectric and 

closely resemble the properties of ordinary terrain to UHF 
(142,146) 

Aluminium has a modulus of effective complex dielectric constant 
0 

in the range of 10 < jej < 30 at 5890 A close to the range of 

normal soil dielectric constant at UHF. 

The scale factor was derived from the ratio of the 
0 

laser wavelength (6238 A) to the wavelength of the carrier 

wave of the prototype link. This scale factor was found to be 

0.6328 x 10-6 m/0.333 m=1.9 x 10-6 and thus permitted the 

reduction of the 142 km of the prototype radio-link path to 

a "model path" of 27 cm. 

The aluminium plate simulating the earth's surface 

had a length of 27 cm, a width of 20 cm and was carefully 

milled and polished to reduce the effects of roughness to a 

minimum. For the purpose of creating a temperature gradient 

above the "path", the plate was heated from below by 8 heating 

elements of 40 W each. Layers of mica and asbestos were used 

for the electrical insulation of the heating system. The 

power for the heating was provided by a variac allowing 

control of the plate temperature. Provision was made for 

keeping the plate at a constant required temperature by the 

connection of an ETHER-TRANSITROL thermostat between the 

variac and the heating elements. The temperature of the plate 
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was sensed by the thermostat's probe which 

NiCr-NiAl thermocouple inserted in a small 

plate's body without actually touching the 

decided that this would be the best way to 

temperature in the immediate vicinity of t: 

exposing the sensor to room draughts, etc. 

consisted of a 

cavity in the 

plate. It was 

sample the air 

he plate without 

The simulation of the transmitted radio beam was 

obtained from a He-Ne gas laser source together with a spatial 

filter and a series of lenses and apertures. A schematic 

diagram of this optical system is shown in Fig. 6.1. 

The He-Ne laser (Fig. 6.1) was used as a source of 
0 

monochromatic unpolarized light (X = 6328 A). The power out- 

'put of the device was approximately 3 mW and the available 

light beam was in the form of a parallel beam with an 

approximate diameter of 1 mm. As the laser was placed 

underneath the model propagation path for space economy 

reasons, two right-angle deflecting prisms (I and II) were 

used to bring the laser beam at the right position. The 

light emerging from the second prism was then passed through 

a spatial filter consisting of a 20 x microscope objective 

focused of a 50 p aperture. The purpose of the spatial filter 

was: - 

(a) To create a secondary light source with a diameter 

much smaller than that of the original laser beam. Thus, the 

new source would have a diameter of 79 X or approximately 20 

times smaller than the diameter of the untapered laser beam 

(= 1600 X). This would simulate better the prototype radio 

link where the aerial's diameter was 3.66 m or 11 A. 
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(b) To eliminate secondary light beams created by 

reflections in the deflecting prisms and intensity 

irregularities in the periphery of the main beam. 

(c) To create from the pencil light beam a broader 

divergent beam more similar to the radio beam transmitted 

by a directional "dish" type UHF aerial. 

Further control upon the beam was provided by a 

combination of two convex lenses (III and IV in Fig. 6.1) 

of focal lengths 5 cm and an aperture (V) of 3 mm diameter. 

By the combined adjustment of the two lenses and 

by repeated measurements of the light intensity on the 

receiving plane along the vertical direction, a light beam 

having a diameter of approximately 2.8 cm ± 0.1 cm was 

achieved. 

The aperture (V) served for the purpose of 

eliminating unwanted side-lobes. This was achieved by 

positioning the aperture at a place between the lens (IV) 

and its focus in a way that the periphery of the aperture 

was coinciding with the first dark diffraction ring around 

the central lobe. 

The whole system was adjusted so that the image of 

the 50 p aperture, without the unwanted diffraction side-lobes, 

was formed just above the near edge of the aluminium plate 

and as close to the model ground as possible. 

To avoid reflections from the ground, the beam was 

made to propagate with its lower boundary parallel to the 

plate's surface. That was achieved by tilting the aluminium 
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plate slightly downwards as shown in Fig. 6.1. 

The receiving system was placed at the other end 

of the model path at a distance of 27 cm from the simulated 

transmitting aerial. 'It consisted of an aperture with a 

diameter of 25 u, a photomultiplier and an optical fibre 

light guide conducting the light from the former to the 

latter. The type of the photomultiplier was EMI 9658 R with 

approximately 12% efficiency at red light wavelengths. Its 

output voltage was proportional to the intensity of the 

insident light and provided a direct measure of the received 

power. Its "dark current" was about 20 nA for a supply 

voltage of 1450 V at room temperature (20°C). Its intensity- 

to-output characteristic was found to be linear over most of 

the operating range. The dynode chain circuit is shown in 

Fig. 6.2. The receiving aperture and one end of the light 

conducting optical fibre were mounted on a slide system shown 

in Fig. 6.3. The system consisted of a vertically movable 

frame A, within which a horizontal slide B, bearing the 

receiving aperture C, could be moved. In this way, the 

aperture could be moved in both the vertical and transverse 

directions in the receiving plane. 

The displacement in the two directions could be 

controlled and measured by two micrometer screws D and E. 

As in the prototype radio link the receiving 

aerial was standing 44 m above ground level, the receiving 

aperture in the model should stand: 44 x 1.9 x 10-6m = 84 u 

above the model ground. The measurement of that distance by 

means of the vertical micrometer screw was possible but it 

was found difficult to define the micrometer's indication for 
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zero elevation of the aperture. To overcome this difficulty, 

a pin coated in insulating material was inserted in a hole P 

drilled in the horizontal slide B at the same level with the 

receiving aperture (see Fig. 6.3). The pin was connected to 

one of the poles of a d. c. battery and the other pole was 

connected to the aluminium plate simulating the ground. A 

small pilot-bulb was connected in this circuit. When the 

receiving aperture had a zero elevation the pin would touch 

the aluminium plate, close the circuit and the pilot-bulb 

would light. Then, the "zero elevation" indication of the 

micrometer screw could be taken and the aperture could be 

thereafter elevated at the appropriate height. This method 

proved extremely valuable since the "zero elevation" 

indication varied with the temperature of the model ground 

causing expansion of the. plate. 

Prior to any quantitative measurements, it was 

necessary to calibrate the photomultiplier and the 

accompanying recording apparatus to ensure that their 

combined response was linear for the range of light 

intensities likely to be involved in the experiment. For 

the calibration an arbitrary output voltage of 7 volts was 

taken as reference level. The calibration procedure is 

described in what follows. 

The receiving aperture was located approximately 

on the axis of the diverging beam and then by means of the 

micrometer screw it was displaced off-axis downwards until 

the measured output was exactly 7 volts. Then a neutral 

filter with an attenuation coefficient of 2.2 dB was 

inserted into the beam and the output voltage, say V1 volts, 
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was measured. Then, the filter was removed and the receiving 

aperture was displaced further off-axis until the unattenuated 

beam produced an output voltage of Vi volts. At that position 

the filter was introduced again and the beam was again 

attenuated by 2.2 dBs relative to the previous position and 

by 2.2 + 2.2 = 4.4 dBs relative to the initial position when 

the output voltage was 7 volts. For this attenuation the 

output voltage was, say V2 volts. The filter was again 

removed and the aperture displaced further off-axis so that 

an output voltage of VZ volts was achieved. This procedure 

was repeated several times and the resulting measurements 

produced the calibration curve shown in Fig. 6.4. It can be 

seen that for the region 0 to 30 dBs attenuation the response 

of the photomultiplier and the recording system was linear. 

6.4.2 The Wind Tunnel: Dynamic Similarity, Description 

As a part of the present investigation, the values 

of the simulated surface wind should be specified for which 

the results from the laboratory model would be similar to 

those obtained from the full-scale ("prototype") radio link. 

In Subsections 5.2.2 and 5.2.3, it was reported that only the 

normal to the path wind component was found to affect the 

fading spectrum of the received signal. It was, therefore, 

decided that only cross-path surface winds should be 

considered in the laboratory simulation experiment. These 

surface winds, should be of controllable speed and of a low 

turbulence intensity and such air flows can be obtained only 

by means of a wind tunnel. 

Before the construction of a suitable wind tunnel, 
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it was necessary to know, at least approximately, the range 

of wind speeds to be produced. The only indication as to 

what wind speeds were expected to be involved in the 
(simulation 

experiment was provided by Burrows145) who had 

successfully simulated atmospheric fading in the laboratory 

using air streams with speeds in the vicinity of 0.5 m/sec. 

In most model investigations conducted in a wind 

tunnel, the conditions which must be satisfied, in order 

that the results obtained with the model are applicable to 

the prototype are: (a) Geometric Similarity and (b) Dynamic 

Similarity. In the present investigation, geometric 

similarity was achieved by scaling all dimensions of the 

model by a factor K=1.9 x 10-6. equal to the ratio of the 

laser light wavelength to the wavelength of the UHF radio 

link. 

It proved impossible to decide on a criterion for 

dynamic similarity as in theory, there is a host of dimension- 

less numbers whose equality ensures dynamic similarity, 

depending on the particular problem. Thus, equality of the 

Reynolds number in the model and in the prototype is 

necessary, when forces exerted on a body completely immersed 

in an incompressible fluid are of particular interest. As 

this criterion requires that: - 

`Uv J model `Uý prototype 
(6.4.2a) 

the wind speeds in the model must be many times greater than 

the ones in the prototype. In the present investigation that 

would amount to wind speeds approximately 2.105 times greater 
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than those encountered in the atmosphere. Moreover, the 

objective of the investigation was not to simulate the flow 

around an object and to measure forces exerted on it. Thus, 

the Reynolds number was not considered as a suitable criterion 

for dynamic similarity. 

In the case of flows with a free surface or bodies 

floating in a fluid, equality of another dimensionless number 

ensures dynamic similarity. This is the Froude number defined 

as(147): _ 

Fr' = 
U2 
gL 

where U is the velocity of the flow, L is a characteristic 

length of the flow or the floating body and g the gravitational 

constant. 

This number provides a measure of the ratio of 

inertia forces to gravitational forces in the flow. The 

analogy between a body floating in a fluid and a buoyant 

plume "floating" or rising in the ambient air has led to the 

adoption of the Froude number as a criterion for similarity 

in the modelling of plumes(148). In this case variations of 

density which are of primary importance in buoyancy must be 

included and Fr can be modified to include them in the 

l49): 
_ 

(following 
manner 

Fr = g. 

i 
L where now g' =g 

pp 
p= density 

0 

When density ratios are kept unchanged in the model 
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and in the prototype the condition for similarity in the 

modelling of plumes can be written( 

U2 
= prototype 

umodel Lmodel (6.4.2b) 

and in this case, the flow speed in the model must be much 

less than that in the prototype. 

C. K. Batchelor(150) has shown that for nearly ideal 

incompressible gases at low velocities which are thermally 

stratified, a Richardson number is the sole parameter 

governing the flow. For these conditions he assumes: - 

1p AT 
po 

N T0 

where T is the temperature of the fluids. 

Arya and Cermac(151), investigating problems of 

atmospheric shear flows and their laboratory simulation, use 

Batchelor's proposal for the simulation of such flows in the 

case of a thermally stratified atmosphere. Recognising the 

fact that the Richardson number defined in terms of gradients 

as in Equation (1.4.1d), is a local characteristic of the 

flow depending on the height and, therefore, not suitable 

for modelling purposes, they propose a "gross" Richardson 

number defined as: - 

gh (Th - To) 
Rih =T 

U2 
(6.4.2c) 

a 
Uh 
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where h is the thickness of the boundary layer (or equivalent 

layer in the wind tunnel), Uh and Th are the values of 

velocity and temperature at the top of this layer, To is the 

surface temperature and Ta, the average temperature of the 

layer. Then, equivalence of Rih for the model and the 

prototype flows yield the following condition for similarity: - 

U2 h 
prototype = 

prot. 
(ýT/T 

a)prot. 

Urr2 
odel 

hmod. (AT/Ta)mod. (6.4.2d) 

It is worth noting that when temperature ratios 

are kept the same in the model and in the prototype the 

condition for similarity becomes the same as Equation (6.4.2b). 

This indicates that there is an analogy between Fr and Rih and 

this analogy becomes more apparent when Batchelor's assumption 

2 AT is taken into account. This assumption is rather A 

correct for the atmosphere where air can be considered as a 

nearly ideal incompressible gas. 

The above discussed concepts of similarity point out 

that either Fr or (equivalently) Rih should be used as a 

criterion for similarity in the present investigation. Indeed, 

the method of simulating the propagation medium would result 

in a thermally stratified model atmosphere with convective 

cells and thermal "bubbles" or plumes present. The adoption 

of such a criterion would suggest that the flow inside the 

model should occur at speeds much lower than the atmospheric 

winds under simulation. 

As the general guideline of the present investigation 

was to avoid theoretical speculation, so prevalent with 
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dynamic similarity, a totally empirical method was finally 

adopted for determining the range of wind speeds the tunnel 

should produce. Nevertheless, all the previously mentioned 

concepts of dynamic similarity were kept in mind, to be used 

later for the interpretation of the experimental results. 

The procedure used to determine the range of 

simulated wind speeds that would produce the right results 

in the model was the following. 

Air streams of different speeds were blown across 

the laser beam by means of different fans. The model ground 

was at the same time heated from below. The signal received 

by the simulated "receiver" was then applied to the available 

SAICOR spectrum analyser and the resulting fading power spectra 

were observed. 

It became immediately apparent that wind speeds in 

the range of the atmospheric winds were producing fading power 

spectra extending to frequencies much higher (up to 15 Hz) 

than the ones experienced in the radio link under simulation 

(up to 2 Hz). The speeds were gradually reduced until power 

spectra appeared in the range 0 to 2 Hz. The speeds required 

to produce these spectra were in the vicinity of 0.5 m/sec or 
(lower, 

in agreement with the value suggested by Burrows in145). 

Thus, it was decided that the wind tunnel should be of the low 

speed type. 

A description of the component parts of the wind 

tunnel, which was constructed in the workshop of e. m. Waves 

Group, will be given in what follows: - 

(a) The Driving Unit. This was a three-blade Saucer 
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Fan made by ROTRON (Woodstock, New 

of large electronic equipment. It 

weight (less than 1 kg), low level 

and its low friction rotation. It 

variac which permitted a very good 

rate. 

York) for the ventilation 

was chosen for its low 

of vibrations and noise 

was power supplied by a 

control of the. revolution 

(b) The Diffuser. It was made of plywood and its 

function was to convert the kinetic energy of the air stream 

produced by the blades into pressure energy. 

(c) One Gauze and two Honeycomb screens. The function 

of the gauze screen was to eliminate turbulence by the 

breaking down of large eddies created by the fan blades. The 

honeycomb screens, placed downstream of the gauze, would 

reduce the lateral components in the flow and, consequently, 

"straighten" the flow. 

(d) The Contractor. The exact nature of turbulence 

changes produced by a contractor is not very certain 
(147). 

Apart from the fact that it enables a low velocity to be 

maintained through the screens, there is evidence that it 

reduces the turbulent velocity components in the longitudinal 

direction. It was designed in the Fluid Mechanics Section 

of the Mechanical Engineering Department, Imperial College 

for a similar but rather larger wind tunnel. The original 

pattern-drawings were photographically reduced to the right 

size and then used for the construction of the contractor 

out of aluminium sheets. ' 
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(e) The Working Section. This was an air-duct of 

uniform rectangular cross section. The inner dimensions 

were 27 cm (length of the model propagation path) by 8 cm. 

Its length was 120 cm. The ceiling and the floor were made 

of plywood and the sides were made of perspex to allow 

viewing of the working area. As shown in Fig. 6.6, a part 

of the floor was left open so that the aluminium plate could 

fit in that position and become a part of the floor. Two 

semi-circular notches were cut on the sides of the working 

section at the positions shown in Fig. 6.6, allowing the 

laser beam to propagate unobstructed in a direction 

perpendicular to the flow inside the tunnel. The parts of 

the perspex sides adjacent to the heated aluminium plate were 

replaced by strips of asbestos to avoid deformation of melting 

of the perspex due to the high temperature. 

With these arrangements, it became possible to 

have a constant air flow of controllable speed blowing across 

the propagation path of the laser beam. 

Later it became apparent that for very low wind 

speeds, the flow could become intermittent due to the low 

rate of revolution of the fan blades. This problem was 

solved by placing a wire-mesh cover at the air inlet of the 

driving unit. By letting small pieces of porous paper to 

be sucked and stack on the mesh surface, the effective area 

of the air inlet could be reduced resulting in lower flow 

speeds without a reduction of the revolution rate of the 

driving unit. 
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6.4.3 The Schlieren Interferometer 

It was mentioned in Chapter 1 that for optical 

wavelengths the refractive index of atmospheric air is 

proportional to the pressure and inversely proportional to 

the air temperature, Equation (1.4.3z). In cases. where the 

pressure is nearly constant, as in the low-speed flows in a 

laboratory environment, the refractive index depends only on 

the temperature of the air and observations of the refractivity 

field can lead to conclusions about the temperature field. 

A method by which the refractivity field of a- 

transparent material or a gas can be visually observed is 

the Schlieren method and the corresponding optical devices 

are known as Schlieren systems or interferometers. Detailed 

descriptions of such systems can be found in various sources 
(147,152) 

Plate 6.3 shows the arrangement of the component 

parts of the interferometer used in this investigation and 

Fig. 6.7 is a schematic diagram showing the parts and their 

function. The monochromatic light source was a GROSSCOPE 

sodium lamp transmitting through a slit 2 cm long and 

approximately 1 mm wide (LS in Plate 6.3). The source was 

placed off the optical axis but on the focal plane of a 

spherical concave mirror having a diameter of 15 cm and a 

focal length of 150 cm. Thus, the reflected light had the 

form of a parallel beam. The axis of this beam was perpendicular 

to the major axis of the model ground and tangential to its 

surface as shown in Fig. 6.7. In this way, the lower half 

of the beam was intercepted by the model ground. The rest of 

the beam was incident upon a second mirror M identical to the 
2 
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_ _` 

PLATE 6.3 

to T. V. monitor 

M, M2 

FIGURE 6.7: Schematic diagram showing the component parts of the Schlieren 

interferometer. LS: light source, M1, ML: convex mirrors, Mr: plane r.. irrer, 

K: knife edge. 
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first one. The mirror M2 was slightly tilted around its 

vertical axis so that it was focusing off the axis MM 
12 

at the side opposite to the light source. A knife-edge cut- 

off K was placed at the focus F of this mirror and it could 2 

be vertically moved to intercept totally or partially the 

light beam at this point. Beyond the focus Fia high quality 

flat mirror M3 was placed which could reflect the image 

created by M2 onto the objective lens of a video-camera C. 

The objective of this camera combined through the flat mirror 

M with the concave mirror M could be focused on the middle 32 

plane of the model. The received image was then continuously 

monitored on the screen of a television monitor connected to 

the video-camera. 

As a result of the vertical movement of the knife- 

edge K, a position can be reached when part or all of the 

light arriving from the source will be cut off. In this case, 

a gradual and uniform change of brightness on the television 

monitor screen will occur in the absence of any reference 

index non-uniformity above the model ground. If a non- 

uniformity in temperature, and therefore reference index, 

is present in the model atmosphere, then part of the light 

will be diverted in such a way that it passes above the knife- 

edge K and forms an image of the non-uniformity which is 

ultimately projected on the screen of the television monitor. 

By means of the vertical movement of the knife-edge K, the 

sensitivity of the system can vary. When most of the light 

is cut off by K at the point F2 only very strong gradients 

of reference index can divert the light rays sufficiently 

to pass over the knife-edge and give an image on the screen. 
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Schlieren systems are usually subject to astigmatism 

and coma. Astigmatism can be avoided to a large extent when 

the ratio of focal length to aperture exceeds about ten (i. e. 

f/diameter 10). With the mirrors used in the described 

refractometer, this condition was fulfilled. Coma can be 

avoided when the component parts are arranged in a way that 

the light source and the knife-edge are on opposite sides of 

the axis of the two mirrors 
(147). 

Again, provision had been 

taken for such an arrangement. Astigmatism was further 

reduced by placing the light-source LS, the knife-edge K and 

the heated aluminium plate in the same plane as the optical 

axis MM. 
12 

The whole of the apparatus was firmly mounted on a 

special support with provision for the movement and adjustment 

of every single component. This support could move in a 

direction normal to the optical axis MIMi by means of a lead- 

screw system. In this way the whole of the model propagation 

path could be scanned. 

The Schlieren interferometer provided a very 

effective means of continuous monitoring of the propagation 

medium above the heated model ground. It allowed inspection 

of the reference index inhomogeneities and recordings of the 

received light signal to be done simultaneously. Photographs 

of the television screen could be taken to serve as permanent 

records of the propagation medium. The whole system had the 

advantage of being a "passive" detector, not interfering with 

the properties of the "atmosphere" in the model. 
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6.5 Methods of Determining the Temperature and Velocity 

Profiles: Instruments, Calibrations 

For point measurements of the temperature and 

velocity field in the propagation medium and, more important, 

for determining the vertical profiles of the same quantities, 

the following methods and instrumentation were used. 

For temperature measurements, a calibrated electronic 

thermometer (CORMACK) was used with a NiCr-AlCr thermocouple 

probe. The probe could move vertically above the middle of 

the propagation path by means of a micrometer screw and it 

was placed inside the tunnel through a small hole in the 

ceiling. 

A voltage output was available from the electronic 

thermometer and this was used to drive the Y axis circuit of 

a XY plotter (HEWLETT-PACKARD). The X voltage was provided 

by a displacement transducer following the vertical movement 

of the thermocouple probe. In this way temperature profiles 

above the middle of the path could be plotted for different 

ground temperatures and wind speeds. 

The following method was used to displace the 

sensor vertically with a constant speed. One end of a piece 

of string was fixed on the thimble of the micrometer screw 

with sealing wax. The string was then rolled around the 

thimble about forty times. By pulling manually the free end 

of the string away from the thimble with a constant force 

the micrometer screw was made to rotate with a constant 

speed. This method would provide vertical displacements of 

up to 1 cm. 

For the air flow measurements inside the wind tunnel 
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a hot-wire anemometer was used. This was a DISA Type 55DO5 

battery-operated instrument operating according to the 

constant-temperature principle. A bridge circuit and an 

amplifier keep the probe resistance and hence the probe 

temperature virtually constant. The anemometer measures the 

power delivered by the probe to the flowing medium in which 

it is placed. The sensor was a DISA 55A36 hot-wire probe, 

with a platinum plated tungsten wire 5u in diameter. 

The instrument was calibrated against an inclined 

Pitot-static manometer in the following way. Since the 

anemometer was to be used to measure very low wind speeds, 

accurate calibration for the range of speeds 0-1 m/sec was 

required. This imposed some difficulties because Pitot-static 

manometers are rather insensitive in very low speeds. 

Nevertheless, this problem was solved by placing the hot-wire 

probe in the wide part of a wind tunnel contractor and the 

manometer tubes in the working part of the tunnel. The 

contraction ratio of this particular wind tunnel was 8.7, 

thus wind speeds experienced by the hot-wire probe were 8.7 

times smaller than the ones measured by the manometer. 

The inclination angle of the manometer was ý= 200 

and it is known (147) that the velocity of an air stream in 

ft/sec measured by a Pitot-static manometer under standard 

conditions is: - 

Um = 66.15 h. sin ý. p (ft/sec) 

where h is the Pitot-static difference in inches and p is 

the density of the fluid in the manometer. In this particular 
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case, p=0.8 g/ml and: - 

Um = 20.176 0.8 . sin ý. h(inches) = 10.57 h(inches) m/sec 

Taking into account the contraction ratio of the 

wind tunnel, the flow speed measured by the anemometer should 

be: - 

U 
Ua =8m=1.215 1h(inches) m/sec 

With the anemometer output connected to a galvano- 

meter, the calibration curve shown in Fig. 6.8 was plotted, 

showing the flow speed in m/sec-1 versus anemometer output 

voltage. The effect of temperature upon the hot-wire 

resistance had been taken into account according to the 

manufacturer's specifications. 

For vertical scannings of the flow regime inside 

the wind tunnel, the anemometer probe could be displaced 

vertically by means of a micrometer screw through a hole in 

the ceiling of the tunnel. Profiles of wind speed versus 

height could be measured by the same method as for temperature 

profiles, involving a displacement transducer and rotating the 

micrometer thimble by means of a thread. 

As temperature fluctuations in the gaseous medium 

could affect the anemometer readings in an unpredictable way, 

the hot-wire probe was not mounted right above the heated 

model ground but it was placed a small distance upwind of it, 

in a convection-free region of the working part of the tunnel. 
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6.6 Data Recording and Processing 

As the results obtained from the laboratory model 

were to be compared quantitatively with those obtained from 

the prototype radio link, it was considered appropriate 'to 

use exactly the same method for data recording and processing. 

This would ensure that fortuitous similarities or differences 

between the two sets of results would not be introduced due 

to a change in the recording method, equipment and 

computational procedure. 

Thus, the voltage output from the photomultiplier - 

dynode was applied to the same recording system as in the 

case of the voltage output from the radio-receiver. A 

detailed description of all the recording apparatus together 

with a block diagram (Fig. 3.5) has been given in Section 

3.3. The only difference is that in the case of the model 

the DC amplifier was operating with a constant gain of 50 

instead of 10 as in the case of the radio-link recordings. 

However, the signal was sampled with a rate of 5 samples/sec, 

encoded and recorded in digital form on paper-tape in a method 

identical to the one described in Section 1.3 

For the processing of the digital data in the CDC 

6400 Computer Unit of Imperial College, the procedure already 

described in Subsection 4.2.2 was employed. Thus, the routine 

DATPOW (Appendix III) was used for the estimation and plotting 

of the fading power spectrum, as in the case of the prototype 

radio-link. This routine incorporated the subroutines: 

REGRE, for the prewhitening of the Digital Data; TAPER, for 

the application of a Hamming Data window; FASTF, for the 

Fourier transformation., The spectral estimates were obtained 
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by squaring and adding together the real and imaginary parts 

of the FASTF output. These estimates were then smoothed and 

normalized to the maximum value. Thence, the Power Spectrum 

could be plotted either in linear axes, by means of the 

subroutine POWPLO, or in logarithmic axes by means of the 

subroutine LOGPLO (see Appendix III). 
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CHAPTER 7 

SIMULATION IN THE LABORATORY. 

EXPERIMENTAL INVESTIGATION 

In using a laboratory model technique as an aid in 

the study of the influence of the atmosphere on a radio beam, 

with the objectives as outlined in Sections 6.2 and 6.3, it 

is necessary to conduct two quite different investigations. 

1. To establish that within a sealed model, which has 

been constructed to represent a given full-scale 

radio system, it is possible to affect suitable 

variations of the physical properties of the gaseous 

or "atmospheric" medium under controlled conditions. 

The ranges of these variations in parameters-such as 

temperature, temperature gradient, surface wind 

speed, etc. are required to be such that the 

variations in the resultant refractive index (and 

its gradient) produces similar effects on the model 

"radio-beam" to those which occur in the full scale 

system. 

2. To reproduce and simulate, as accurately as possible, 

the same fading characteristics on the model system 

as those observed on the full scale system. The 

controlled conditions in the model "atmosphere" are 

then to be related to those meteorological conditions 

which prevail on the full scale ("prototype") system 

when the fading-characteristics under consideration 

are observed. 
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7.1 The Propagation Medium 

The propagation medium in the laboratory model was 

studied in three different ways: - 

(a) Vertical soundings of temperature were performed 

above the middle of the propagation path by means of an 

electronic thermometer used as described in Section 6.5. 

From the resulting temperature profiles and by employing the 

relations'hip: - 

77.6 
TP 

where T is the absolute temperature and p is the atmospheric 

pressure in mbars., the corresponding refractive index 

profiles could be deduced. 

(b) The continuous changes in the refractive index 

properties of the propagation medium were monitored by means 

of the schlieren system and continuously displayed on the 

television screen. Any special features of its activity 

could be studied in detail from photographs which were 

obtainable from the screen image. 

(c) Vertical soundings of the flow above the propagation 

path were obtained by means of the hot-wire anemometer. 

This was done with the model ground unheated, so that 

temperature fluctuations would not alter the readings of 

the anemometer. The velocity profiles above the middle of 
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the propagation path were afterwards used to extrapolate the 

wind speed very close to the model ground for given free- 

stream velocities. 

The measurements and observations obtained by these 

three methods will be extensively discussed in the following 

subsections. 

7.1.1 Temperature and Refractive Index Profiles 

Vertical soundings of the temperature, performed in - 

the way described in Section 6.5, produced the profiles 

shown in Figs. 7.1 - 7.4. The method of displacing the 

thermocouple probe vertically with constant speed makes the 

soundings equivalent, if not more accurate, to similar 

temperature soundings of the real atmosphere performed by 

radiosondes or free ascending balloons. The vertical extent 

of these soundings was approximately 1 cm so that it 

covered the vertical extent of the diverging laser beam at 

the middle of the path. Fig. 7.1 shows the temperature 

profile for a model ground temperature of 60°C, an ambient 

temperature of 23°C and in the absence of any air flow in 

the tunnel. It can be seen that a negative average 

temperature gradient persists in the propagation medium. 

This average gradient is not constant throughout the 

boundary layer but changes value for different depths. Thus, 

very close to the ground a very steep gradient persists with 

a value around - 25°C/mm. This is the region where heating 

of the air takes place rather by conduction than convection. 
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FIGURE 7.1: Vertical profiles of: temperature pulsations (a), tempe- 

rature (b), and refr. index (c) for a ground-plane temperature of 60 oC 

and zero free-stream velocity. 
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FIGURE 7.2: Same as above, for a ground-plane temperature of 80 °C 
and 

zero free-stream velocity. 
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Right above this region the gradient falls to values of 

around - 6°C/mm where mixing due to convection is expected 

to occur. Further up the gradient rises again to values of 

- 10°C/mm and this marks the region where a transition 

possibly occurs from persistent organized convection to 

random convective turbulence due to convective elements 

which detach themselves from the ground and rise under the 

buoyant forces. Even higher, the gradient falls again to 

small values of about - 1°C/mm and in this region, the 

temperature gradient seems to be maintained by the rising 

convective elements ("bubbles"). 

Upon this average distribution of temperature with 

height, random fluctuations are superimposed which are shown 

in Fig. 7.1. These fluctuations are possibly due to rising 

"bubbles" and descending cold volumes of air. They give 

rise to continuous variations of the average temperature 

gradient and they are responsible for local temperature 

inversions. These inversions can be as strong as + 10°C/mm 

and they occur mainly in the layer from 2-4 mm where most 

of the convective "mixing" occurs. The rising "bubbles" 

seem to have a vertical extent of about 1-2 mm but they 

are probably larger than that and the apparent "contraction" 

in their vertical dimensions is due to the fact that they 

rise faster than the temperature probe. 

A better understanding of the motion of convective 

elements is gained by studying the temperature pulsations 

(T-pulsations) at different heights. These pulsations were 

recorded by placing the thermocouple probe at a certain 
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height and recording the temperature vs time at this point. 

The recording was done on a MINI-WRITER hot-pen recorder 

with a fast response and a speed of 2 mm/sec. Records of 

, 
30 seconds were used for determining the mean value of 

temperature at the point of sampling and the positive and 

negative pulsations of temperature relative to the mean 

level. The estimation was easily done by simple inspection 

of the time records. 

These T-pulsation recordings (see Figs. 7.1 to 7.4, 

Section a) reveal the nature of the temperature fluctuations 

more clearly. Thus, from Fig. 7.1a it can be seen that close 

to the heated ground plane the temperature pulsations are 

predominantly "cold". This means that "pockets" of cold 

air are present in this otherwise "hot" layer of air. These 

cold "pockets" can be attributed to descending cold air and 

point towards an organised circulation similar to that 

occurring inside thermal cells. As it was previously 

discussed in Subsection 1.4.2B, such formations are a common 

feature of the atmospheric boundary layer. 

In the region of convective "mixing" there seems to 

be a balance between cold and hot pulsations, whereas, 

further up the pulsations appear to be predominantly "hot". 

These can be attributed to ascending volumes of hot air in 

the form of "bubbles" and again, they are a common feature 

of the real atmosphere (see Subsection 1.4.2A). 

Figs. 7.2a and b show the temperature-profile (T- 

profile) and the corresponding T-pulsation profile for a 

ground temperature of 80°C and all other conditions as 

previously. It can be'Seen that the average temperature 
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gradients are now intensified. More specifically, in the 

"conduction layer" right above the ground the average T- 

gradient is almost - 30°C/mm. In the region where convective 

activity is expected to occur, the average gradient is 

-8 
°C/mm and the T-pulsations are mainly "cold biased" due 

to the possible convective circulation. 

The next higher region is marked by a steeper 

gradient and a balance between cold and hot pulsations 

indicating the intensive mixing that occurs in this region. 

The whole activity in the model "atmosphere" is intensified - 

and the vertical extent of the different regions ("conductive", 

"convective", etc. ) is increased as a result of the increased 

temperature of the model ground plane. A comparison of 

Fig. 7.1 and Fig. 7.2 (Sections a and b) provides a good 

example of the control that can be exerted upon this activity 

only by means of varying the ground plane temperature. 

Figs. 7.3a and b show the temperature distribution 

for a ground temperature of 80°C, an ambient temperature of 

23°C and an air flow of 0.2 m/sec above the heated ground. 

In this case, the temperature gradients near the ground are 

intensified to values of - 60°C/mm in the conduction layer 

and of - 13°C/mm in the higher region. Cold T-pulsations 

in this region still persist, showing the presence of 

possible circulation, but their magnitudes are slightly 

reduced compared with the previous cases. 

The profiles shown in Figs. 7.4a and b show the 

temperature field under the previous conditions of heating 

and in the presence of a free-stream velocity of 0.5 m/sec 
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and a free-stream velocity of 0.2 "m/sec. 
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in the wind tunnel. Under these conditions, the flow-regime 

is that of "forced convection" 
(153 ) 

and the temperature 

profile is expected to be similar to the wind velocity 

profile. The average T-grädient in the "conduction layer" 

is around - 60°C/mm and it becomes less and less. steep with 

increasing height. The fact that very small T-pulsations, 

equally "cold" and "hot", have been recorded in the proximity 

of the ground plane possibly indicates that the formation of 

any organized activity is now inhibited by the presence of 

wind shear. This is a well known fact for the real atmosphere 

and has been already discussed in Subsection 1.4.28. The 

region of possible organized activity seems to have been 

replaced by a strongly unstable thermal layer where dis- 

organized thermal turbulence prevails as suggested by 

Batchelor (29). This turbulence appears in the T-profile 

(see Fig. 7.4b) as thin regions of intense negative and 

positive temperature gradients and in the case of a 

temperature sounding of the real atmosphere by means of a 

sonde, could be easily interpreted as "feuillets" due to 

thermal stratification. 

The vertical distribution of refractive index in the 

four previously discussed cases is shown in Section c of 

Figs. 7.1 - 7.4. Under the designation: N(M)-profile. This 

designation has been chosen because the model is a "flat 

earth" one and, therefore, the actual coindex of refraction 

N must represent the modified refractive index M in a real 

atmosphere. The fact that the refractive index in the model 

atmosphere increases with height serves the purpose of 
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simulation because in the real atmosphere M is also an 

increasing function of height. 

As already mentioned the N(M)-profiles have been 

derived from the T-profiles by means of the relationship 

(1.4.3z) giving the coindex of refraction N for optical wave- 

lengths as a function of temperature and pressure. The 

average pressure at the time of the measurements was 

approximately 1020 mbars and this value has been substituted 

in (1.4.3z). 

A common feature in all four N(M)-profiles shown in 

Figs. 7.1 - 7.4 (Section c) is the very steep positive 

gradient in the first 0.5 mm above the model ground. The 

value of this gradient is about 25 N units/mm in the first 

case (ground temperature: 600C) and about 30 N units/mm in 

the second case (ground temperature: 80°C). Taking into 

consideration the scaling factor of the model (1.9 x 10-6) 

and the fact that N-profiles in the model simulate M-profiles 

in the real atmosphere, the above-mentioned values correspond 

to gradients of approximately 50 M-units/km and 60 M-units/km 

respectively. These values are not unrealistic for the real 

atmosphere and represent slightly sub-refractive conditions. 

Indeed, average values of 120 M-units/km for a temperature 

climate in the month of May have been reported by Bean and 
(Dutton 82'. The values of refractive index gradient 

encountered in the "conduction layer" for the two "windy" 

cases is approximately - 47 N-units/mm and this would 

correspond to approximately 95 M-units/km for a real 

atmosphere, a value rather close to the ones reported in(82). 

As the altitude "from the heated ground increases, 
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other features are encountered which also bear similarity to 

the real atmosphere. Thus, for the model under "calm" 

conditions, refractive index inversions exist with a 

vertical extent of 0.5 -1 mm and magnitude reaching 6-7 

N-units. These dimensions correspond to 250 - 500 m in the 

real atmosphere and inversions of such vertical extent and 

even larger magnitude (reaching 45 N-units) have been 

reported to exist under light wind conditipns(61,154). The 

smaller scale but rather intense refractive index fluctuations 

under "windy" conditions (see Fig. 7.4c) also agree with 

observations in the real atmosphere. Thus Crain (154) 
reports 

the presence of such fine structure refractive index 

fluctuations for altitudes of 2-3 km but also for much 

lower altitudes of 500 - 1000 m. Gossard(57) has measured 

by microwave refractometer large refractive index variances 

at altitudes of 500 and 1200 m. Similar results have been 

obtained by Lane 
(62) during refractometer soundings, in one 

case strong refractive index fluctuations at altitudes of 

600 - 900 m coincided with the presence of strong wind shear 

in this layer. In another case, strong small scale N- 

fluctuations were occurring under temperature inversions. 

Usually such inversions at day-time mark the top of a so- 

called "convective layer". 

7.1.2 The Refractivity Field as Revealed by the Schlieren 

Interferometer 

As already mentioned in Subsection 6.4.4, the schlieren 

interferometer provided a means of visual monitoring of the 

refractivity field above. the heated ground plane. Photographs 
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Plate 7.1 

Plate 7.2 
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of the television screen could be taken and used as 

instantaneous records of the activity occurring in the 

model propagation medium. Much of this activity is, of 

course, due largely to convective motion above the heated 

ground plane. Plates 7.1 to 7.4 are examples of such photo- 

graphs which have been taken under different conditions of 

ground heating and system sensitivity. 

In Plate 7: 1 there is some evidence of organized 

structures immediately above the ground plane which is 

maintained at a temperature of approximately 60°C (the 

ambient temperature was 21°C). These structures appear as 

extensive regions of strong vertical refractive index gradient 

separated by a small region of no appreciable refractive index 

gradient (region A in Plate 7.1). 

The same type of activity appears in Plate 7.2 which 

is a photograph of the screen taken with the ground plane at 

a temperature of 700C. The regions of strong refractive index 

gradient appear with their vertical extent slightly increased, 

whilst their horizontal dimensions are reduced. In this 

photograph two regions of low refractive index gradient 

(region A) can be seen in the form of slanting "tongues" or 

"pockets". These regions can be identified as cold air 

"pockets" from the fact that no considerable refractive index 

(temperature) gradient exists between them and the colder 

air far above the heated ground plane. 

Plate 7.3 shows the activity above the ground plane 

maintained at a temperature of 90°C. The rather organized 

structures observed in the previous two cases have now been 
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replaced by a deeper region of strong refractive index 

(temperature) gradient with a "wave-like" upper boundary. 

Smaller scale variations in refractive index gradient are 

embedded in this boundary (regions B). 

The photograph shown in Plate 7.4 has been taken 

with the heating conditions the same as previously but with 

the sensitivity of the schlieren refractometer increased, so 

that regions of weaker refractive index (temperature) 

gradients are now visible. Smaller scale fluctuations of 

refractive index gradient can now be seen to occur in the 

upper region of the model "boundary layer". 

Given the conditions under which the above-discussed 

photographs have been taken (heating of a gaseous medium 

from below), most of the heat is transferred from the 

heated ground plane to the atmospheric air by convection. 

This is expected to give rise to various formations such as 

organized convective cells and/or "bubbles" depending upon 

the thermal stability of the gaseous medium. 

The organized structures shown in Plates 7.1 and 

7.2 can well be the result of organized convection in the 

proximity of the heated ground plane. Further evidence that 

the dark regions of small refractive index gradient are 

cold air "pockets" was provided by placing the probe of the 

electronic thermometer in the region of this activity. 

Each time the probe was coinciding with such a "pocket", 

and this could easily be checked from the schlieren image, 

a "cold" temperature pulsation was recorded by the thermometer. 

This fact pointed towards a circulation with ascending cold 
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air volumes, known to occur in organized convection. 

Another interesting feature of the sort of activity seen in 

Plates 7.1 and 7.2, is the ratio of the horizontal dimensions 

of the regions with a strong refractive index gradient to 

their vertical dimensions. This ratio was found to be 

between 6.5 and 7 and is in agreement with observations from 

the real atmosphere carried out by Fitzjarrold(155,156) by 

means of an acoustic sounder detecting thermal cells under 

slightly unstable conditions. 

The replacement of these organized structures by a 

spatially and temporally random distribution of refractive 

index gradient, seen in Plates 7.3 and 7.4, when the ground 

plane temperature is increased, points towards a transition 

from organized convection to random "thermal turbulence". 

Batchelor 
(29) 

suggests that such a transition is expected 

when the Rayleigh number exceeds a value around 50000, i. e. 

when the vertical temperature gradient exceeds a certain 

critical value. 

7.1.3 Study of the Velocity Field in the Model Propagation 

Medium 

The effect of the mean surface wind upon the fading 

spectrum of the received signal was the subject of extensive 

investigation in the case of the full-scale ("prototype") 

transhorizon radio-link (Section 5.3). 

The range of wind speeds considered in the prototype 

radio-link investigation were measured at Meteorological 

Office stations at a height of 10 m above the ground. Since 
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this height corresponds to approximately 20 u in the model, 

there are very considerable difficulties in determining 

stream velocities at such a distance from a boundary, even 

with the aid of a very sensitive hot-wire anemometer. First, 

this distance is difficult to measure and second,. the 

extremely low wind speeds at such a distance from the plate 

could not be accurately measured by the hot-wire anemometer, 

since the presence of temperature fluctuations due to the 

ground heating would seriously affect any measurements of 

stream velocity in this region. 

To overcome these difficulties, the following method 

of measurement was adopted: - 

1. The air velocity was measured by means of the hot- 

wire anemometer at different heights above the ground 

plane in the range from 2.5 cm to 0.5 mm for various 

free-stream velocities with the ground plane at 

ambient temperature. 

2. From these measurements, the velocity profiles were 

deduced for the specific free-stream velocities and 

for heights from 2.5 cm to 0.5 mm above the unheated 

plate. 

3. An analytic expression for the vertical distribution 

of wind velocity was found, which would fit the 

experimentally deduced wind profiles. From this 

expression, the wind velocity at a height of 20 u 
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above the plate could be found by extrapolation. 

The only parameter of this analytic expression was 

the free-stream velocity. 

4. Free-stream velocities during the simulation 

experiments were not measured above the heated plate 

but at a certain distance upwind and above the wooden 

floor of the wind tunnel. This region of the working 

part of the tunnel was free of temperature fluctuations. 

Preliminary vertical "soundings" of the propagation 

medium above the plate had revealed the presence of a 

boundary layer for free stream velocities in the range of 

20 - 50 cm/sec. This boundary layer appeared to be "weakly" 

turbulent as it can be seen from the wind profiles in Figs. 

7.5a and b which are of qualitative interest only. For the 
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quantitative determination of the vertical wind velocity 

distribution the hot-wire probe was placed at different 

heights above the cold plate and the mean value of wind speed 

was measured at this height for different free-stream 

velocities by means of an rms voltmeter and the calibration 

curve of Fig. 6.8. An rms instrument was chosen because it 

would tend to "smooth-out" fluctuations and give a more 

accurate measure of the mean speed of air. The vertical 

distribution of wind velocity measured in this way is shown 

in Figs. 7.6a, b, c and d and Figs. 7.7a and b for different 

free-stream velocities. The presence of a boundary layer is 

clearly shown and the depth 6 of this layer, for which the 

mean velocity starts dropping below its free-stream value, 

could be graphically determined. 

The development of a natural boundary layer above a 

flat plate placed in an air stream at zero incidence has 

been throughly investigated by fluid mechanicists. It has 

been found (153) that the thickness 6 of the boundary layer 

is inversely proportional to the square root of the 

Reynolds number of the free-stream flow, i. e.: - 

ö ti 
1=1 (7.1.3a) 
Re x 0 

V 

where Uco is the free-stream velocity, v is the kinematic 

viscosity (= 0.15 stokes for air at a temperature of 20°C 

and a pressure of 1 atm. ) and x is the distance of the point 

of measurement from the "leading edge" of the flat plate. In 
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this case the leading edge was at the entry of the working 

section of the tunnel, where a very shallow escarpment had 

been deliberately created at joining the floor of the 

working section with the contractor of the tunnel. 

The distance x between this "leading edge" of the 

floor and the middle of the aluminium plate was 40 cm. From 

Figs. 7.6 and 7.7 it can be seen that for the free-stream 

velocities involved, the measured boundary layer thicknesses 

S' satisfied the condition (7.1.3a) quite accurately (the 

actual values are listed in Table 7.1). 

In determining an analytical expression for the 

vertical distribution of velocity above a plate, Schlichting 

in concludes that for the case of a fully developed 

turbulent boundary layer above a flat plate at zero 

incidence, the vertical distribution of velocity can be 

given by the general expression: - 

U_ (h, 1/n 
d (7.1.3b) 

co 

where h is the height above the plate, UC, is the free- 

stream velocity and U the mean horizontal velocity in the 

direction of the flow at the height h. He suggests that 

n=7 for Re >5x 105. This is for the ideal case of a 

flat plate in a flow with a laminar approach and practically 

no upper boundary (wind tunnel producing 100% laminar flow 

and a ceiling very far from the floor). In the present 

investigation the ceiling of the working section was only 

8 cm above the floor. From this point of view the flow was 
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rather similar to a flow in a smooth pipe with a rectangular 

cross-section. The values of Re were in the range of 

5.6 x 103 to 1.3 x 104 for the free-stream velocities 

involved. Schlichting(153), referring to experimental work 

carried out by Nicuradse (157) 
, mentions that velocity 

profiles in smooth pipes of various cross-sections were 

found to obey the law given by (7.1.3b) with the exponent 

n varying from n=6, for Re =4x 103, to n= 10 for Re = 

3.2 x 106. This indicated that a similar law'could possibly 

express analytically the velocity profiles shown in Figs. - 

7.6 and 7.7. 

To verify this assumption values of Um/U. 
0 were 

plotted against the corresponding values of h/ö, with both 

axes logarithmic, for all the cases shown in Figs. 7.6 and 

7.7. In this manner, the exponent n could be derived from 

the slope of the graph (Um/Um) vs (h/ö). As it can be 

easily shown from the expression (7.1.3b): - 

h 
Um =ä 

1/n n= log Um 
/ log 

Co Co 
(7.1.3c) 

Such a graph is shown in Fig. 7.8 and the linearity between 

the quantities log(Um/U. 
0) and log(h/S) can be clearly seen. 

From this graph and the expression (7.1.3c) the value of n 

was found to be n=5.8, a value close to the value 6 

suggested by Nicuradse(157) for Re = 104. 

Thus, the final analytical expression, describing 

the velocity profiles in the propagation medium, was found 

to be: - 



259 

U U U U U U 
C) C) V C) C) 

N U) U) UI N N 
E 

S 
E E S E 

. -+ 1.0 N t- M CJ 
N N M M C Q 

C O O O C O 

I. 
ä 

II 
D 

II 
8 

II 
ä 

II 
8 

II 

Da D D 

Q + D p ö 

OOOOQ . --, i 
m 

CD 
M 

N 
04 

ÖO 

CL 
C) 

4J 
Un 
ö 

LI LQ 

Q1 

0 
ÖX 

W 

iý 1 44 0 N 
O -ý 

E 

C) 
C) 

v 
U 
ö 

ý4 
0 
44 

a 

oý 
0 

N Cl, 
0 

ca 

cý H 
W 



260 

Um IhJ 1/5.8 

uCo 
(7.1.3d) 

From this expression and for the values of 6 found experimentally 

from the graphs in Figs. 7.6 and 7.7, the values of Um at a 

height of h= 20 u were found by extrapolation to be as in 

Table 7.1. 

MIA nr 'Ll ^f 1 

6 (cm) 

(measured) 

U. (cm/sec) 

(measured) 

Um (cm/sec) 

(extrapolated) 

2.23 21 6.2 

1.98 26 7.9 

1.78 32 9.9 

1.63 37 11.6 

1.56 43 13.6 

1.47 48 15.4 

7.2 Qualitative Simulation of the Two Types of Fading 

The fast records (3.5 mins length) received on the 

prototype radio-link were characterized by two distinct 

types of fading. These types of fading were classified 

into "a-type" and "ß-type" and were referred to as such 

throughout Chapter 5. Their special characteristics, the 

conditions under which they occur and the propagation 

mechanisms with which they have been associated, have been 

discussed in Subsection 5.2.1. 
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Since a very large proportion of the fading 
I 

characteristics from the prototype radio-link could be 

classified into these two categories, the laboratory 

simulation was initially directed towards reproducing these 

particular types of fading. 

7.2.1 Experimental Results 

The "a-type" of fading was found to be favoured by 

"windy" conditions and nearly neutral or negative static 

stability of the atmosphere (large temperature lapse rates). 

This suggested that similar conditions should be simulated in 

the model propagation medium. The model ground plane was, 

therefore, heated to a temperature of 80°C (the ambient 

temperature was 23°C), so that high temperature gradients 

would be established immediately above the ground plane. 

Then, air streams of UC0 = 0.3,0.4", 0.5 and 0.6 m/sec were 

established in the wind tunnel and the received signal was 

recorded on paper tape for 3.5 mins in each case. The 

records were submitted to the CDC 6400 computer and processed 

by the programme DATTAP (see Appendix III) giving the 

received signal vs time record in normalized axis. The four 

records were visually inspected on a VIDEO terminal and it 

was found that the fading in all of them had qualitative 

similarities with the fading of the "a-type" received on the 

prototype radio-link. A hard-copy of one of them, plotted 

by the KINGMATIC system, is shown in Fig. 7.9a and can be 

compared with a similar record from the prototype radio-link 

(Fig. 7.9b). The conditions under which the two signals 

have been received are also shown in Fig. 7.9. The temperature 
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and refractive index profiles for this particular record are 

similar to those shown in Fig. 7.4 and have been already 

discussed in. Subsection 7.1.1. 

The "ß-type" of fading had been recorded on the radio- 

link under conditions of light surface wind and high static 

stability (small temperature lapse rates). To simulate these 

conditions in the model, no air flow was established in the 

propagation medium and the ground was heated at a temperature 

of 60°C. The temperature and refractive index profiles under 

such conditions have been shown in Fig. 7.1 and discussed in - 

Subsection 7.1.1. 

Fig. 7.10a shows an example of the received signal 

recorded under these conditions and Fig. 7. lOb shows a 

typical record of "ß-type" of fading received on the proto- 

type radio-link. The qualitative similarities between the 

two are obvious, although the record from the laboratory 

model exhibits a slightly faster fading. Also, localized 

periods of very fast fading are present probably due to dust 

particles crossing the light beam or to vibrations of the 

building. 

A possible explanation of the propagation mechanisms 

responsible for the two types of fading in the model, will 

be discussed in the following subsection. 

7.2.2 Discussion 

The conditions under which the "a-type" of fading was 

recorded in the model were already discussed in Subsection 

7.1.1. The profiles of temperature and refractive index were 

also shown in Figs. 7.4b'and c. It had been observed that a 
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strong positive refractive index gradient was present in the 

lowest region of the medium which was rather homogeneous (a 

few weak T-pulsations). Above that region an additional 

region of intense thermal turbulence existed with very strong 

negative and positive refractive index gradients present. 

A schematic representation of a possible propagation 

mechanism in this case is shown in Fig. 7.11a. Under the 

influence of the strong positive refractive index gradient 

a ray transmitted from T in a direction parallel to the 

ground, will curve upwards with a radius of curvature: 
1 do 
R dz (see Section 2.1). This ray may well miss the 

receiving point R, and if this case represents the lower 

boundary of the transmitted light beam, the whole of the 

beam could be assumed to miss the receiver R. However, the 

presence of small scale thermal turbulence above the region 

of high refractive index gradient may give rise to scattering 

towards the receiver R. The resultant constructive or 

destructive interference between the many scattered components 

will give rise to a rapidly fluctuating field at the point R, 

similar to that encountered in the "a-type" of fading. 

The conditions favouring the "ß-type" of fading in 

the model were also discussed in Subsection 7.1.1 with the 

corresponding T and N-profiles shown in Fig. 7.1. In this 

case, the region in the vicinity of the ground was characterized 

by a strong positive gradient of refractive index and, also, 

by "cold biased" temperature pulsations which, by means of 

the schlieren system and the electronic thermometer, were 

identified as "pockets" of cold air moving in the circulation 

near the ground plane. These cold air "pockets" are expected 
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to have a higher refractive index than the adjacent regions 

of warm air and if they are represented as vertical "slabs" 

of cold air between "slabs" of warm air, the effect they 

would have upon a ray initially launched in a direction 

parallel to the ground is shown in Fig. 7. llb. It can be 

seen that the vertical distance between the receiving 

aperture (or aerial) R and the propagated ray is reduced 

compared with the case shown in Fig. 7. lla where no such 

"cold slabs" are present. However, the cold air pockets 

shown in Plates 7.1 and 7.2 appear to be slanting with respect 

to the ground plane. If this is taken into account, then the 

situation may be modified into that shown in Fig. 7. llc and/or 

Fig. 7. lld. In the former case the "cold air slab" is bent 

towards the receiver R and the same ray is now incident upon 

the plane of reception below the receiving aperture R. If 

this ray represents the lower boundary of the transmitted 

beam, then the receiver R is "illuminated" by the beam. 

Conversely, if the "cold air slab" is bent towards the trans- 

mitter T (Fig. 7. lld), then the whole of the beam may miss 

the receiving aperture R. 

Visual observation of these cold air pockets (or 

"slabs") by means of the schlieren interferometer revealed 

that their motion, bending and evolution was relatively slow 

but, nevertheless, random. In the light of this observation 

and based on the previous discussion, the slow "ß-type" of 

fading can possibly be attributed to a "beam wandering" 

mechanism due to the combined action of successive "warm" 

and "cold" slabs having a high and a low refractive index 

gradient respectively. 
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7.3 Simulation of the Effect of the Surface Wind Upon 

the Fading Power Spectrum 

In Subsection 5.2.2 the influence of the surface wind" 

upon the fading spectrum of the received signal was 

investigated for the case of the prototype radio-link. It 

was concluded that an increasing surface wind is causing 

"spread" of the fading spectrum towards higher frequencies. 

This effect was found to be mainly due to the normal-to-the- 

path wind component, whereas the longitudinal component did 

not seem to affect the fading spectrum in any particular way. 

Another effect, observed on the prototype radio-link 

and discussed in Subsection 5.2.4, is that the surface wind 

was found to affect only the spectrum of the "a-type" of 

fading, whereas the fading spectra of the "ß-type" did not 

seem to be consistently affected. 

Section 5.4 was dedicated to a more quantitative 

investigation of the effect of the normal-to-the-path 

component of the surface wind upon the power spectrum of the 

"a-type" of fading. It was finally concluded that the power 

spectral density function can be expressed analytically by 

an inverse power law of the form: P(f) ti f-n and that n was 

dependent on the normal-to-the-path component of the surface 

wind. An empirical relationship of the form: 1/n = 0.366 + 

0.131 Un, where Un is the normal-to-the-path wind component 

in knots, was found to describe adequately this dependence. 

It was decided that this effect could be adequately 

simulated on the laboratory model after encouraging on-line 

observations had been made by means of the Real-Time Spectrum 

Analyzer (SAI-51). These observations had revealed that very 
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low free-stream velocities in the wind tunnel, in the range 

0.2 - 0.5 m/sec, could result in fading power spectra similar 

to those received on the prototype radio-link. The experimental 

results of this simulation experiment will be given, together 

with a discussion on their similarity to the results obtained 

on the prototype radio-link, in the following section. 

7.3.1 Experimental Results 

The aim of this experiment was to reproduce fading 

power spectra on the laboratory model, which would be, as 

precisely as possible, similar to those obtained on the proto- 

type radio-link under various surface winds. The only 

parameter to be changed in the model propagation medium should 

be the free-stream wind speed. The-procedure followed for 

this purpose was the following. 

1. A "gross" temperature gradient of 40°C/cm was 

established in the propagation medium and was kept 

constant throughout the measurements. 

2. The received light signal was processed on the real- 

time Spectrum Analyzer and the fading power spectrum, 

integrated over a period of 160 sec, was displayed 

on a cathode ray oscilloscope. A transparent overlay 

was placed on the oscilloscope screen on which a 

prototype "smooth" power spectrum was drawn. These 

"prototypes" were taken from Fig. 5.9, where power 

spectral density functions are shown, known to 

represent fading"spectra received on the radio-link 
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under specific conditions of surface wind. 

3. The free-stream wind velocity in the tunnel was 

varied until the integrated power spectrum on the 

oscilloscope screen was as similar as possible to the 

"prototype" one. Then, the received signal was 

recorded in digital form on paper tape for 3.5 mins 

and at the same time, the free-stream velocity in the 

wind tunnel was measured by the hot-wire anemometer. 

To increase the reliability of the results this 

procedure was repeated four times for each "prototype" 

power spectrum. 

4. The four records were processed on a CDC 6400 computer 

unit with the programme DATPOW giving the normalized 

spectral estimates of each original time-series. 

These spectral estimates were further averaged in the 

frequency domain (see Subsection 4.2.2) so that finally 

30 estimates from each record were available for 

plotting. Then, the four sets of estimates were 

fitted by a least-square polynomial of the 5th degree 

(subroutine E02ABF) to provide a curve representing 

all four power spectra. Finally, the four sets of 

spectral estimates together with the best-fitting 

curve were plotted on logarithmic scales by means 

of the subroutine LOGPLO. 

5. The whole procedure was repeated for six different 

"prototype" power spectra, corresponding to normal- 
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to-the-path surface winds Un of 16,14,12,10,8 

and 6 knots. 

For the simulation of the 6 knot case, the free- 

stream wind speed in the tunnel should be around 0.21 m/sec. 

As the readings of the hot-wire anemometer would become 

unreliable for lower wind speeds, it was decided that 

"prototype" cases corresponding to Un <6 knots should be 

excluded. 

Each of Figs. 7.12 - 7.17 shows a computer plot of 

the results from the simulation of each "prototype" power 

spectrum. The spectral estimates of each of the four trials 

are shown together with the best-fitting curve which 

represents the average fading power spectrum. The free- 

stream wind speeds for each of the trials and their average 

can be also found on every plot. It can be seen that 

although the fitted least-square polynomials were of the 5th 

degree, allowing ample flexibility, the best-fitting curves 

on logarithmic axes are linear for most of the frequency 

range. This indicates that the fading power spectra can be 

analytically described by an inverse-power law of the form: 

P(f) ti f-n, as in the case of the prototype radio-link (see 

Subsection 5.4.2). 

The effect of the free-stream wind speed U, upon 

the spectral exponent n can be clearly seen in Fig. 7.18 

where all the fading power spectra, as represented by the 

best-fitting curves, are plotted on the same graph with UcO 

as a parameter. 

The spectral exponents n were easily estimated from 
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the slope of the logarithmic spectra. Their values together 

with the corresponding free-stream velocities UcO are listed 

in Table 7.2. 

mAur_w 77 

n 
U 

(m/sec) 

0.40 0.48 

0.46 0.43 

0.52 0.37 
0.62 0.32 

0.78 0.26 

0.94 0.21 

The similarity between these results and the results 

from the same investigation on the prototype radio-link will 

be discussed in the following subsection. 

7.3.2 Discussion 

The results from the laboratory simulation listed in 

Table 7.2 cannot be directly compared with the results from 

the prototype radio-link, listed in Table 5.8 for one main 

reason. 

The normal-to-the-path wind speeds in the radio-link 

were surface values measured at a standard height of 10 m 

from the ground whereas, the wind speeds in Table 7.2 are 

free-stream wind speeds measured at a height of 3.5 cm above 

the model ground (a distance corresponding to stratospheric 
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altitudes in the real atmosphere). 

However, the investigation of the velocity field in 

the laboratory model (see Subsection 7.1.3) made possible the" 

estimation of the wind speed Um at a scaled "standard 

anemometer height" of 20 p above the model ground for the 

free-stream velocities involved in the simulation experiment 

(Table 7.1). 

Table 7.3 contains the values of the spectral 

exponent n and the corresponding values of the normal-to-the- 

path wind speed Un. for the radio-link. It also contains the 

values of n from the simulation experiment and the 

corresponding wind speeds at the scaled "standard anemometer 

height". 

TABLE 7.3 

RADIO-LINK LABORATORY MODEL 

U U KD 
n n n n 

(m/sec) (m/sec) 

0.392 8.2 0.400 0.154 53.2 

0.459 7.2 0.462 0.13.6 52.8 

0.513 6.2 0.520 0.116 53.5 

0.614 5.1 0.620 0.099 52.6 

0.786 4.1 0.781 0.079 52.0 

0.876 3.1 0.938 0.062 50.1 

It can be seen that the values of n obtained from the 

laboratory simulation are very close to the ones obtained from 

the radio-link. This was hardly surprising, as special care 
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had been taken so that the fading spectra from the model 

would be similar to those obtained from the prototype radio- 

link. Of special interest in Table 7.3 is the ratio Un : Um = KD 

between the normal-to-the-path surface winds in the prototype 

and the respective values of wind speed at a height of 20 u 

in the model. This ratio is almost constant with an average 

value of 52.4 and provides a "dynamic similarity" factor for 

the scaling of wind speeds in the laboratory model. 

As already discussed in Subsection 6.4.2, a condition 

for dynamic similarity which results in model wind speeds 

much smaller than those in the prototype, is the equality of 

the Froude numbers in the model and in the prototype or, 

equivalently, the equality of "gross" Richardsons numbers. 

Both of these dimensionless numbers are used as dynamic 

similarity criteria in cases of flow in thermally stratified 
(fluids 

where buoyancy effects are predominant148,149,151) 

Unfortunately, the records from the prototype radio- 

link had been collected under a variety of meteorological 

conditions for which data were somewhat restricted and did 

not permit a consistent estimation of Rig in the real 

atmosphere. Thus, a quantitative confirmation of the 

assumption that the equality of Rig was the criterion for 

dynamic similarity between model and prototype, was not 

possible. However, the obtained results indicate that a 

"buoyancy governed" model propagation medium can readily 

reproduce effects known to occur in the prototype radio-link. 
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7.4 Investigation of the Effect of Temperature Gradient 

Upon the Fading Power Spectrum 

Measurements on the prototype radio-link had revealed. 

(Section 5.3) that decreasing static stability, i. e. 

increasing temperature lapse rate, was causing an increase 

in the "spread" of the fading power spectrum towards higher 

frequencies. This effect had been better demonstrated after 

the available fading spectra had been divided into three 

categories according to the mean surface wind velocity 

prevailing at the time of the recordings. Thus, the fading 

spectra were classified into three groups corresponding to 

the three wind velocity ranges: 1 to 6 knots, 6 to 12 knots 

and 12 to 18 knots. This was considered an effective way of 

eliminating the effect of very diverse wind velocities 

without decreasing very much the number of available fading 

spectra in each group. 

After this classification, simple correlation tests 

revealed a very significant negative correlation existing 

between spectrum "spread" and static stability parameter, 

for each group of measurements. A plausible explanation for 

this effect had been given in Section 5.3 but it was 

thought that the investigation of the effect by means of the 

laboratory model would contribute to its better understanding. 

7.4.1 Experimental Results 

For the experimental investigation of the effect of 

the temperature gradient upon the fading spectrum the 

following. procedure was used. 

A constant free stream velocity of 0.26 m/sec was 
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established in the wind tunnel and three different temperature 

gradients of 20,30 and 42°C/cm were created by heating the 

model ground at 50,60 and 70°C respectively. The temperature 

gradients were estimates resulting from measurements of the 

ground temperature and the temperature at a height of 1 cm 

from the ground. The former were taken by means of the ETHER- 

TRANSITROL electronic thermostat-thermometer and the latter 

by means of the CORMACK electronic thermometer. 

Under each of these conditions, the received light 

signal was recorded for 3.5 mins on paper tape and subsequently 

processed by computer (program DATPOW) for the estimation and 

plotting of the fading spectrum. The resulting three fading 

spectra are shown in Fig. 7.19 with the corresponding 

conditions of wind and temperature gradient indicated on the 

graph. It would appear that an increase in the temperature 

gradient, corresponding to a decrease in static stability, 

brings about an increase of the spectrum "spread" towards 

higher frequencies. 

The same procedure was repeated for another free- 

stream velocity of 0.37 m/sec and for temperature gradients 

of 21,30 and 40°C (almost the same as before). The 

resulting fading spectra are shown in Fig. 7.20. Again, the 

effect of increasing temperature gradient upon the fading 

spectrum is to cause a "spread" towards higher frequencies. 

7.4.2 Discussion 

From the results shown in Figs. 7.19 - 20, it becomes 

evident that the fading spectrum is not solely affected by 

the wind velocity in the propagation medium. Another 
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parameter that can cause considerable "spread" of the 

spectrum towards higher frequencies is the vertical 

temperature gradient (or lapse rate). Thus, for the same 

wind velocity an increasing temperature gradient is causing 

more rapid fluctuations of the received light signal. 

This effect had been also experienced on the proto- 

type radio-link, where fading spectra received under the same 

or contiguous conditions of surface wind could differ 

considerably depending on the static stability (i. e. 

temperature lapse rate) at the time of recording. The 

tendency was for more rapid fading to occur under conditions 

of small positive or negative static stability, i. e. under 

strong lapse rate conditions. The effect had been interpreted 

in Section 5.3 as a result of the suppression of small 

scale scattering "blobs", contributing to fast fading, by a 

thermally stable atmosphere (weak lapse rates) and also by 

the interaction between mechanical'and convective turbulence 

in the case of strong winds and strong lapse rates. In the 

latter case, due to the increased instability of the 

atmosphere, convective turbulence is added to the mechanical 

one and the production of small scale scattering "blobs" is 

enhanced, thus favouring the presence of fast-fading in the 

received signal. 

In view of the observations of the propagation medium 

in the laboratory model, this interpretation seems to be 

correct. Indeed, conditions of strong wind and strong lapse 

rate simulated in the model (see Subsection 7.1.1) were found 

to favour the formation of intense small scale irregularities 

of refractive index in the propagation medium as it can be 
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seen from Fig. 7.4. 

However, an increase of the temperature lapse rate 

has been found to cause some additional effects in the model 

propagation medium which could account for the "spread" of 

the fading spectrum towards higher frequencies. These 

effects might be summarized as follows. 

An increase in ground heating temperature, not only 

increased the overall temperature lapse rate but also 

intensified all "local" temperature gradients and mainly 

that in the proximity of the model ground plane (conduction 

region). As a result, a light beam, launched from the 

vicinity of the ground plane, would tend to curve more 

upwards and away from the receiving aperture. 

Under these conditions, the received field would be 

mainly due to "scattering" from the intense small scale 

refractive index inhomogeneities. This mechanism is obviously 

more prone to fast fading than a quasi-line-of-sight one. 

This effect could well occur in the real atmosphere 

and would result in an "effective" decrease of the k-value 

("effective" earth radius factor), as in sub-standard 

refractive conditions. Under such conditions, the main 

propagation mechanism is probably "scattering" with relatively 

large scattering angles. Thus, small inhomogeneities would 

contribute more to the received signal and rapid fading due 

to random interference would be favoured. 

Another effect caused by strong temperature gradients 

in'both the model propagation medium and in the real 

atmosphere, is the decrease of static stability. Under 

unstable conditions, scattering "blobs" of convective origin 
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would tend to rise much faster through the "common volume" 

under the influence of buoyancy forces. This, in fact, 

corresponds to an increase of the vertical component W of 

the velocity field in the propagation medium. Since W is 

a normal-to-the-propagation path wind component, i"t is 

expected to contribute to rapid fading according to the 

findings reported in Subsection 5.2.2 and Section 7.3. 

A large increase in temperature gradient in the model 

propagation medium eventually leads to a replacement of any 

organized convective activity by random convective turbulence. 

In the case of organized convective activity persisting above 

the ground, the propagation mechanism could be the one 

described in Subsection 7.2.2 as "beam wandering" and possibly 

responsible for the "ß-type" (slow) fading. The replacement 

of this activity by random convective turbulence, brought 

about by strong temperature gradients, would result in a 

transition to a purely "scatter" mechanism most probably 

responsible for the more rapid "a-type" of fading. 

It is very likely that all of these processes contribute 

simultaneously, with a varying degree of importance, to the 

effect of vertical temperature gradient upon the fading 

spectrum of the received light (or radio) signal. 
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CONCLUSIONS AND SUGGESTIONS FOR 

FUTURE WORK 

The results of a fairly comprehensive investigation 

on the performance of a transhorizon radio-link, operating 

at a frequency of 900 MHz, have been presented together with 

the simulated results obtained from a laboratory scale-model 

of the link. 

Whilst it is recognised that the characteristics of 

the "atmosphere" in the laboratory model do not necessarily 

completely represent those of the real atmosphere, the aid 

provided by the model in respect of studies concerned with 

the effect of the more dominant features of the lower 

troposphere on a radio-link has been invaluable. Indeed, 

many of the results obtained from the laboratory model could 

not be obtained from a full scale propagation path because 

of the magnitude and cost of such an exercise. 

A number of conclusions may be drawn from this 

investigation. These are listed in the following section. 

8.1 Conclusions 

1. The long-term study of the received signal median 

level on a monthly and annual basis revealed significant 

correlations between the monthly averages of some 

meteorological parameters and the monthly average median 

signal level. For example, monthly average surface wind 

was found to be negatively correlated with the monthly 

median level, whilst the monthly relative sunshine was 
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positively correlated with the same quantity. This suggests 

that the "worst month" of the year, in propagation terms and 

for the particular radio system, is that month which is 

characterised by the strongest surface winds and the least 

insolation. 

2. The same long-term investigation also revealed that 

severe transmission losses can be expected during the 

passage of a cold front over the propagation path. 

3. All the fading characteristics recorded could, with 

very few exceptions, be readily classified into two categories, 

a- and ß-type of fading. The former was found to be strongly 

affected by the surface wind, especially its normal to the 

propagation path component Un, whilst the latter was not 

found to be affected by the near-ground wind activity in any 

particular manner. 

4. An increase in the surface wind component (Un) caused 

a "spread" of the a-type of fading spectrum towards higher 

frequencies. This effect was quantitatively studied, using 

spectra from 92 a-type cases. An empirical expression was 

established relating the fading power spectral density to 

surface wind component Un, having the form: - 

1 
0.366 + 0.131 .U 

P (f) ti 
fn (Un in knots) 

where fm is the frequency for which P(f) attains its maximum. 
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For Un =0 (zero mean surface wind across the propagation 

path) this empirical expression takes the form: - 

- 2.73 - 8/3 

P(f) 
f 

fm = fm 

Thus, for the particular case when Un = 0, the dependence of 

the power spectral density upon frequency was found to be in 

agreement with Tatarski's theoretical expression concerning 

the frequency power spectrum of amplitude (or phase) 

fluctuations experienced in line-of-sight propagation. This 

implies that the mechanism responsible for the a-type of 

fading is possibly similar to that which causes signal 

fluctuations in line-of-sight radio-links. 

5. The static stability in the lower 1.5 km of the 

atmosphere was another parameter 

of both types of fading. Decrea 

found to cause a "spread" of the 

higher frequencies. In the case 

the static stability appeared to 

density function which was found 

found to affect the spectrum 

sing static stability was 

fading spectrum towards 

of the ß-type of fading, 

govern the power spectral 

to be of the form: - 

Pm -, f'n 

The exponent n appeared to undergo a transition from -2 to 

- 8/3 and hence to -4 when the static stability was 

increasing. 

From recently available theoretical and experimental 
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work concerning the influence of thermal stratification upon 

the spectra of atmospheric turbulence, this effect might be 

interpreted as a result of refractivity spectra obeying a 

-1 "- 5/3" or "- 3" power laws in the range of wave numbers 

responsible for the ß-type of fading. 

6. In recognising that the laboratory model had already 

been shown to offer facilities for simulating all types of 

fading, particular attention was given to the simulation of 

both the "a" and "ß" types that were obtained from the full- 

scale system under investigation., In particular, the 

simulation of the "a-type" of fading for a range of different 

cross-path surface wind velocity components (Un) yielded a 

scale reduction factor of approximately 52 between the 

components experienced on the full-scale model and those 

required to produce the same fading power spectra on the 

model system. This reduction of "dynamic similarity" 

factor of 52 is in close agreement with the value first 

obtained by Burrows 
(145) in the first model of this type 

which was related to a totally different full-scale trans- 

horizon system. 

7. In the study on the effects of changing the static 

stability of the model "atmosphere", it has been shown that 

when the near-surface static stability is reduced (increasing 

vertical temperature gradient) the "spread" of the resultant 

fading spectra increases towards the higher frequency regions. 

Under these conditions it was found that increasing the near- 

surface vertical temperature gradient created more intense 
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random thermal turbulence in the region and which was 

responsible for the faster fluctuations in the "received 

signal" . 

8. The investigations that have been carried-out on 

both the full-scale radio system and the laboratory model 

have revealed that the near ground atmospheric activity is 

of primary importance in the performance of a transhorizon 

radio system. This is a feature which has been rather 

neglected in the past when most of the theoretical and 

experimental work was directed towards the investigation of 

atmospheric effects in mid-tropospheric altitudes. 

Clearly, these conclusions suggest that the near- 

surface activity of the lower atmosphere should be the 

subject of further investigation, particularly with respect 

to its effect on a radio-beam. Some suggestions for 

additional work in this area are given in the following 

section. 

8.2 Suggestions for Future Work 

In the light of the conclusions drawn from the 

present investigation, it is suggested that further research 

is required in studying the effects of the near-ground 

activity upon both full-scale and simulated transhorizon 

radio-links. Such studies'could be accomplished by 

simultaneous measurements of propagation characteristics 

(transmission loss, fading, etc. ) and meteorological 

parameters in the proximity of the ground. Radar or acoustic 

sounder observations of the near-ground activity at the same 
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time could reveal more of its importance in transhorizon 

propagation. 

Future research on laboratory simulation may be 

extended to include both the effects of the propagation 

medium and of the underlying terrain. In this respect, the 

experience gained from the present investigation could be 

combined with the works of Trivedi (142) 
, Ridler(141) and 

King 
(139), 

concerning the laboratory simulation of diffraction 

effects due to the terrain structure. 
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APPENDIX I 

THE CURVATURE OF RADIO RAYS 

PROPAGATED IN A MEDIUM WITH A 

NEGATIVE REFRACTIVE INDEX GRADIENT 

Consider a wave front moving from the position AB 

to A'B' along the propagated ray path, as shown in the figure 

below: - /'ý 
B 

If the phase velocity along AA' is u and along 

BB' is u+ du, then the corresponding angular velocities are 

u+du 
respectively u/p and p+ dp, where p is the curvature radius 

(arc AA")" 

These angular velocities are equal, thus: - 

u_U+ dU 
pP dp 
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From (I-1): - 

du 
_ 

dp 
üp (I. 2) 

Taking into account that U= c/n, where c is the velocity 

of light in vacuo and n the refractive index, one obtains: - 

du 
=- 

do (1.3) ün 

Combination of (1.2) and (1.3) yields: - 

1 do (I. 4) 
n dp 

If the angle between the ray path and the surface of constant 

refractive index is 6, then dh = dp . cos e and: - 

p-n ah cos 8 (I. 5) 

This is the general expression giving the radius of curvature 

p as a function of the refractive index gradient dn/dh. 
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APPENDIX II 

DERIVATION OF THE WAVE EQUATION FOR 

THE SCATTERED ELECTRIC FIELD 

The wave equation, derived from Maxwell's equations 

for an inhomogeneous medium, gives for the electric vector 

E(101,102): _ 

2 

v2 E-18 (e E) 
_-VEý. 

eE (II. 1) 

c2 at2 

where c is the dielectric constant of the medium. Since the 

field oscillates much more rapidly than the dielectric 

constant, the time derivatives operate mainly on E. 

Expressing the dielectric constant as the sum of a mean and 

a fluctuating part:, e= <6> + SE and assuming that <E> = 1, 

(II. 1) can be written as: - 

2 

V2 E- (1 + Se) aý_-ýý In (1 + öc (11.2) 
11 

C2 8t2 

Taking In (1 + SE) = 66 (49) 
and considering the harmonic 

time dependence of the electric field, (11.2) can be written: - 

pz + k2 (1 + SE) 
}E=-ý [E 

. (Se)ý (II. 3) 

Hence: - 

(p2 + k2) = k2 . 8e .E- 
ýE 

(se)] (II. 4) 
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Let E= E0 + Es, where E0 is the unperturbed electric field 

and 
Es the scattered field proportional to the fluctuations 

of the dielectric constant Se, then (11.4) can be written: - 

(V2 + k2) (E0 + ES) k2 . 6E (Eo + ES) 
- 

-D0+ Es) . ýaEj (11.5) 

Noting that a2Eo + k2 E0 = 0(49), (II. 5) becomes: - 

(V2 + k2) ES =- k266 Eo 
- k2 . 6e ES 

- 

(II. 6) 
- (E0 . 

V6c) 
-V (Es . 60 

Noting that the product Es 
. Se is proportional to (Sc)Z 

(because Es ti Se) and, therefore, very small, the expression 

(11.6) may be written: - 

-0 (Eo ýSe) (II. 7) (V2 + k2) ES 
=- k2de . 

E0 

The term ý (% . 
ýSe) can be written: - 

S E' 
V2 E " o Q 0 

where to is the correlation radius of the dielectric constant 

fluctuations, then: - 
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V2 
o 

QE 
=Q (V Se) Eo + Qý V Eo = 

00o 

=QdE. 
Eo Qö 

0 2 

and because ýo satisfies the condition ý ýo =0 (absence. of 

electric sources in the scattering volume), the term 

v2 (o. ý6 ) is of the order 
Q SE . 

Eo. If A« Qo, then: - 
0 

k2öc . 
Eo =4 

22 
öE . 

Ea »2 66 Eo 
Jý Q 

0 

and the last term in (11.7) can be also dropped, thus giving: - 

(V2 + k2) ES =- k2Seo (II. 8) 
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APPENDIX III 
DETERMINATION OF THE STATIC STABILITY 

IN THE ATMOSPHERIC LAYER BETWEEN 

GROUND AND 850 mb LEVEL BY MEANS 
OF A TEPHIGRAM 

75 mb-' 0' 

-- 10c0---', - - 10. 

lio- 

SýC mb. 

/cz 0. 

= ' ý- -900m61 ý- - ý- - --- 

4'rß 
850 `i _-_ -_ t - 

-- 
ö.. 

--_-8__ TQt 
- 

Off . 

9 S6JdD0 
4S 

EXPLANATIONS TEPHIGRAM 
I. The basic co-ordinates are temperature and entropy. 
2. Ison+ta-AALS are straight lines running diagonally 
upwards from left to right. 
3. ISFNTAOPFS are also DRY ADIABATICS and lines of 

constant potential temperature. They run diagonally 
upwards from right to left. and are designated by the 
dry-bulb temperature. which is the temperature at the 
point of intersection with the 1000 mb. isobar. 

4. ISOBARS are slightly curved and nearly horizontal 
lines. The heights in feet and metres which correspond 
to their respective pressures in the I. C. A. 0. Standard 
Atmosphere are printed along the left-hand edge of the 
diagram. 

On 24th April, 1975 at 12.00 h the Daily Aerological 

Record reported for the meteorological station at Crawley: - 

Ground Temperature To = 14°C 

Temperature at 850 mb level T= 9°C 
I 

Height of the 850 mb isobar h= 1619m 
1 
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The potential temperature at ground level can be 

considered, with negligible error, as equal to the ambient 

temperature: 80 = To = 14°C or 8° = 287°K. 

To find the potential temperature 8 at the 850 mb 
i 

level, the T1 = 9°C isothermal is followed up to its inter- 

section with the 850 mb isobar (point A), then the dry 

adiabatic is drawn from this point as shown in the Tephigram. 

At the point of intersection of this dry adiabatic with the 

1000 mb isobar, the corresponding potential temperature can 

be read. It is found that: - 

g= 22.3°C or 61 = 295.3°K 
i 

Applying the formula (4.1.2): - 

Static stability SD In 8 
=gLh 

for A in A= in el - in 6o and Ah = h1, the static stability 

in the atmospheric layer under consideration is found to be 

S= 17.24 x 10-5 sec-2. 
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APPENDIX IV 

LIST OF COMPUTER PROGRAMS AND SUBROUTINES 
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PROGRAM OAT TAP(TAPES . OUTPUT. TAPE6=OUTPUT. TAPE62l DATTAP 2 
DIMENSION TROPO(1O50). XDATA(1O) DATTAP 3 
CALL STRRT(21 DATTAP 4 
CALL PENII) DATTAP S 
NP=1050 DATTAP 6 
NOP=O DATTAP 7 

C OATTRP 8 
C THIS IS THE MAIN ROUTINE TO PREPARE THE TROPO DATA FOR THE CALCOMP PL DATTAP 9 
C PREPARE ARRAY TO STORE DATA ORTTRP 10 
C CLEAR ARRAY TROPO OATTAP 11 

00 10 r(=1.1050 ORTTRP 12 
10 TROPO(K)=0.0 OATTAP 13 

C OATTRP 14 
C READ ALL THE DATA INTO TROPO OATTAP 15 

00 lI 1=1.1041.10 OATTAP 16 
J=1+9 OATTAP 17 
READ (5.10C) XDRTP ORTTAP 18 

100 FORMAT (F5.3.2X) OATTAP 19 
L=0 ORTTAP 20 
00 12 K=I. J DATTAP 21 
L=L+1 DRTTAP 22 
TROPO(K)=XDATA(L) ORTTRP 23 

12 CONTINUE DATTRP 24 
11 CONTINUE OATTAP 2S 

C ORTTRP 26 
C FIND THE MAX ELEMENT IN THE TROPO DATA DATTAP 27 

BIG=TROPO(l) OATTRP 28 
00 13 K=2. IOSO ORTTRP 29 
IF (TROPOfK). GT. BIGI BIG=TROPO(K) DATTAP 30 

13 CONTINUE DATTAP 31 
WRITE (6.2001 BIG ORTTAP 32 

200 FORMAT (IHO. 23H MAX ELEMENT EOURLS . F5.3) DATTAP 33 
C DATTAP 34 
C NORMALISING THE TROPO DATA TO THE MAX ELEMENT ORTTRP 35 

00 14 K=1.1050 ORTTRP 36 
14 TROPO(K)=TROPO(K)/BIG OATTRP 37 

C DATTAP 38 
C CALL THE CALCOMP SUBROUTINE ORTTAP 39 

CALL ARYPLO (TROPO. NP. NOP) ORTTRP 40 
C ORTTRP 41 
C TO END PLOT ORTTRP 42 

CALL ENPLOT (10.5) DATTAP 43 
STOP DATTAP 44 
END DATTAP 45 
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C 
SUBROUTINE ARYPLO (TROPO. NP. NOP) 

THIS IS A SUBROUTINE TO PLOT THE SAMPLED TROPO DATA 
DIMENSION TROPO(NP) 

TO ESTABLISH PAGE ORIGIN C 
C 

NOPT-1"NOP-3 (NOP/3) 
IF (NOP. E0.0) GO TO 500 
IF (NOPT. E0.1) GO TO 502 
GO TO 501 

500 CALL PLOT (0.0.1.0.3) 
CALL PLOT (0.0.1.0. -1) 
GO TO 503 

501 CALL PLOT (0.0.9.0.3) 
CALL PLOT (0.0.9.0. -11 
GO TO 503 

502 CALL PLOT (10.5. -18.0.0 
CAL'. PLOT t10.5. -18.0. -1) 

503 NOP=NOP+1 
C 
C TO DRAW A RECTANGLE 8 BY 10 INCHES. 

CALL PLOT (0.0.8.0.2) 
CALL PLOT (10.0.8.0.21 
CALL PLOT (10.0.0.0.21 
CALL PLOT (0.0.0.0.21 

C 
C TO DRAW AXES WITH ORIGIN AT 0.75.1.0 

CALL PLOT (0.75.6.0.3) 
CALL PLOT (0.75.1.0.2) 
CALL PLOT (9.75.1.0.2) 

C 
C TO SCALE AND MARK THE OX AXIS 

C TO MARK OFF THE OX AXIS IN STEPS OF 50 
C 

XINT=9.0/1050.0 
00 15 K=1.1051.50 
SP=K-1 
XMARK-XINT SP 
CALL PLOT (0.75+XMARK. 1. O. 3) 
CALL PLOT 10.75+XI1RRK. 0.9.21 
CALL NUMBER lXt1RRK+0.61.0.7.0.12. SP. 0. O. -I1 

15 CONTINUE 
C 
C TO SCALE AND MARK OY AXIS 

00 25 K=1.1! 
SP-K-1 
ORON: 0.10 SP 
YMARK=I. O+O. SrSP 
CALL PLOT (0.75. YMARK. 31 
CALL PLOT (0.65. YMARK. 2) 
CALL NUMBER (0.36. YMRRK-0.05.0.12. ORDN. O. O. 1) 

25 CONTINUE 
C 
C TO PLOT THE FADING CHARACTERISTIC 

Y1=1.0.5. O TROPO(I) 
XINT=9.0/1050.0 
CALL PLOT (0.75+XINT. Y1.3) 
00 17 K=2. NP 
RN=K 
XN_0.75. XINT RN 
TN=1.0.5.0 TROPO(K) 
CALL PLOT (XN. YN. 2) 

17 CONTINUE 

OF THE DRTR SAMPLES 

C 
C GRAN TITLE AND LABEL RXES 

CALL SYMBOL 11.6.6.5.0.15.53HTHE SAMPLED FADING CHARACTERISTIC OF 
11050 SAMPLES NO.. 0.0.531 

C TO LABEL OX 
CALL SYMBOL (4.4.0.35.0.15.17HNU118ER OF SRMPLES. 0.0.17) 

C 
C TO LABEL OY 

CALL SYMBOL (0.27.2.3.0.15.20HNORMRLISED RMPLITUOE. 90.0.20) 
C 

RETURN 
ENO 

ARYPLO 
ARYPL0 
ARYPLO 
ARYPL0 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
RRYPLO 
ARYPLO 
ARYPLO 
PRYPLO 
ARYPL0 
PRY PLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
PRY PLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPL0 
ARYPLO 
ARYPLO 
ARYPLO 
RRYPLO 
ARYPLO 
RRYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
PRY PLO 
ARYPLO 
PRYPL0 
RRYPLO 
ARYPLO 
ARYPLO 
PRYPL0 
ARYPLO 
ARYPLO 
ARYPLO 
RRYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPL0 
ARYPLO 
ARYPL0 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
RRYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
ARYPLO 
PRY PLO 
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C 
C 
C 
C 
C 

PROGRAM ORTPOWITRPES. OUTPUT. TRPE6=OUTPUT. TRPE62) 

THIS IS THE HAIN PROGRAM FOR THE ESTIMATION AND PLOTTING OF 
THE FAOING SPECTRUM ON LINEAR RXES. 

DIMENSION XRERL(1024). XIMSG( 10241.5TOR3(257) . XOATA(10) . SOATA(1024) 
I. HDRTA(5021 

CALL START(21 
CALL PEN(I) 
NOP=O 
N=1024 
PI=3.141592 
NENTRY=l 
INVERT=2 

CLEAR XREAL RNO XIMAG 
00 10 K=1.1024 
XREAL(K1=0.0 
XIl1RG(K)=0.0 

10 SOATR(K)=0.0 
00 603 I=1.10 
XOATA(I)=0.0 

603 CONTINUE 
READ DATA INTO XREAL 

00 11 1=1.1011.10 
J=I. 9 
READ 15.1001 XORTA 

100 FORMAT (F5.3.2X) 
L=0 
00 12 K=I J 
L=L*I 
XREAL(KI=XDATAIL) 

12 CONTINUE 
11 CONTINUE 

READ (5.101) (XORTR(I). I=1.4) 
101 FORMAT (FS"3.2X) 

L=0 
00 13 K_1021.1024 
L=L-1 
XREAL(K)=XOATA(LI 

13 CONTINUE 

C 

C 

C 
C 
C 
C 

TO REMOVE THE MEAN VALUE AND THE LINEAR TRENDS FROM THE ORIGINAL 
TIME SERIES. 

CALL REGRE IXRERL. NI 

TO APPLY A HAMMING DATA WINDOW. 

CALL TAPER (XREAL. N. PI) 

TO APPLY THE FOURIER TRANSFORM. 

C 
C 
C 

C 
C 
C 

CALL FASTF(XREAL. XIMAG. Nl 
00 21 K-1.1024 
SORTA(K1=XREAL(K)  2"XIMAG(K)  2 

21 CONTINUE 
H=O. 0 
00 24 K=1.11 
H_H"SORTA(K) 

24 CONTINUE 
HORTA(1)=H/11.0 
R=H 
00 25 K=1.501 
R=R-SOATA(K1+SORTR(K"11l 
HOATA(K"11=R/11.0 

25 CONTINUE 
TO TAKE THE SORT OF HOATA 

00 26 K=1.502 
HOATA(K1: SORT(HORTA(Kll 

26 CONTINUE 
TO NORMPLISE HOATA 

91G=HORTA(l) 
00 27 K=2.502 
IF (hORTA'K). GT. B! 01 BIG: HOATq1K1 

C 

C 

DATPOW 
ORTPOH 
ORTPCH 
DATPOW 
ORTPOW 
ORT POW 
DATPOW 
ORTPOW 
ORTPOA 
DATPOW 
OR"TPOW 
DATPOW 
ORTPOH 
DATPOW 
ORTPCH 
DATPOW 
ORTPOW 
ORTPOH 
ORTPOH 
DATPOW 
ORTPOH 
DATPOW 
DRTP06 
DATPOW 
ORTPCW 
ORTPOW 
ORTPOW 
DATPOW 
ORTPOH 
ORTPOW 
ORTPOW 
ORTPOW 
ORTPO4 
ORTPOW 
ORTPOW 
DATPOW 
ORTP0H 
ORTPOW 
ORT POW 
ORTPOW 
ORTPDH 
ORTPOH 
DATPOW 
DATPOW 
ORT POW 
CRTPOH 
ORT POW 
ORT POW 
7RTPOW 
CRT POW 
ORT POW 
ORTPOH 
ORT POW 
ORTPDH 
DATPOW 
OPTPOW 
ORT POW 
ORT POW 
ORTPCH 
ORTP0H 
ORTPOW 
]RTPOW 
ORT POW 
ORT POW 
ORT POW 
CRTPOW 
ORT POW 
ORT POW 
ORTPOH 
ORT POW 
DRTPOW 
ORT PO 
ORTP01. 
OQTP01. 
notonu 
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27 CONTINUE ORTPON 77 
00 28 K=1.502 OATPON 78 

28 HOATA(K)=HOATR(K)/BIG CATPOW 79 
C ORTPOH 80 
C TO PLOT THE NORMALIZED FADING SPECTRUM ON LINEAR AXES. ORTPOH 81 
C OATPON 82 

CALL POWPLO (HDRTR. NOPI ORTPOR 83 
C TO ENO PLOT OATPOW 84 

CALL ENPLOT (10.5) OATPOW 85 
STOP OATPON 86 
END OATPOW 87 

SUBROUTINE REGRE (XREAL. NI REGRE 2 
C REGRE 3 
C THIS IS THE SUBROUTINE FOR THE REMOVAL OF THE MEAN AND THE REGRE 4 
C LINEAR TRENDS. REGRE 5 
C REGRE 6 
C REGRE 7 

DIMENSION XREAL(1024). XIMRGl10241.5TOR3(257). XORTRLIOI. SORTA(10241 REGRE 8 
I. HOATA(502) REGRE 9 

C SUM SEQUENTIAL NUMBER 0 TO 1023 AND AVERAGE REGRE 10 
L=O REGRE 11 
DO 14 K=1.1023 REGRE 12 
L=L+K REGRE 13 

14 CONTINUE REGRE 14 
AS=FLOAT(L)/1024.0 REGRE IS 

C SUM ALL ORTA AND AVERAGE REGRE 16 
SUM=O. O REGRE 17 
00 15 K=1. N REGRE 18 
SUM=SUM+XREAL(K) REGRE 19 

15 CONTINUE REGRE 20 
RSUH=SUM/1024.0 REGRE 21 

C SUM OF SQUARES OF THE SEQUENTIAL NUMBER AND AVERAGE REGRE 22 
M=O REGRE 23 
00 16 K=1.1023 REGRE 24 
11=11+K  2 REGRE 25 

16 CONTINUE REGRE 26 
ASO=FLORT(M)/1024.0 REGRE 27 

C SUM OF PRODUCTS OF SEQUENTIAL NUMBER ANO DATA RMPLITUOE AND AVERAGE REGRE 28 
P=0.0 REGRE 29 
00 17 K=I. N REGRE 30 
A=FLOAT(K)-1. O REGRE 31 
P=P+A XRERL(K) REGRE 32 

17 CONTINUE REGRE 33 
AP=P/1024.0 REGRE 34 

C TO FIND THE REGRESSION SLOPE REGRE 35 
U=AP-ASJM RS REGRE 36 
O=ASO-AS  2 REGRE 37 

C THE REGRESSION CURVE REGRE 38 
SLOPE=U/0 REGRE 39 
C=RS'JM-SLOPE AS REGRE 40 
DO 18 K=1.1024 REGRE 41 
V=FLOAT(KI-1. O REGRE 42 
Y=SLOPE V+C REGRE 43 
XRERL(K)=XRERL(K)-Y REGRE 44 

18 CONTINUE REGRE 45 
RETURN REGRE 46 
END REGRE 47 

SUBROUTINE TAPER (XRERL. N. PI) TAPER 2 
C TAPER 3 
C THIS IS THE SUBROUTINE FOR THE APPLICRION OF A HAMMING WINDOW. TAPER 4 
C TAPER 5 
C TAPER 5 

DIMENSION XREALl1024). XIMAG(1024). STOR3(257). XORTR(101. SDATR(10241 TAPER 7 
I. HOATA(502) TAPER 8 
00 19 K=1.1024 TAPER 9 
V=FLOAT(K1-1.0 TAPER !0 
H=0.08+0.46(l. 0-COS(2uPlwV/Nll TAPER 11 
XRERL(K)=XRERL(K) H TAPER 12 

19 CONTINUE TAPER 13 
RETURN TAPER 14 
END TAPER 1S 
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SUBROUTINE FASTF(XREAL. XIMAG. ISIZE) FASTF 
C FASTF 
C THI S IS THE FOURIER TRANSFORM SUBROUTINE. FASTF 
C FASTE 
C FASTF 

REAL XREAL(1). XIMAG(I) FASTF 
INTEGER L(12) FASTF 
EQUIVALENCE( L1. L(I)1. (L2. LI21). (L3. L1311. (L4. L(4)1-1LS. L(5) FASTF 

1(L6. L(6)1. )L7. L(711 . (LB. L(8)1. IL9. L(9)1. (LIO. L(101 . (LII L(1111. FASTF 
2(L12. L(1211 FASTF 

PIE2=8.  ATRN(1") FRSTF 
N=IABS(ISIZE) FASTF 
IF(N-4)14.11.11 FASTF 

11 IFACC=1 FASTF 
IFACR=N/4 FASTF 
IF(ISIZE162.12.12 FASTF 

62 00 17 K=1. N FASTF 
17 XIMRG(K)=-XIMAG(K) FASTF 
12 ITIME=O FASTF 
16 IFCAB=IFRCR'4 FASTE 

1TIME=ITIME+2 FASTE 
00 80 LITLR: I. IFRCA FASTE 
00 82 (O=LITLA. N. IFCRB FASTE 
I1=I0"IFRCR FASTE 
I2=11+IFACA FASTF 

"I3=I2+IFACA FASTE 
XSO=XRERL(I0)+XREAL(12) FPSTF 
XSI=XRERLII0? -XRERL(12) FASTF 
YSO=XIMAG(IOI+XIMRG(I21 FASTF 
YSI=XIMAG(I0)-XIMRG(121 FASTE 
XS2=XREAL(I1)+XRERL(I3) FRSTF 
X53=XRERL(Ii)-XRERL(I3) FASTE 
Y52=XIMAG(11)+XIMAG(13I FASTE 
Y53=XIMRG(Ii)-XIMAG(13) FASTE 
XRERL(I0)=XSO"XS2 FRSTF 
XIMRG(I0)=YSOeYS2 FPSTF 
X1=XS1+TS3 FASTE 
Y1=YS1-XS3 FASIF 
X2=X50-XS2 FASTE 
Y2=Y50-YS2 FPSTF 
X3=XS1-YS3 FASTF 
Y3=YS1"XS3 FASTE 
IF(LITLR-1)14.66.64 FASTE 

66 XREAL112)=X1 FASTE 
XIMAG(I2)=Y1 FASTE 
XRERL(III=X2 FRSTF 
XIMAG(I11=Y2 FASTE 
XREAL(I31: X3 FASTE 
XIMAG(I31=Y3 FASTE 
GO TO 82 FASTF 

64 XREAL(12)=X1 CWI'YIUSWI FASTE 
XIMRG112I=Y1 CWI-XI SN1 FASTE 
XREALIII)=X2"CN2+Y2 SN2 FASTF 
XIMAGIII)=Y2 CN2-X2 SN2 FRSTF 
XREAL(13)=X3"CN3+Y3 SN3 FASTE 
XIMRG113)=Y3 CN3-X3 SN3 0 FRS1ý 

82 CONTINUE FASTE 
IFILITLA-IFACA165.80.14 FASTE 

65 CNI=COS(PIE2 FLOATILITLA)/FLOATiIFCRB)) ºASTF 
Z=1"-CNI CW1 FASTE 
SNI=SORTIZ) FASTF 
CN2=CN1 CNI-Z FASTE 
5N2=2" CN1 SNI FASTE 
CN3=CN1 CN2-5H1 SN2 FASTE 
S13=CN1 5N2"CH2 SWI FASTE 

80 CONTINUE FPSTF 
IF(IFRCR-1. '21.21.67 FASTE 

67 IFACC=IFACC 4 FPS'F 
IFACA: IFACA/4 FASTE 
IF(IFACA)14.68.16 FASTE 

68 DO 40 K=I, N. 2 FASTE 
TEMPR=XREAL(Kl"XREAL(K"1) FASTE 
XP, EAL(K"1)=XREAL(K)-XREAL(t<i1 FASTF 
XREq'. (K)=TEMPR FASTF 
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XIMRG(K+1)=XIMAG(K)-XIMAGuK"1) FASTE 77 40 XIMAGUK1=TEMFR FASTF 78 ITIME=ITIME"t FASTF 79 
21 IF(ISIZE169. I66.18 FASTF 80 
69 00 19 K: 1. N FASTF 81 
19 XIMAG(K)=-XIMAG(K) FASTF 82 

GO TO 166 FASTF 63 
18 Z=N FASTF 84 

00 177 K=1. N FASTF 85 
XREAL(KI=XREALUK)/Z FASTF 86 

177 XIMAGUK1=XIMRG(K)/Z FASTF 87 
166 I1=1 FASTF 88 

DO 101 K=1. ITIME FASTF 89 
11=1I 2 FASTF 90 

101. L(K)=Il FASTF 91 
00 102, x=ITIME. 11 FASTF 92 

102 L(K+I1=1 FASTF 93 
II=1 FASTF 94 
00 103 J1=1.2 FASTF 95 
00 103 J2=J1. L2. L1 FASTF 96 
00 103 J3=J2. L3. L2 FRSTF 97 
00 103 J4=J3. L4. L3 FASTF 98 
00 103 J5=J4. L5. L4 FASTF 99 
00 103 J6=J5. L6. L5 FASTF 100 
00 103 J7: J6. L7. L6 FASTF 101 
00 103 J8=J7. LB. L7 FASTF 102 
00 103 J9=J8. L9. L8 FRSTF 103 
00 103 J10=J9. L10. L9 FASTE 104 
00 103 J11=J10. L11. L10 FRSTF 105 
00 103 J12-J11. L12. Lll FASTE 106 
IF(II-J12)108.103.103 FASTF : 07 

108 TEMPR=XREAL()I) FRSTF 108 
XREAL(11)=XREPL(J12) FASTF 109 
XREAL(J12)=TEMPR FASTF 110 
TEMPR=XIMAG(II1 FASTF Ill 
XIMAG(II1=XIMRG(J121 FASTF 112 
XIMAG(J12): TEMPR FRSTF 113 

103 II=11*1 FRSTF 114 
14 RETURN FASTF 1: 5 

END FASTF 11E 
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SUBROUTINE POWPLO (HOATA. POP) POWPLO 2 
C POWPLO 3 
C THIS IS THE SUBROUTINE FOR THE PLOTTING OF THE FADING SPECTRUM. POWPLO 4 
C POWPLO 5 

C POWPLO 6 
DIMENSION HDATA(502) POWPLO 7 

C TO ESTABLISH PAGE ORIGIN POWPLO 8 
NOPY-1+NOP-3 (NOP/3) POWPLO 9 
IF (NOP"EO. O) GO TO 500 POWPLO 10 
IF (NOPY. EO. 11 GO TO 502 POWPLO 11 
GO TO 501 POWPLO 12 

500 CALL PLOT (0.0.1.0.3) POWPLO 13 
CALL PLOT (0.0.1.0. -i) POWPLO 14 
GO TO 503 POWPLO 15 

501 CALL PLOT (0.0.9.0.3) POWPLO 16 
CALL PLOT (0.0.9.0. -1) POWPLO 17 
GO TO 503 POWPLO 18 

502 CALL PLOT (10.5. -18.0.3) POWPLO 19 
CALL PLOT (10.5. -18.0. -1) POWPLO 20 

503 NOP=NOP"I POWPLO 21 
C POWPLO 22 

C TO DRAW A RECTANGLE 8 BY 10 INCHES. POWPLO 23 
CALL PLOT 10.0.8.0.21 PONPLO. 24 

CALL PLOT (10.0.8.0.2) POWPLO 25 
CALL PLOT (10.0.0.0.21 POWPLO 26 
CALL PLOT (0.0.0.0.2) POWPLO 27 

C POWPLO 28. 
C TO DRAW AXES WITH ORIGIN AT (1.25.1.0) POWPLO 29 

CALL PLOT (1.25.6.0.3) POWPLO 30 
CALL PLOT (1.25.1.0.2) POWPLO 31 
CALL PLOT (9.25.1.0.21 POWPLO 32 

C POWPLO 33 
C TO SCALE AND MARK THE OX AXIS. PCWPLO 34 

POWPLO 35 
C THE 8 INCHES OX AXIS REPRESENTS 2.0 CYCLES FREQUENCY WITH 1.0 INCH POWPLO 36 

C REP RESENTING 0.25 CYCLE/SECOND. POWPLO 37 
XINT=2.0/8.0 POWPLO 38 
E=O. O POWPLO 39 
00 30 K=1.9 POWPLO 40 
IF (K"LE"1) GO TO 400 POWPLO 41 
E-E"1. O POWPLO 42 

400 FINT-XINT E POWPLO 43 
XMARK=K-1 POWPLO 44 

CPLL PLOT (1.25"XMARK. 1. O. 3) PONPLO 45 
CALL PLOT (1.25"XMARK. O. 9.2) POWPLO 46 

CALL NUMBER (XMARK"1.05.0.7.0.12. FINT. 0.0.2) POWPLO 47 
30 CONTINUE POWPLO 48 

C POWPLO 49 
C TO SCALE AND MARK OY AXIS (NORMALISED SCALE) POWPLO 50 

CO 25 K_1.11 POWPLO 51 
SP=K-1 POWPLO 52 

ORON=0.1O. SP POWPLO S3 
YMARKz1. O'O. 5 SP POWPLO 54 
CALL PLOT (l"25. YMARK. 3) POWPLO 55 
CALL PLOT 11.15. YMARK. 2) POWPLO 56 
CALL VUMBER (0.86. YMARK-0.05.0.12. ORDN. 0.0.1) POWPLO 57 

25 CONTINUE POWPLO 59 
C PO)4PLO 59 
C TO PLOT THE SPECTRUM POWPLO 60 
C SIN CE THE 8 INCHES OX AXIS REPRESENTS 2.0 CYCLES. SO THIS GIVES 408.8 POWPLO 
C DIV ISIONS OR 409 L1NZS IN THE UNFILTERED SPECTRUM. POWPLO 62 

Y1=1. O+5. O. HOATA(1) POWPLO 63 
XINT=8.0/40P.. d POWPLO 64 
XXINT=S"OwXINT POWPLO 65 
CALL PLOT 11.25+XXINT. Y1.3) POWPLO 66 
00 29 K-6.408 POWPLO 67 
RN_$ POWPLO 68 
NR-K-4 ROWPLO 69 
XN=:. 25"X1NT RN POWPLO 70 
YNc1.0.5. OiHOATAINRI POWPLO 71 
CAL- PLOT (XN. YN. 21 POWPLO 72 

29 CONTINUE PONPLO 73 

C POWPLO 74 
C DRA N TITLE AND LABEL AXES POWPLO 7S 

CALL SYMBCI. 13.7.6"S. U. 1',. 31HTHE POWER SPECTRUM FOR lATA-NG". O. 0.3 POWPLO 76 



322 
PONPLO 77 C PONPLO 78 C TO LABEL OX POWPLO 79 

CALL SYMBOL (3.0.0.35.0.15.30HFREQUENCY IN CYCLES PER SECONO. 0.0.3 POWPLO 80 
10) POWPLO 81 

C POWPLO 82 
C TO LABEL OY POWPLO 83 

CRLL SYM80L (0.55.2.3.0.15.20HNORMRLISEO AMPLITUDE . 90.0.201 POWPLO 84 
RETURN PONPLO 85 
END POWPLO 36 

PROGRAM LOGPLO (INPUT. OUTPUT. TRPES=INPUY. TAPE62) LOGPLO 2 
C LOGPLO 3 
C THIS IS THE PROGRAM FOR THE PLOTTING OF 30 POWER SPECTRAL ESTIMAT ESLOGPLO 4 
C ON LOGARITHMIC AXES AND THE FITTING OF THE BEST POLYNOMIAL. LOGPLO 5 
C LOGPLO 6 
C LOGPLO 7 

COMMON X(120). Y(120). XR(120). YR(120). XB(IOOI. YB(100). W(30). SI(6). LOGPLO 8 
7 P(61 LOGPLO 9 

CALL STARTt21 LOGPLO 10 
CALL SCALEZ(1. ) LOGPLO 11 

CALL BOROOFF LOGPLO 12 
CALL NEWPAGE LOGPLO 13 
00 1 K=1.12 LOGPLO 14 
KA=(K-1). 10+1 LOGPLO 15 
KB=K IO LOGPLO _ is 

I REA0(5. I000)(Y(I). I=KA. KB) LOGPLO 17 
1000 FORMATIIO(F5.3.3X)I LOGPLO 18 

00 2 1=1.20 LOGPLO 19 
2 X(I)=FLORT(I)O. 05 LOGPLO 20 

00 3 I=21.30 LOGPLO 21 
3 X(Il=FLOAT(I-20). 0.1+1. LOGPLO 22 

00 12 1=1.30 LOGPLO 23 
X114.301=XtI1 LOGPLO 24 
X(I+60)=X(I) LOGPLO 25 

12 X(I+90)=X(I) LOGPLO 26 
C TO DRAW THE LOGARITHMIC AXES. LOGPLO 27 

HOR=6. LOGPLO 28 
VER=6. LOGPLO 29 
CALL LOGRX(2.0.2. O. I. HOR. 3. -2.1.2.11 LOGPLO 30 
CALL LOGRX(2.0.2.0.2. VER. 2. -2.2.1.1) LOGPLO 31 
00 4 1=1.120 LOGPLO 32 

4 CALL LOCRTE(X(I). Y(I). XR(I). YAt11.1) LOGPLO 33 
00 5 1=1.30 LOGPLO 34 
YB(I1=(YA(I)+YR(I+30)+YR(I+60)+YA(I+90)1/4. LOGPLO 35 

5 W(I)=I. LOGPLO 36 
IR=6 LOGPLO 37 

C TO FIND THE BEST FITTING POLYNOMIAL. LOGPLO 38 
CALL E02RBF(30. XR. YB. W. IA. NA. SI. P.. TRUE. ) LOGPLO 39 
00 6 1=1.100 LOGPLO 40 
XB(I)=XA(I)+(XA(30)-XA(11l FLORT(1-1)/99. LOGPLO 41 

6 Y8(I)=P(1)+P(2) XB(I)+P(3) XB(I)  2+P(4). XB(I).. 3+P(5) XB(I).. 4 LOGPLO 42 
7+P(6). XB(I1  5 LOGPLO 43 

SIZ=0.09 LOGPLO 44 
00 7 1=1.120 LOGPLO 45 
L=INT(FLOATIII/30.31 LOGPLO 46 

C TO PLOT THE 30 SPECTRAL ESTIMATES FROM EACH OF THE 4 TRIALS. LOGPLO 47 
7 CALL SYMBOL(XA(I). YA(I). SIZ. L. O. O. -1) LOGPLO 48 

CALL PLOTIXB(I). YB(1). 3) LOGPLO 49 
00 8 1=1.99 LOGPLO 50 

8 CALL PLOTIXB(I+1). YBII+ll. 2) LOGPLO 51 
CALL LOGAX(2. O. VER 2. +2.. l. HOR. 3. -2. -1.1.11 LOGPLO 52 
CALL LOGRX(HORr3. +2.. 2.0.2. VER. 2. -2. -1.2.1) LOGPLO 53 
CALL SYMBOL(8.2.0.65.0.35.16HFREOUENCY IN HZ.. O. O. 161 LOGPLO 54 
CALL SYMBOL(O. 7.5.2.0.35.16HNORMALIZEO POWER. 90.0.16) LOGPLO 55 
00 9 1=1.4 LOOPLO 56 
CALL SYMBOL(3.0.5.0-FLORTII-11/2.0.0.2.1-1.0.0. -I) LOGPLO 57 

9 CALL SYMBOLl3.2.4.9-FLORTII-11/2.0.0.2. LOGPLO 58 
239H TRIAL NO. . WINO SPEED= M/SEC.. 0.0.391 LOGPLO 59 

CALL SYMBOL(4.8.2.9.0.2.65HRVERAGE WIND SPEED= M/SEC. . TEMPE LOGPLO 60 
7RRTURE GRADIENT= C/CM.. 0.0.65) LOGPLO 61 

CALL ENPLOT LOGPLO 62 
STOP LOGPLO 63 
ENO LOGPLO 64 
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SUBROUTINE E02ABF(M. X. F. W, KI. N. SI. P. L) E02ABF 
E02ABF 

THIS IS THE SUBROUTINE FOR THE ESTIMATION OF THE BEST FITTING E02RBF 
POLYNOMIAL OF THE RIGHT DEGREE. E02ABF 

E02RBF 
E02RBF 

MARK 1 RELEASE. NRG COPYRIGHT 1971 E02RBF 
MARK 3 REVISED. E02ABF 
MARK 4 REVISED. ER AM3-42 E02PBF 
DIMENSION X(M). F(M). W(M). SI(KI). P(K1) E02ABF 
LOGICAL L. E02SBF 
DIMENSION CTP(SI). CPSAVE(51). CP(SI). CLP(52) E02ABF 
DIMENSION XLP(450). TP(450). AL(51). BE(51). S1511 E02ABF 
K2=K1+1 E02RBF 
K=KI-I E02RBF 
N=K E02ABF 
00 10 1=1. K1 E02RBF 
CP(I)=0.0 E02ABF 
BE(11=0.0 E02RBF 
CLP(2)=0.0 E02ABF 
CLP(I)=0.0 E02RBF 
OELS0=0.0 E02RBF 
OM=0.0 E02RBF 
TW=0.0 E02RBF 
S1MIN=0.0 E02ABF 
ISWX=O E02RBF 
CTPI1)-1.0 E02ABF 
ICOMP=1 E02ABF 
00 S i=1. M E02RBF 
DELS0=OELSO+W(I)aF(I)s 2 E02ABF 
TP(1)=1.0 E02RBF 
XLP(I)=0.0 E02RBF 
OM=OM+W(Il F(I) E02ABF 
TW=TW+W(I) E02ABF 
SI11=0M/TW E02RBF 
CPI11=5(1) E02ABF 
OELSO=0ELSO-S(1)uOM E02ABF 
XTEMP =M E02ABF 
SI(11 = ABS(DELSO/(XTEMP - 1.0)) E02ABF 
A=4.0/(X(M1-X("1)) E02RBF 
B=-2.0-R X(I) E02RBF 
00 11 1=1. M E02RBF 
X'(I)=R X(I)+B E02RBF 
00 7 I=1. K E02RBF 
OU=0.0 E02RBF 
00 12 J=1. M E02RBF 
DU=OU+W(J)uX(J) TP(J)u2 E02ABF 
AL(I+1)=0U/TW E02RBF 
XLW=TW E02ABF 
TW=0.0 E02RBF 
OM=0.0 E02RBF 
00 4 J=1. M E02ABF 
DU=BE(I)uXLP(J) E02RBF 
XLP(J)=TP(J) E02RBF 
TP(J)=(X(J)-RL(l+1))aTPtJ)-0U E02ABF 
TW=TW+W(J) TP(J)  2 E02ABF 
OM=OM+W(J) F(J)1TP(J) E02RBF 
BE(1+1)=TW/XLW E02RBF 
St1+11=0M/TW E02RBF 
OELSO=0ELSO-S(141l OM E02RBF 
KTEMP =M -'1 -1 E02RBF 
XTEMP = KTEMP E02ABF 
SI(I+1) = ABS(DELSO/XTEMP) E02ABF 
IF(L) GO TO 20 E02RBF 
IF(ISWX. E0.1)GO TO 21 E02ABF 
IFISI(I+11. LT. SI(1)1GO TO 20 E02RBF 
N=I-1 E02ABF 
ICOMP =I E02ABF 
ISNX=1 E02ABF 
SIMIN=SItI) E02RBF 
00 13 J=1. K1 E02RBF 
CPSAVE(J)=CP(J) E02RBF 
GO TO 20 E02ABF 
IF (SI(I. 1)"GE. (O. 5 SIMIN)) GO TO 20 E02ABF 
ICOMP =0 E02ABF 
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ISWX =0 E02ABF 
N=K E02ABF 

20 00 3 J=1. I E02RBF 
DU=CLPIJ+l). SE(1) E02ABF 
CLP(J+1)=CTP(J) E02RBF 
CTPLJI=CLP(J1-AL( I+1)mCTP(J)-OU E02ABF 

3 CP(J)=CP(J)+5(I+ll CTP(J) E02RBF 
CP(I. 11=S(I+11 E02ABF 
CTP(1.11=1.0 E02RBF 
CLP(I. 21=0.0 E02ABF 
IF(ICOMP. E0.0. OR. ISWX. EO. O)G0 TO 7 E02RBF 
IF(I. NE. K)GO TO 7 EO2RBF 
00 8 J=1. K1 E02RBF 

8 CP(J)=CPSAVE(J) E02RBF 
7 CONTINUE E02ABF 

CLP(I)=. l E02ABF 
CPSAVE(I)=l E02ABF 
P(11=CP(I) E02ABF 
00 30 1=2. K1 E02A8F 
CLP(I)=1 E02ABF 
CPSRVEIII=B CPSRVE(I-1) E02ABF 

30 P(I)=P(I)+CPLII CPSRVE(I) E02ABF 
00 33 J=2. Kl E02ABF 
CLPII)=CLP(I) R E02ABF 
P(J1=CP(J) CLP(I) E02RBF 
KK=2 E02RBF 
JI=J+1 E02PBF 
IF(J1. GT. KI)GO TO 40 E02ABF 
00 34 I=J1. Kl E02ABF 
CLP(KK1=A CLP(KK)+CLP(KK-1) E02RBF 
P(J)=PtJl+CP(I) CLP(KKI CPSRVE(KK) E02ABF 

34 KK=KK+I E02RBF 
33 CONTINUE E02RBF 
40 A=1.0/R E02ABF 

00 35 I=1. M E02ABF 
35 X(Il=(X(I)-B)NA E02RBF 

RETURN E02ABF 
END E02ABF 
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APPENDIX V 

APL/360 ROUTINE FOR LINEAR 

REGRESSION AND CORRELATION 

SIMPLF, REGRESSION 
T-X SR Y 
Ei1TF. RED: 10/08/67 

X AND Y ARE VECTORS GIVING THE (SAME NUMBER OF) OBSERVATIONS 
ON A: 1 INDEPENDEUT VARIABLE X AND A DEPENDENT VARIABLE. Y. T Ij 
A MATRIX ! �IT/I 5 ROWS AND 3 COLUMNS COPTAI. /I:: G THE RESULTS OF 
FITTING THE STRAIGHT LINE Y=A+BXX BY TI/F. METHOD OF LEAST SQUllItES 

IN TH FOLLOWING FORMAT: 
R01,11: ! JEAN OF X, S DEV OF X, 0 
ROW2: (JEAN OF Y, ST UF. V OF Y, 0 
ß0i�3: A, 0,0 
ROW4: B, ST ERROR OF B, T-VALUE - 
ROW5: ST ERROR OF ESTIMATE, R=SIl1PLE CORR COF. FF, R*2 

VSRCI]]V 
0 --s (p 4; ll; /1X; SX; IVY; SY; B1; B0; R; RSQ; TV; SE; A; B 

C1] SX-((A++/(X-lbfX+(+/X)=1'! )*2)z(1/+(pX))-1)*0.5 
C2] SY+((B{-+/(Y-, ""fY*-(t/Y) : N)*2) : N-1)*0.5 
C3] B0#i4Y-d'IXXBi*. (+/(. Y-4IX)x(Y-AVY)) .A 
[4] SE{-((Bx1-RSQ+(R+BlxSX+SY)*2): N-2)*0.5 
[5] TV-B1 SB1<-(SY: SX)+((N-2): (1-RSO))*0.5 
[6] T{-(5 3)p/1X, SX, 0, i1fY, SY, 0, BO, 00 , Bl, SB1, TV, SF,, R, RSQ 

V 
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APPENDIX VI 

TABLE FOR CORRELATION COEFFICIENTS 

SIGNIFICANCE LEVELS 

n "I "05 "02 101 "001 

I 98769 99692 999507 
2 "90000 "9Sooo "98000 
3 "8054 '8783 93433 
4 7293 "8114 "8822 
S "6694 "7545 '8329 
6 "6215 "7067 7887 
7 "5822 "6664 "7498 
8 5494 '6319 7155 
9 "5214 "6o2I "6851 

Io "4973 "5760 "6581 

iI "4762 5529 '6339 
12 '4575 5324 "612o 
13 04409 5139 5923 
14 4259 4973 5742 
15 1 "4I24 "482I "5577 

999877 '9999988 
"990000 "99900 
95873 99116 

"91720 "97406 
'8745 '95074 

"8343 '92493 
'7977 "8982 
"7646 "8721 
7348 '8471 

"7079 "8233 

"6835 "8oto 
"6614 "7800 
"6411 "7603 
"6x26 7420 
"6o55 7246 

SIGNIFICANCE LEVELS 

71 
.1"1 

os "02 101 
. 

1001 

x6 4000 4683 5425 5897 7084 
17 3887 4555 5285 '5751 6932 
18 '3783 4438 5155 '5614 '6787 
19 "3687 4329 5034 5487 "6652 
20 3598 4227 "4921 5368 '6524 

=5 '3233 3809 4451 4869 5974 
30 '2960 3494 4093 4487 5541 
35 2746 3246 "3810 4182 "5189 
40 2573 '3044 '3578 3932 4896 
45 2428 '2875 '3384 3721 "4648 

So 2306 2732 3218 3541 4433 
6o "21o8 "2500 "2948 '3248 4078 
70 1954 '2319 2737 3017 3799 
8o "1829 '2172 "2565 "2830 3568 
go '1726 "2050 "2422 -2673 '3375 

100 "1638 '1946 "2301 2540. '3211 


