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Abstract. We classify Lévy processes according to the solution spaces of the associated parabolic
PIDEs: The parabolicity of the related Kolmogorov equations is translated to a growth condition
with Sobolev index ↵ of the symbol. We show that the corresponding evolution problem is parabolic
with respect to the Sobolev-Slobodeckii space H↵/2 if and only if the process has Sobolev index ↵.
In this case, the Kolmogorov equation has a unique variational solution in H↵/2. We relate the
Sobolev index to the Blumenthal-Getoor index. This shows that the Sobolev index is an indicator
for both the smoothness of the distribution as well as the variation of the paths of the process. We
present various examples of Lévy processes with and without Sobolev index. Finally, we illustrate
the impact the Sobolev index has on the performance of numerical schemes for solving boundary
value problems related to CGMY processes.
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1. Introduction. The Feynman-Kac formula provides a fundamental link be-
tween conditional expectations and solutions to PDEs. Under suitable regularity
assumptions, a Feynman-Kac representation relates conditional expectations to solu-
tions of Kolmogorov equations. In financial mathematics this fact is used to compute
option prices by solving parabolic Kolmogorov equations.

In the context of Lévy processes, conditional expectations are linked to solutions
of Partial Integro Di↵erential Equations (PIDEs). Wavelet-Galerkin methods for pric-
ing European and American options have been developed in [16], [15], [14]. Recent
developments in P(I)DE techniques in finance are deeply and broadly discussed in [12].
For finite element methods the existence and uniqueness of a variational solution of
PIDEs in a Sobolev-Slobodeckii space is essential.

The classical result on existence and uniqueness of variational solutions can be
formulated as follows. Let (V,H, V ⇤) be a Gelfand triplet, i.e. V and H are Hilbert
spaces such that there exist a continuous embedding from V into H and from H into
the dual space V ⇤ of V , see [24, section 17.1]. Let a : V ⇥ V ! C be a bilinear
form that is continuous and satisfies a G̊arding inequality, i.e. there exist constants
C

1

, C
2

> 0 and C
3

� 0 such that
�

�a(u, v)
�

�

 C
1

kukV kvkV Continuity(1.1)

<

�

a(u, u)
�

� C
2

kuk2V � C
3

kuk2H G̊arding inequality(1.2)

for every u, v 2 V . Then we call the evolution problem

u̇+Au = f
u(0) = g

(1.3)
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with f 2 L2(0, T ;V ⇤) and g 2 H parabolic with respect to the Gelfand triplet (V,H, V ⇤).
Hence, operator A of (1.3) and bilinear form a of (1.1) are associated via Au :=

a(u, ·) : V ! C. The result itself can now be phrased as follows, cf. e.g. [24, Theorem
26.1] and [25, Theorem 23.A].

Theorem 1.1. Let the evolution problem (1.3) be parabolic with respect to
the Gelfand triplet (V,H, V ⇤). Then, it has a unique variational or weak solution
u 2 W 1(0, T ;V,H). Moreover the solution u depends continuously on the data g
and f .

The proof of this theorem is based on a so-called Galerkin-approximation that
yields a numerical scheme to calculate the solution approximately, namely a finite
element scheme, see e.g. [25, Theorem 23.A]. For the precise definition of a weak
solution and of the space W 1(0, T ;V,H) we refer to [24, section 25].1

The Kolmogorov equations we are interested in are of type (1.3) where the oper-
ator �A is the infinitesimal generator of a Lévy process.

Let L be an Rd-valued Lévy process with characteristics (b,�, F ) with respect
to a truncation function h. Here, a measurable function h : Rd

! R is called a
truncation function if

R

{|x|>1} h(x)F (dx) < 1 and h(x) = x in a neighborhood of 0.

The distribution of the process is uniquely determined by the distribution PLt for
any t > 0 and hence by the characteristic function of Lt,

(1.4) E eih⇠,Lti = e�tA(�⇠)

where the symbol A of the process is given by

A(⇠) :=
1

2
h⇠,� ⇠i+ ih⇠, bi �

Z

⇣

e�ih⇠,yi
�1 + ih⇠, h(y)i

⌘

F (dy),

compare e.g. [13, equation (0.9)]. By its defining properties one may show that there
is a positive constant C > 0 such that

(1.5) |A(⇠)|  C
�

1 + |⇠|
�

2

for every ⇠ 2 Rd .

Denoting by û the Fourier transform of u, by inequality (1.5) we have Aû 2 L2(Rd)\
L1(Rd) for every function u 2 C1

0

(Rd) and the Fourier inverse of Aû is well defined.
Moreover, an elementary calculation shows that for

Au(x) := �

1

2

Pd
j,k=1

�j,k @2u
@xj@xk

(x)�
Pd

j=1

bj @u
@xj

(x)

�

R

Rd

⇣

u(x+ y)� u(x)�
Pd

j=1

@u
@xj

(x)
�

h(y)
�

j

⌘

F (dy)
(1.6)

we have

Au(x) =
1

(2⇡)d

Z

A(⇠)û(⇠) e�ihx,⇠i d⇠(1.7)

1The space W 1(0, T ;V,H) consists of those functions u 2 L2
�
0, T ;V

�
that have a derivative u̇

with respect to time in a distributional sense that belongs to the space L2
�
0, T ;V ⇤�. For a Hilbert

space H, the space L2
�
0, T ;H

�
denotes the space of functions u : [0, T ] ! H, that are weakly

measurable and that satisfy
R T
0 ku(t)k2H dt < 1. For the definition of weak measurability and for

a detailed introduction of the space W 1
�
0, T ;V,H

�
that relies on the Bochner integral, we refer to

[24, section 24.2].
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for every x 2 Rd and every u 2 C1
0

(Rd). Equation (1.7) coincides with the definition
of a pseudo di↵erential operator (PDO) A with symbol A. It follows from Parseval’s
identity, see e.g. [20, equality (10) on page 187], that the bilinear form a is given by
(1.8)

a(u, v) :=

Z

Au(x)v(x) dx =
1

(2⇡)d

Z

Rd

A(⇠)û(⇠)v̂(⇠) d⇠ for all u, v 2 C1
0

(Rd).

While PIDEs are classified via their operators, Lévy processes are determined by their
characteristic functions due to the famous Lévy-Khintchine formula. Various classes
of Lévy processes, such as tempered stable processes, are even directly defined by
their characteristic functions.

Our general question therefore is: Under which conditions on the symbol is the
Kolmogorov equation parabolic? The answer is given in Theorem 2.1.

In order to solve parabolic equations numerically, we rely on well developed
Galerkin methods. The solution space is crucial for the numerical scheme and its
convergence rate. Thus, the relation between Lévy processes and solution spaces is
relevant for both theoretical and numerical considerations. For theoretical purposes
it is convenient to work with an explicitly given well-known solution space for which
standard convergence results and inequalities are available. From a numerical per-
spective, the degree of regularity of the solution is the determining factor. Classically,
the order of di↵erentiability of the solution is directly related to the order of conver-
gence of the finite element scheme, see e.g. [22, Theorem 1.1]. Such a correspondence
is still valid for approximation schemes for parabolic integro di↵erential equations.
Figure 5.1 and 5.2 provide a numerical illustration of the role of the fractional degree
of regularity to the performance of the scheme for Kolmogorov equations of a class
of Lévy processes. See [23, Theorem 5.4] for theoretical convergence results. Here,
fractional orders of di↵erentiation appear naturally in the convergence estimates and
the corresponding solution spaces are Sobolev-Slobodeckii spaces.

Hence, our second question is: Under which conditions on the symbol is the Kol-
mogorov equation parabolic with a Sobolev-Slobodeckii space as solution space? This
leads us to the definition of a Sobolev index of a symbol and of the corresponding
process, respectively.

It follows from [6, Theorem 6.1 and equation (31)] that if the Lévy process L
has a Sobolev index, the corresponding weak solution u of equation (1.3) for f ⌘ 0,
g 2 L2(R) and A given by (1.6) has the Feynman-Kac representation

(1.9) u(T � t, Lt) = E
⇥

g(LT )
�

�

Ft

⇤

a.s.

Thus, our analysis of the parabolicity of the related Kolmogorov equations charac-
terizes conditional expectations of functional transforms of Lévy processes by weak
solutions. A more general result involving a killing rate is provided in [10]. A related
reference is [4, Theorem 8.2], where Markovian semimartingales with Brownian parts
stopped at their first exit out of a bounded domain are related by a Feynman-Kac
formula to solutions of boundary value problems. These results show that under ap-
propriate assumptions a variety of conditional expectations on functionals of Lévy
processes are given by weak solutions to Kolmogorov equations. Our analysis yields
appropriate conditions for the applicability of Galerkin methods for computing these
expectations numerically.

Our paper is organized as follows: In §2, we derive the general theorem on parabol-
icity of the Kolmogorov equations. This section demonstrates the general validity of
the theory that is not related to Sobolev-Slobodeckii spaces only. We then define the
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Sobolev index of a symbol or of a Lévy process respectively in terms of polynomial
growth conditions on the symbol of the process. We show that the corresponding
evolution problem is of parabolic type with solution space H↵/2 if and only if the
process has Sobolev index ↵. Various examples are discussed in §3. Since the exis-
tence of a Sobolev index is necessary and su�cient for the parabolicity of the related
Kolmogorov backward equation with respect to Sobolev-Slobodeckii spaces, not every
Lévy process has a Sobolev index. We show that if the Lévy process has Sobolev
index ↵ < 2, then ↵ is the Blumenthal-Getoor index. Thereby a new link is estab-
lished between path properties of the process and the smoothing e↵ect of the related
evolution problem. This link refines the connection between jump di↵usion processes
and the solution spaces of the related Kolmogorov equations established in [4]. This
allows us to conclude for several examples that they do not have a Sobolev index.
For a wide class of Lévy processes we show the existence of a Sobolev index and
compute its value. We provide a tail condition and conditions on the density of the
Lévy measure that imply the existence of a Soblev index. A numerical illustration of
the e↵ect of the Sobolev index on the performance of numerical schemes is provided
in the last section. The analysis shows a higher regularity of the solution for higher
Sobolev indices of the underlying driving Lévy process. This suggests higher rates of
convergence of the numerical schemes, which is confirmed by numerical experiments,
where we use a wavelet-Galerkin scheme to numerically evaluate a boundary value
problem related to a CGMY Lévy process for di↵erent parameters.

2. Parabolicity of Kolmogorov equations. Notice that the real part of the
symbol of a Lévy process is non negative,

<

�

A(⇠)
�

= h⇠,�⇠i �

Z

�

cos(hx, ⇠i)� 1
�

F (dy) � 0.(2.1)

We define the Hilbert space H<(A)+k for k � 1 as the completion of C1
0

(Rd,R), i.e.
of the real-valued smooth functions with compact support in Rd, with respect to the
norm k · k<(A)+k given by

kuk<(A)+k :=
1

(2⇡)d

Z

Rd

�

k + <

�

A(⇠)
��

|û(⇠)|2 d⇠,

and denote by
�

H<(A)+k
�⇤

the dual space of H<(A)+k. For u 2 C1
0

(Rd,R) it follows
from (1.8) that

a(u, u) =
1

(2⇡)d

Z

Rd

A(⇠)|û(⇠)|2 d⇠ =
1

(2⇡)d

Z

Rd

<

�

A(⇠)
�

|û(⇠)|2 d⇠(2.2)

and hence

a(u, u) = kuk2<(A)+k � kkuk2L2 .

We obtain the following result.

Theorem 2.1. Let A be the symbol of the Lévy process L. Assume
�

�

=

�

A(⇠)
�

�

�

 c
�

k + <

�

A(⇠)
��

for all ⇠ 2 Rd(2.3)

with some positive constant c � 0. Then, the bilinear form a is continuous and satisfies
a G̊arding inequality with respect to the norms of H<(A)+k and L2(Rd), hence, the
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evolution problem

u̇+Au = f

u(0) = g

with f 2 L2

�

0, T ;
�

H<(A)+k(Rd)
�⇤�

and initial condition g 2 L2(Rd) is parabolic with

respect to the Gelfand triplet
�

H<(A)+k, L2(Rd),
�

H<(A)+k
�⇤�

and has a unique vari-

ational solution u 2 W 1

�

0, T ;H<(A)+k, L2(Rd)
�

.

Proof. Since C1
0

(Rd,R) is dense in H<(A)+k, it follows from [24, Theorem 17.1
and Definition 17.1] that

�

H<(A)+k, L2(Rd),
�

H<(A)+k
�⇤�

is a Gelfand triplet. Equal-
ity (2.2) implies the Garding inequality

<

�

a(u, u)) � kuk2<(A)+k � kkuk2L2

for every u 2 C1
0

(Rd,R). From assumption (2.3), we obtain for u, v 2 C1
0

(Rd,R)

|a(u, v)|  (1 + c)

Z

Rd

�

�

�

k + <

�

A(⇠)
��

�

�

�

�û(⇠)v̂(⇠)
�

� d⇠

 (1 + c)kuk<(A)+kkvk<(A)+k.

The bilinear form thus has a unique continuous and linear extension a : H<(A)+k
⇥

H<(A)+k
! R and the evolution problem is well defined. Furthermore, the G̊arding

inequality is also satisfied for the extension and it follows that the evolution problem
is parabolic with respect to the Gelfand triplet

�

H<(A)+k, L2(Rd),
�

H<(A)+k
�⇤�

. The
existence and uniqueness of a variational solution then follows from the classical The-
orem 1.1.

Inequality (2.3) is slightly weaker than the so-called sector condition,
�

�

=

�

A(⇠)
�

�

�



c<
�

A(⇠)
�

for some constant c > 0 for all ⇠ 2 Rd. The bilinear form a defines a so-
called non-symmetric Dirichlet form if and only if the sector condition is satisfied, see
[5, Example 3.13] and the references therein.

Remark 2.2. Theorem 2.1 is satisfactory from an abstract point of view solely.
With regards to convergence of numerical schemes, regularity of the solutions is cru-
cial. Notice that for symmetric Poisson processes, to mention a simple example, the
symbol is real, positive and bounded. In particular inequality (2.3) is satisfied for every
k � 0. Moreover, the space H<(A)+k(R) coincides with L2(R) and the norms of both
spaces are equivalent. Thus, the parabolic problem is degenerated in the sense that it
has no smoothing e↵ect.

In the following, we focus on the case that the space H<(A)+k is a Sobolev-
Slobodeckii space, compare Remark 3.4. A major advantage of these concrete spaces
is that they describe regularity in the sense that a fractional order derivative exists
and is in L2.

3. Parabolicity of Kolmogorov equations with respect to Sobolev-Slo-
bodeckii spaces. Let us denote by S(Rd) the Schwartz space i.e. the set of complex-
valued smooth functions ' 2 C1(Rd,C) with

(1 + |x|m)|D↵'(x)| ! 0 , |x| ! 1

for every multi index ↵ = (↵
1

, . . . ,↵d) 2 Nd
0

and every m 2 N
0

, where D↵ denotes
the multiple partial derivative
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D↵'(x) :=
@↵1

· · · @↵d

@x↵1
1

· · · @x↵d
d

'(x) .

We denote by S0(Rd) the space of generalized functions i.e. the dual space of the
Schwartz space S(Rd). By duality, one defines the Fourier transform û of a general-
ized function u. Moreover, denote

kuk2s :=

Z

|û(⇠)|2
�

1 + |⇠|
�

2s
d⇠ .

Sobolev-Slobodeckii spaces are defined by

Hs(Rd) :=
�

u 2 S0(Rd)
�

� û 2 L1

loc

(Rd,Cd) with kuk2s < 1

 

for s 2 R. It is shown in [24, Definition 5.1], that for any s 2 R, Hs(Rd) is a Hilbert
space. Moreover, Eskin [8, pages 62–63], has shown that the dual space of Hs(Rd)
may be identified with the space H�s(Rd). Wloka [24, Example 17.1] shows that
�

Hs(Rd), L2(Rd), H�s(Rd)
�

is a Gelfand triplet.

Definition 3.1. Let A be a pseudo di↵erential operator with symbol A. We say
↵ 2 (0, 2] is the Sobolev index of the symbol A, if for all ⇠ 2 Rd

|A(⇠)|  C
1

(1 + |⇠|2)↵/2 Continuity condition(3.1)

< (A(⇠)) � C
2

|⇠|↵ � C
3

(1 + |⇠|2)�/2 G̊arding condition(3.2)

for some 0  � < ↵ and constants C
1

, C
3

� 0 and C
2

> 0.
If L is a Lévy process with symbol A and Sobolev index ↵, we call ↵ the Sobolev

index of the Lévy process L.

Theorem 3.2. Let A be a PDO with symbol A and bilinear form a. Then
assertion (i) implies assertion (ii). Moreover, if the symbol A is continuous, both
assertions are equivalent.

(i) The symbol A has a Sobolev index ↵ 2 (0, 2].
(ii) The bilinear form a satisfies continuity and a G̊arding inequality with respect

to the norms of H↵/2 and L2. Hence, the evolution problem

u̇+Au = f
u(0) = g

(3.3)

with f 2 L2

�

0, T ;H�s(Rd)
�

and initial condition g 2 L2(Rd) is parabolic with respect

to the Gelfand triplet
�

H↵/2(Rd), L2(Rd), H�↵/2(Rd)
�

and has a unique variational

solution u 2 W 1

�

0, T ;H↵/2(Rd), L2(Rd)
�

.

Proof. The proof of implication (i) ) (ii) is provided in [12]. It follows from
standard analysis arguments using the following inequalities: For C

1

> 0, C
2

� 0,
0  � < ↵ and 0 < C

3

< C
1

there exits a constant C
4

> 0 such that C
1

x↵
� C

2

x�
�

C
3

x↵
� C

4

for every x � 0 and

C
2

|⇠|2↵ � C
3

(1 + |⇠|2)� � C
2

|⇠|2↵ � C 0
3

(1 + |⇠|2�) � c
2

(1 + |⇠|)2↵ � c
3

with a strictly positive positive constant c
2

and C 0
3

, c
3

� 0.
In order to derive implication (ii) ) (i) for continuous symbols A, we closely

follow the derivation of the fundamental lemma of variational calculus:
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To this end, we extend the domain of the bilinear form, which is possible thanks
to the continuity condition (3.1). We now call a the unique continuous bilinear form
a : H↵/2(Rd) ⇥ H↵/2(Rd) ! C that, restricted to the compactly supported smooth
functions, coincides with the bilinear form a given in the proposition. The continuity
of the bilinear form yields

Z

Rd

⇣

c
1

�

1 + |⇠|
�↵

± <

�

A(⇠)
�

⌘

�

�û(⇠)
�

�

2

d⇠ � 0 for any u 2 H↵/2(Rd)
Z

Rd

⇣

c
1

�

1 + |⇠|
�↵

± =

�

A(⇠)
�

⌘

�

�û(⇠)
�

�

2

d⇠ � 0 for any u 2 H↵/2(Rd).

Let us now assume the continuity condition would not be satisfied. Then, one out of
the four integrands would become non negative for some ⇠. Thanks to the continuity
of the symbol, the integrand would be negative on a nonempty open subset of U ⇢ Rd.
We may choose a function u such that its Fourier transform û is smooth, not constant
and such that its compact support is contained in U . Noting that those functions lie in
the Schwartz space which is contained in H↵/2(Rd), we would obtain a contradiction.

Moreover, the G̊arding inequality is satisfied on the extended domain which yields
Z

Rd

⇣

<

�

A(⇠)
�

� C
1

�

1 + |⇠|
�↵

+ C
2

⌘

�

�û(⇠)
�

�

2

d⇠ � 0 for any u 2 H↵/2(Rd).

Arguing along the same lines as for the continuity, we obtain that the G̊arding con-
dition is satisfied.

Corollary 3.3.
(i) In case of continuity of ⇠ 7! A(⇠), the G̊arding condition (3.2) is equivalent

to the existence of constants C
2

> 0 and N � 0, such that

(3.4) <

�

A(⇠)
�

� C
2

|⇠|↵ for all |⇠| > N

and is equivalent to the existence of constants C
2

> 0 and C
3

� 0, such that

(3.5) <

�

A(⇠)
�

� C
2

|⇠|↵ � C
3

for all ⇠ 2 Rd.

(ii) Let L be a Lévy process. Then its symbol is continuous and the G̊arding
condition (3.2) is equivalent to inequality (3.4). Moreover, the existence of a Sobolev
index ↵ 2 (0, 2] is equivalent to the parabolicity of the Kolmogorov equation (3.3) with
respect to the Gelfand triplet

�

H↵/2(Rd), L2(Rd), H�↵/2(Rd)
�

.

Remark 3.4. For continuous symbols A, G̊arding condition (3.2) implies by (3.5)
the existence of a constant k � 1 such that H<(A)+k(Rd) from section 2 coincides with
H↵/2(Rd) and the norms of the spaces are equivalent. If additionally continuity con-
dition (3.1) is satisfied, (2.3) is also valid.

We generalize assertion (ii) of Theorem (3.2) to boundary value problems. The
weak formulation of the boundary value problem on a domain D with zero boundary
condition is based on the space eH↵/2(D) which is the space of functions in H↵/2(Rd)
that vanish outside of D. More precisely, for D = Rd, the space eH↵/2(D) coincides
with the Sobolev-Slobodeckii space H↵/2(Rd) and for D ⇢ Rd open, it denotes the
space of generalized functions u 2 H↵/2(Rd) with u|Dc

⌘ 0 in distributional sense.
Moreover, we denote by ( eHs(D)

�⇤
the dual space of eHs(D).

Let A be a symbol with Sobolev index ↵ for some ↵ > 0, operator A and bilinear
form a : Hs(Rd) ⇥ Hs(Rd) ! R. Since eH↵/2(D) is a subspace of H↵/2(Rd), the
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bilinear form a := a| eH↵/2
(D)⇥ eH↵/2

(D)

and A := A | eHs
(D)

is well defined. Crucial for
the following theorem is that the space of smooth functions with compact support
lies dense in eH↵/2(D). This is the case under the so-called segment property for the
domain D, which is provided in [24, Definition 2.1].

Corollary 3.5. Let A be a PDO with symbol A and Sobolev index ↵ for some
↵ > 0. Let further D ⇢ Rd be an open set satisfying the segment property. Then the
parabolic equation

@tu+Au =f

u(0) =g ,
(3.6)

for f 2 L2

�

0, T ; eH�↵/2(D)
�

and initial condition g 2 L2(D) has a unique weak solu-

tion u in the space W 1

�

0, T ; eH↵/2(D), L2(D)
�

.

Proof. For s � 0, u 2 Hs(Rd) and ' 2 S(Rd) we denote by F the Fourier
transform and by F

�1 its inverse. Furthermore, we denote by i the isomorphism that
identifies a generalized function with its L2-Riesz representative on its domain. From
Parseval’s identity we get

(u,') =
1

(2⇡)d
�

F(u),F(')
�

=
1

(2⇡)d

Z

i�1

F(u)(⇠)F(')(⇠) d⇠

=

Z

F

�1(i�1

F(u)(⇠)'(⇠) d⇠.

For s � 0, [8, Lemma 4.1] shows that the norm k · ks is equivalent to the norm k · k

0

given by

kuk0s =
X

|l|=k

Z

Rd

Z

Rd

|Dlu(x+ y)�Dlu(x)|2

|y|d+2�
dx dy +

Z

|u(x)|2 dx

for k 2 N
0

and � 2 (0, 1) such that s = k + �.
Thus, eHs(D) is equivalent to the space of complex valued square integrable func-

tions u 2 L2(Rd,C) with kuk0s < 1 that vanish almost surely on Dc. In particular,
up to isomorphy we have

eHs(D) ⇢ W s(D) := {u 2 L2(D,C)|kuk0s < 1}.

Since D satisfies the segment property, [24, Theorem 3.6] shows that C1
0

(D,C), the
set of smooth complex functions with compact support in D, is dense in W s(D) and
hence also in eHs(D).

Moreover, there exists an embedding eHs(D) ,! L2(D) which is continuous and
injective. Since C1

0

(D,C) is dense in L2(D) and C1
0

(D) ⇢

eHs(D) the density of
eHs(D) in L2

⌘(D) follows. Since eHs(D) is a Hilbert space, [24, Theorem 17.1 and

Definition 17.1] yield that
�

eH↵/2(D), L2(D), ( eH↵/2(D))⇤
�

is a Gelfand triplet.
The bilinear form a, associated to A in equation (3.6), is the restriction of a to

eH↵/2(D) ⇥ eH↵/2(D). Hence, continuity and G̊arding inequality carry over from the
original bilinear form.

We now discuss the existence of smooth densities of Lévy processes. The existence
of a smooth density is discussed in [17] under the condition that the Lévy measure
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F satisfies lim infr#0 r↵�2

R

[�r,r]
|x|2F (dx) > 0. We will prove in Proposition 4.3 that

this condition implies the G̊arding condition (3.2). Part (i) of the following proposition
shows the existence of a smooth density under the G̊arding condition (3.2). Part (ii)
shows the existence of smooth densities for Lévy processes whose Kolmogorov equa-
tions are parabolic with respect to Sobolev-Slobodeckii spaces.

Proposition 3.6. Let L be Lévy process with symbol A and bilinear form a.
Then, for every t > 0 the distribution of Lt has a smooth and bounded density w.r.t.
the Lebesgue measure if one of the following conditions holds:

(i) The symbol A satisfies G̊arding condition (3.2) for some ↵ 2 (0, 2].
(ii) The bilinear form a satisfies continuity and a G̊arding inequality with respect

to the norms of H↵/2 and L2.

Proof.
(i) The Fourier transform of the measure µt is given by µ̂t(⇠) = e�tA(�⇠) and

|µ̂t(⇠)| = e�t<(A(�⇠))
 e�C2t|⇠|↵+C3t(1+|⇠|2)�/2

with C
2

> 0, C
3

� 0 and 0  � < ↵ by assumption. This shows that the term |µ̂t(⇠)|
decays exponentially fast for |⇠| ! 1. Together with the continuity of ⇠ 7! < (A(⇠))
finiteness of the moments

R

Rd |⇠|n |µ̂t(⇠)| d⇠ < 1 for every n 2 N follows. The
assertion now follows from [21, Proposition 28.1].

(ii) The assertion is an immediate consequence of Theorem 3.2 and part (i) of
this Proposition.

Remark 3.7. In light of Corollary 3.5, the Sobolev index appears as a measure
of the degree of the smoothing e↵ect of the related evolution problem on the solution.
Under appropriate additional assumptions, a Feynman-Kac formula for weak solutions
yields a stochastic representation: The conditional expectation of functionals of the
path of the Lévy process are solutions of the PIDE. This can be interpreted as a
smoothing e↵ect of the distribution of the Lévy process.

This is worth mentioning, since it is much more involved to observe e↵ects of the
distribution of the process (Lt)t�0

than of the marginals Lt for fixed times t � 0. For
an appropriate Feynman-Kac formula see [9, Theorem IV.9].

4. Examples: Sobolev indices of Lévy processes. We relate the Sobolev
index to the Blumenthal-Getoor index and give some examples of Lévy processes
without Sobolev index. For several important classes of processes we will show that
they have a Sobolev index and we compute its value.

4.1. Blumenthal-Getoor index and some Lévy processes without Sobolev
index. For a Lévy process with characteristics (b, c, F ),

� := inf
n

� > 0
�

�

�

Z

[�1,1]

|x|�F (dx) < 1

o

 2

is called the Blumenthal-Getoor index of the process, see e.g. [21, page 362].

Theorem 4.1. Let L be a real-valued Lévy process with characteristics (b, 0, F )
and Sobolev index 0 < ↵ < 2. Then its Sobolev index is equal to its Blumenthal-Getoor
index, ↵ = �.

Proof. Since the symmetric part of the Lévy measure around the origin determines
the Blumenthal-Getoor index, we may assume without loss of generality that F is
symmetric with support in [�1, 1].
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We show the assertion by deriving
Z

|x|↵�✏F (dx) = 1 for all ✏ > 0,(4.1)
Z

|x|↵+✏F (dx) < 1 for all 0  ✏ < ↵.(4.2)

From the assumption we know that there exist constants C
1

> 0, C
2

� 0 and indices
0 < ↵0 < ↵ < 2 with

Z

�

1� cos(ux)
�

F (dx) � C
1

|u|↵ � C
2

⇣

1 + |u|↵
0
⌘

.

Since for every 0 < � < 2 there exists a constant C(�) > 0 with

(4.3) 1� cos(y)  C(�)|y|�

for all y 2 R, we are able to conclude for any fixed ✏ > 0 that

C
1

|u|↵ � C
2

|u|↵
0
� C✏ 

Z ✏

�✏

�

1� cos(ux)
�

F (dx)  C(�)

Z ✏

�✏

|ux|�F (dx)

with constant C✏ = C
2

+ 2F
�

(�✏, ✏)c
�

> 0 for all u 2 R, respectively,

C
1

C(�)
|u|↵��

�

C
2

C(�)
|u|↵

0��
�

C✏

C(�)
|u|��



Z ✏

�✏

|x|�F (dx)

for all u 2 R \ {0}. For every ✏ > 0 the left hand side of the inequality diverges for
|u| ! 1, if � < ↵. Thus we can conclude 1 =

R ✏

�✏
|x|�F (dx) for every ✏ > 0 and

� < ↵ which yields equation (4.1).
In order to show (4.2), we set

(4.4) '�(x) := C� |x|
� e�|x|

with C� := (
R

|x|� e�|x| dx)�1 for each 0 < � < 2. Its Fourier transform is given by

'̂�(u) =

⇢

�(� + 1)(1 + u2)�
�+1
2 sin

�

(� + 1) arctan(u)
�

, for � 6= 1
2(1 + u2)�2

|u|, for � = 1,

where � denotes the gamma function. In particular '̂� is real, symmetric and inte-
grable with '�(0) = 0, hence

(4.5) '�(�x) =
1

2⇡

Z

�

eiux �1� iuh(x)
�

'̂�(u) du =
1

2⇡

Z

(cos(ux)� 1)'̂�(u) du.

Moreover,

(4.6)

Z

|'̂�(u)|(1 + u2)
��✏
2 du < 1 for every ✏ > 0.

It follows from the continuity condition (3.1) and from inequality (4.6) for � > ↵ that
Z Z

| cos(ux)� 1||'̂�(u)|F (dx) du =

Z

<

�

A(u)
�

|'̂�(u)| du

 C
1

Z

�

1 + |u|↵
�

|'̂�(u)| du < 1
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with some constant C
1

> 0. We obtain

1 >

Z

'̂�(u)<
�

A(u)
�

du

=

Z Z

�

1� cos(ux)
�

F (dx)'̂�(u) du

=

Z Z

�

1� cos(ux)
�

'̂�(u) duF (dx)

= C�

p

2⇡

Z

|x|� e�|x| F (dx),

where the second equality follows from Fubini’s theorem and the last equality is due
to equality (4.5). From a Taylor approximation around zero, assertion (4.2) follows.

The following example shows that for a Lévy process L with symbol A and
Blumenthal-Getoor index ↵ 2 (0, 2), it is not su�cient to assume |=(A(u))|  C(1 +
|u|2)↵/2 in order to guarantee that ↵ is the Sobolev index of the process:

Example 4.2. Let L be a Lévy process with characteristic triplet (0, 0, F )
with Lévy density F (dx) := �|x|�1�↵ log(|x|)1

[�1,1](x) dx. Then, there is a 0 < ✏0 <
min{e, ✏} such that

Z

1

�1

|x|↵�✏F (dx) = �

Z

1

�1

|x|�1�✏ log(|x|) dx �

Z ✏0

�✏0
|x|�1�✏ dx = 1,

Z

1

�1

|x|↵+✏F (dx) = �

Z

1

�1

|x|�1+✏ log(|x|) dx 

Z

1

�1

|x|�1+✏�✏0 dx < 1.

I.e. ↵ is the Blumenthal-Getoor index of L. Moreover,

A(u) =

Z

1

�1

(cos(ux)� 1)|x|�1�↵ log(|x|) dx � |u|↵ log(|u|)

Z |u|

�|u|

�

1� cos(y)
�

|y|�1�↵ dy,

hence continuity condition (3.1) is not satisfied with index ↵.

Proposition 4.3. Let L be a real-valued Lévy process with characteristic triplet
(b, 0, F ). Let 0 < � < 2.

(i) If
R

[�1,1]
|x|�F (dx) < 1 and there exists a constant C � 0 such that

|=(A(u))|  C(1+ |u|�) then continuity condition (3.1) is satisfied with index ↵ := �.
(ii) If lim infr#0 r↵�2

R

[�r,r]
|x|2F (dx) > 0 then G̊arding condition (3.2) is satis-

fied with index ↵ := �.

Proof. Without loss of generality we may assume F to be symmetric and with
support in [�1, 1]. Inequality (4.3) shows for given ↵ the existence of a positive
constant C(↵) such that

0  <

�

A(u)
�

=

Z

1

�1

�

1� cos(ux)
�

F (dx)  C(↵)|u|�
Z

1

�1

|x|�F (dx)

which shows assertion (i).
Proof of (ii): From the assumption we get that there exists N > 0 and a constant

c
1

> 0 such that
Z

|v||y|⇡

v2y2F (dy) � c
1

|v|↵ for all vwith |v| > N .
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As in the proof of [21, Proposition 28.3] we have

Z

(1� cos(vy))F (dy) = 2

Z

|v||y|⇡

sin2
⇣vy

2

⌘

F (dy) + 2

Z

|v||y|>⇡

sin2
⇣vy

2

⌘

F (dy)

� 2

Z

|v||y|⇡

2

⇡2

v2y2F (dy) + 2

Z

|v||y|>⇡

sin2
⇣vy

2

⌘

F (dy)

� c
2

Z

|v||y|⇡

v2y2F (dy)

� c
3

|v|↵1|v|>N

with positive constants c
2

and c
3

.

Example 4.4.
(i) Every pure jump Lévy process which has a Sobolev index has infinite jump

activity, i.e. F (R) = 1, which follows from equality (4.1).
(ii) For every Lévy process with Sobolev index ↵ > 1, its Lévy measure F

satisfies
R

[�1,1]
|x|F (dx) = 1. This is an immediate consequence of equality (4.1) and

[21, Theorem 21.9], which shows that if
R

1

�1

|x|F (dx) < 1, then P -a.e. path of L is
of bounded variation on (0, t] for every t > 0.

(iii) Compound Poisson processes do not have a Sobolev index since their jump
activity is finite.

(iii) Variance gamma (VG) processes do not have a Sobolev index. Their paths
are of bounded variation and their Blumenthal-Getoor index equals 0. Hence their
jump activity is too small to allow for a Sobolev index.

4.2. Examples of Lévy processes with Sobolev index.
Remark 4.5. For i = 1, 2 let Li be two independent Lévy processes with symbol

Ai and Sobolev index ↵i. Then the sum L := L1 + L2 is a Lévy process with symbol
A := A1 +A2, and obviously the process has a Sobolev index that equals max(↵

1

,↵
2

).

Example 4.6 (Multivariate Lévy processes with Brownian part).
Rd-valued Lévy processes L with characteristics (b,�, F ) with a positive definite ma-
trix � have Sobolev index ↵ = 2.

Proof. Note that

<

�

A(⇠)
�

=
1

2
h⇠,�⇠i+

Z

⇣

1� cos
�

h⇠, h(y)i
�

⌘

F (dy) �
1

2
h⇠,�⇠i .

Since the matrix � is symmetric and positive definite �|⇠|2  h⇠,� ⇠i for all ⇠ 2 Rd,
where 0 < � is the smallest eigenvalue of the matrix �. As a consequence �|⇠|2 

<

�

A(⇠)
�

holds, i.e. the G̊arding condition (3.2) is satisfied. Continuity condition (3.1)
follows immediately from inequality (1.5).

Example 4.7 (Multivariate Normal Inverse Gaussian (NIG) processes).
Let L be an Rd-valued NIG-process, i.e.

L
1

= (L1

1

, . . . , Ld
1

) ⇠ NIGd(↵,�, �, µ,�),

with parameters ↵, � � 0, �, µ 2 Rd and a symmetric positive definite matrix
� 2 Rd⇥d with ↵2 > h�,��i. In [2] multivariate NIG-distributions are derived
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as a subclass of multivariate Generalized Hyperbolic (GH) distributions via a mean
variance mixture, more precisely the density of the distribution is defined as

fGH(x) :=

Z

(0,1)

fN (x;µ+ �y, y�)fgig(y;�, �,
p

↵2

� h�,��) dy

where fN (·,m,⌃) is the density of the d-dimensional normal distribution with mean
m 2 Rd and covariance matrix ⌃ and

fgig(·;�, �, �) =
⇣�

�

⌘� 1

2K�(��)
x��1 e�

1
2 (�

2y�1
+�2x) 1

(0,1)

(y)

is the density of the generalized inverse Gaussian distribution with parameters � 2 R
and �, � > 0 and K� denotes the Bessel function of third kind with parameter �. The
multivariate normal inverse Gaussian distribution is the GH-distribution for � := �

1

2

.
The symbol of L is given by

A(u) = ihu, µi � �
⇣

p

↵2

� h�,��i �
p

↵2

� h� + iu,�(� � iu)i
⌘

,

where by h·, ·i we denote the product hz, z0i =
Pd

j=1

zjz0j for z 2 Cd, compare e.g.

[11, equation (2.3)]. We verify that Rd-valued NIG-processes have Sobolev index 1.

Proof. By setting z := ↵2

� h� � iu,�(� � iu)i = ↵2

� h�,��i + hu,�ui +

ih�,�ui+ ihu,��i and
p

z :=
q

1

2

(|z|+ <(z))+ i =(z)
|=(z)|

q

1

2

(|z|�<(z)) it follows |z| �

↵2

� h�,��i+ hu,�ui > 0 and

<

�

A(u)
�

= � �
p

↵2

� h�,��i+ �<
�

p

z
�

=
�
p

2

p

|z|+ <(z)� �
p

↵2

� h�,��i

� �
p

�
min

|u|� �
p

↵2

� h�,��i ,

where �
min

denotes the smallest eigenvalue of the matrix �. Analogously it follows
that |<(u)|  C

1

(1 + |u|) and |=(u)|  C
2

(1 + |u|) with positive constants C
1

, C
2

,
which yields |A(u)|  C(1 + |u|) with a positive constant C.

Example 4.8 (Multivariate Cauchy processes).
Cauchy processes have Sobolev index 1. This can be directly seen from its symbol,

A(u) = c|u|+ ih�, ui ,

which is e.g. given in [21, Example 2.12].

Example 4.9 (Generalized student-t processes).
Let L be a Lévy process such that the distribution of L

1

is student-t with parameters
µ 2 R, ⌫ > 0 has density

�
�

(⌫ + 1)/2
�

p

⇡�2 �(⌫/2)

⇣

1 +
x� µ

�2

⌘�(⌫+1)/2

with � := f/4 and symbol

(4.7) A(u) = �c� log
n

K��

�

2
p

�|u|
�

o

� log
�

|u|2�
 

+ iµu .

This generalization of the student-t distribution is defined in [7].
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We show that L has Sobolev index 1.

Proof. Since the mapping u 7! A(u) is continuous, it is enough to verify the con-
tinuity and G̊arding inequality for a function that is asymptotically equivalent to A.
To this aim we insert the asymptotic expansion of the Bessel function K��(z) ⇠

p

⇡
2z e

�z
�

1 + O(|z|�1)
�

for | arg z| < 3

2

⇡ and |z| ! 1 with the usual notation

f(x) ⇠ g(x) for |x| ! 1 if f(x)
g(x) ! 1 for |x| ! 1, see [1, equation (9.7.2)]. The

required inequality then follows from standard analysis.

The symbol of a generic real-valued strictly ↵-stable Lévy process is of the form
A(u) = c|u|↵ with a constant c > 0, see [21, Theorem 14.9]. In this case the Lévy
process obviously has Sobolev index ↵. More generally, we have the following example.

According to [21, Definition 24.18] we call an Rd-valued stochastic process de-
generate if there exists a linear subspace V ⇢ Rd of smaller dimension dim(V ) < d
containing for every t > 0 the support of the distribution of Lt, i.e. for every x 2 Rd

for which every open subset U ⇢ Rd containing x satisfies P (Lt 2 U) > 0 we have
x 2 V . L is called non degenerate if it is not generate.

Example 4.10 (Multivariate ↵-semi-stable Lévy process).
Let L be a nondegenerate Rd-valued ↵-semi-stable Lévy process.

a) If 0 < ↵ < 1, then L has Sobolev index ↵ if and only if L is strictly ↵-semi-
stable.

b) If 1 < ↵  2, then L has Sobolev index ↵.
Let L 6= 0 be a real-valued ↵-stable Lévy process with ↵ = 1.

c) If L is strictly 1-stable and has Sobolev index 1, then its symbol is of the
form

A(u) = c|u|+ i⌧u

with c > 0 and ⌧ 2 R.
d) L has Sobolev index 1 if and only if L is strictly 1-stable.

Proof. From [21, Proposition 24.20], we obtain that every nondegenerate ↵-semi-
stable Lévy process satisfies the G̊arding condition with index ↵.

Let L be an ↵-semi-stable Lévy process with characteristic triplet (b,⌃, F ), with
� 6= 0 or F 6⌘ 0. From [21, Definition 13.16, Theorem 13.15 and from Theorem 14.1]
we obtain that 0 < ↵  2. Moreover, we have ↵ = 2 if and only if � 6= 0 and F ⌘ 0.

For 0 < ↵ < 2 with ↵ 6= 1, Sato shows in [21, Proposition 14.9] that the symbol
A = � log(µ̂) is of the form

A(u) = |u|↵
�

⌘(u) + i�↵(u)
�

+ ihc↵, ui

with c↵ 2 Rd, u 7! ⌘(u) non negative, continuous on Rd
\ {0} and ⌘(bu) = ⌘(u) for

all u 2 Rd, and �↵ real-valued, continuous on Rd
\ {0} with �↵(bu) = �↵(u) for all

u 2 Rd with b = a1/↵ > 1. Basic arguments show that the mappings u 7! ⌘(u) and
u 7! �↵(u) are bounded. We therefore have < (A(u)) = |u|↵⌘(u), where ⌘ is bounded,
and hence |< (A(u))|  C|u|↵. It remains to derive an adequate upper bound of the
imaginary part.

For 0 < ↵ < 2, ↵ 6= 1 we have

=

�

A(u)
�

= |u|↵�↵(u) + hc↵, ui

with the bounded function �↵.
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For 0 < ↵ < 1, this shows that
�

�

=

�

A(u)
�

�

�

 C (1 + |u|↵) if and only if c↵ = 0.
According to [21, Theorem 14.7 (i)] the latter is the case if and only if the distribution
respectively the Lévy process is strictly ↵-semi-stable.

For 1 < ↵ < 2, due to

�

�

hc↵, ui
�

�

 |c↵||u|  |c↵|
�

1 + |u|↵
�

,

we obtain
�

�

=

�

A(u)
�

�

�

 C (1 + |u|↵) without further restrictions.
Assertion c) and d) for ↵ = 1 are a direct consequence of [21, Theorem 14.15,

equation (14.25)], that states that the symbol of a real-valued non-constant 1-stable
Lévy process is the form

A(u) = c|u|

✓

1� i�
2

⇡

u

|u|
log |u|

◆

+ i⌧u

with c > 0, � 2 [�1, 1] and ⌧ 2 R. From this representation of the symbol we can read
that L is strictly 1-stable if and only if � = 0. The representation given in assertion
c) follows as well.

4.3. Tail condition and Sobolev index. It turns out that, if the Lévy mea-
sure satisfies a certain tail condition with parameter 1 < ↵ < 2, then this index is the
Sobolev index of the process:

Lemma 4.11. Let L be a real-valued Lévy process with characteristic triplet
(b,�, F ) and symbol A. Assume � = 0 and for

F (x) :=

Z

|y|�x

F (dy) we assume F (x) = x�↵`(x)(4.8)

for some index 0 < ↵ < 2 and some function ` that is bounded on [�1, 1] away from
zero, i.e. 0 < inf�1x1

`(x)  sup�1x1

L(x) < 1.
Then, the G̊arding condition (3.2) is satisfied with index ↵. Moreover, let 1 <

↵ < 2, then ↵ is the Sobolev index of the process L.

Proof. Notice that by continuity of u 7! A(u) around zero, it is enough to assume
|u| � 1 in the sequel. Moreover, without loss of generality we assume F has support
in [�1, 1]. We first examine the real part of the symbol by partial integration for the
Stieltjes integral,

<

�

A(u)
�

�

Z ✏/|u|

�1/|u|

�

1� cos(|u|x)
�

F (dx)

=

Z

1/|u|

0

|u| sin(|u|x)F (x) dx� F
�

1/|u|
��

cos(1)� 1
�

+ lim
x!0

F (x)
�

cos(|u|x)� 1
�

� |u|↵L

Z

1

0

sin(x)

x↵
dx = C|u|↵

with a positive constant C and 0 < ` := inf�1x1

`(x) by non negativity of x 7!

(1 � cos(x)) and since limx!0

F (x)
�

cos(|u|x) � 1
�

= limx!0

cos(|u|x)�1

x↵ `(x) = 0. In
order to examine the absolute value of the real part for ↵ > 1 of the symbol, we
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decompose the integral in three parts,

<

�

A(u)
�

=

Z

1/|u|

�1/|u|

�

1� cos(|u|x)
�

F (dx) +

Z

(�1,1)\(�1/|u|,1/|u|)

�

1� cos(|u|x)
�

F (dx).

The boundedness of the first term in absolute values by a constant times |u|↵ is obvious
from the calculations above. For the second term, we get by partial integration

0 

Z

(�1,1)\(�1/|u|,1/|u|)

�

1� cos(|u|x)
�

F (dx)

=

Z ✏

1/|u|
|u| sin(|u|x)F (x) dx+ F (1)

�

1� cos(|u|)
�

� F (1/|u|)
�

1� cos(1)
�

 |u|↵
�

�

�

�

Z |u|

1

y�↵ sin(y)L(y/|u|) dy

�

�

�

�

+ 2F (1)

and

|u|↵
�

�

�

�

Z |u|

1

y�↵ sin(y)`(y/|u|) dy

�

�

�

�

 `

Z |u|

1

y�↵ dy  |u|
`✏1�↵

(1� ↵)

with 0 < ` := sup�1x1

`(x). We now turn to the imaginary part for the case
1  ↵ < 2. We integrate by parts,

�

�

�

Z

1

�1

⇥

uh(x)� sin(ux)
⇤

F (dx)
�

�

�

=
�

�

�

|u|

Z

1

�1

�

1� cos(|u|x)
�

F (x) dx+ F (1)
�

|u|� sin(|u|)
�

�

�

�

 |u|↵`

Z |u|

0

1� cos(x)

x↵
dx+ C1

�

1 + |u|
�

with some constant 0 < C1. Moreover, 0 

R

1

0

1�cos(x)
x↵ dx < 1 for any ↵ < 2 and

there is a constant C2 > 0, independent of |u| such that

0 

Z |u|

1

1� cos(x)

x↵
dx 

Z 1

1

2

x↵
dx  C2

for ↵ > 1. Notice that this is not true for ↵ = 1. Altogether, there is a constant
C > 0 such that for all u 2 R we have

�

�

�

Z 1

�1

⇥

uh(x)� sin(ux)
⇤

F (dx)
�

�

�

 C
�

1 + |u|↵
�

which shows continuity condition (3.1) for ↵ > 1.

By further specifying the behavior of F around zero, one can derive a condition
ensuring the boundedness of the real part of the symbol by C

�

1 + |u|↵
�

for some
positive constant C. We refer to [3, Lemma 7.2] where this is derived under the
assumption that there are constants �

0

> 0, �
1

2 R and 0 < � < ↵ < 2 such that

F (x) = x�↵
�

�
0

+ �
1

x�
�

1 +O(x)
�

.(4.9)

Tail assumptions on F only refer to the symmetric part of the Lévy measure and hence
are assumptions on the real part of the symbol. Thus, in order to provide conditions
on the Lévy measure that imply the existence of a Sobolev index 0 < ↵  1, we will
impose additional conditions on the asymmetric part of the Lévy measure.
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4.4. Sobolev index for Lévy processes with absolutely continuous Lévy
measure. In this subsection, we study the Sobolev index for real-valued Lévy pro-
cesses without Brownian part whose Lévy measure has a Lebesgue density. This is
for example the case for real-valued selfdecomposable Lévy processes:

Example 4.12 (Selfdecomposable Lévy processes).
Let L be a real-valued Lévy process. According to [21, Theorem 15.10], L is selfde-
composable if and only if its Lévy measure F has a Lebesgue density

F (dx) =
k(x)

|x|
dx

with k > 0 and k increasing on (�1, 0) and decreasing on (0,1).

For each 0 < ↵ < 2 we provide su�cient conditions on the symmetric and the
antisymmetric part of the density which imply that ↵ is the Sobolev index of the
process. More precisely, we assume F (dx) = f(x) dx and set

(4.10) fs(x) :=
1

2

�

f(x) + f(�x)
�

� 0

the symmetric part of the density. The triangle inequality yields for its antisymmetric
part

(4.11) fas(x) := f(x)� fs(x) that |fas(x)|  fs(x).

In [12, Lemma 10.4.2] the following case is treated:

f(x)  C
+

1

|x|1+↵
and fs(x) � C�

1

|x|1+↵
for all 0 < |x| < 1.(4.12)

It turns out that if ↵ 2 (1, 2), then ↵ is the Sobolev index of L. For ↵ 2 (0, 1), ↵ is
the Sobolev index, if we additionally assume b =

R

h(x)F (dx).
The following example shows, that condition (4.12) is not su�cient to ensure the

existence of a Sobolev index for the case ↵ = 1.

Example 4.13. Define the pure jump Lévy process specifying its Lévy measure
by F (dx) := 1

x21{(0,1)}(x) dx with respect to the truncation function h(x) := x.
Assumption (4.12) is obviously satisfied for ↵ := 1. The imaginary part of the related
symbol is given by

=

�

A(⇠)
�

=

Z

1

0

�

sin(⇠x)� ⇠x
�

x�2 dx = |⇠|

Z |⇠|

0

�

sin(x)� x
�

x�2 dx

 |⇠|
⇣

Z ✏

0

�

sin(x)� x
�

x�2 dx+

Z |⇠|

✏

x�2 dx�

Z |⇠|

✏

x�1 dx
⌘

 �|⇠|
�

log(|⇠|�
1

3✏3
�

.

We deduce that the absolute value of the imaginary part of the symbol is not bounded
linearly in |⇠|. The related process hence cannot have a Sobolev index smaller or equal
to 1.

The real part of the related symbol is given by

<

�

A(⇠)
�

=
1

2

Z

1

�1

�

1� cos(⇠x)
�

x�2 dx = |⇠|

Z |⇠|

0

1� cos(⇠x)

x2

dx � |⇠|C✏, for |⇠| > ✏,
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with C✏ :=
R ✏

0

1�cos(x)
x2 dx > 0. Hence, the real part of the symbol is bounded by a

linear function in |⇠|, hence this process does not have a Sobolev index.

In the following proposition we derive the Sobolev index for Lévy processes with-
out Brownian part from the behavior of the symmetric and the antisymmetric part of
the Lévy density f around the origin. In particular, the case fs = Cx�21{[�1,1]}(x)
is covered.

Proposition 4.14. Let L be a real-valued Lévy process and a special semi-
martingale with characteristic triplet (b, 0, F ) with respect to the truncation function
h(x) = x.

Assume

fs(x) =
C

|x|1+Y
+ g(x) with g(x) = O

�

|x|�1�Y+�
�

for x ! 0(4.13)

with 0 < �. In the following cases, the Lévy process L has Sobolev index Y .
a) Let 1 < Y < 2.
b) Assume

(4.14) fas(x) = O
�

|x|�1�↵
�

for x ! 0

1) with ↵ < Y = 1, or
2) let 0 < ↵  Y < 1,

R

|x|f(x) dx < 1, and moreover b =
R

xF (dx).

Proof. We treat real and imaginary part of the symbol separately and start by
deriving the upper bound for the real part. Without loss of generality we assume fs
has support in [�1, 1] and |u| > 1/✏. Assuming fs(x) = O

⇣

1

|x|1+Y

⌘

for x ! 0, we may

further assume without loss of generality that fs(x)  C
1

|x|�1�Y with a constant
C

1

> 0. We obtain

<

�

A(u)
�

=

Z 1

�1

�

1� cos(ux)
�

fs(x) dx  C
1

Z ✏

�✏

1� cos(ux)

|x|1+Y
dx

 2C
1

|u|Y
⇣

Z

1

0

1� cos(ux)

|x|1+Y
dx+

Z ✏|u|

1

1� cos(ux)

|x|1+Y
dx
⌘

.

The finiteness of the first integral is obvious and for the last integral we have

0 

Z ✏|u|

1

1� cosx

|x|1+Y
dx 

Z ✏|u|

1

2

|x|1+Y
dx =

2

Y

⇣

�

�

✏|u|
��Y

+ 1
⌘



2

Y
.

I.e. there exists a constant C � 0 with

0  < (A(u)) = Afs(u)  C
�

1 + |u|Y
�

for all u 2 R .(4.15)

Assuming instead fs(x) = C
|x|1+Y + g(x) with g(x) = O

⇣

1

|x|1+Y ��

⌘

for x ! 0 with

some 0 < � and C > 0, then there exist constants C
1

> 0, C
2

� 0 and Y 0
2 (0, Y )

such that

(4.16) < (A(u)) = Afs(u) � C
1

|u|Y � C
2

�

1 + |u|Y
0�

for all u 2 R,

which follows directly from inequality (4.15) applied to g and from

<

�

A(u)
�

� C
3

(✏)

Z ✏

�✏

1� cos(ux)

|x|1+Y
dx� C

4

�

1 + |u|Y��
�
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together with

Z ✏

�✏

1� cos(ux)

|x|1+Y
dx =

Z ✏

�✏

1� cos(ux)

|x|1+Y
dx � 2|u|Y

Z

1

0

1� cos(x)

|x|1+Y
dx.

In each of the three cases in the proposition, the G̊arding condition (3.2) follows
directly from inequality (4.16).

We now examine the absolute value of the imaginary part of the symbol,

�

�

=

�

A(u)
�

�

� =
�

�

�

Z

�

sin(ux)� ux
�

fas(x) dx+ bu
�

�

�

,

for which we derive upper bounds. Inequality (4.11) allows us to conclude
Z

(�✏,✏)c
|ux� sin(ux)| |fas(x)| dx  |u|

Z

(�✏,✏)c
|x| |fas(x)| dx+

Z

(�✏,✏)c
|fas(x)| dx

=: C
1

(✏)|u|+ C
2

(✏)

with non negative constants C
1

(✏) and C
2

(✏). From the assumption on fas we get for
✏ > 0 small enough,
Z ✏

�✏

|ux� sin(ux)| |fas(x)| dx  C(✏)

Z ✏

�✏

|ux� sin(ux)|
1

|x|1+↵
dx

= C(✏)|u|↵
Z ✏|u|

�✏|u|

|x� sin(x)|

|x|1+↵
dx

= 2C(✏)|u|↵
 

Z

1

0

x� sin(x)

|x|1+↵
dx+

Z ✏|u|

1

x� sin(x)

|x|1+↵
dx

!

,

where the first integral is finite since ↵ < 2. For ↵ 6= 1 we have

Z ✏|u|

1

x� sin(x)

|x|1+↵
dx 

Z ✏|u|

1

(x�↵ + x�1�↵) dx  C
3

(✏)
�

1 + |u|�↵
�

with some constant C
3

(✏) > 0. Combining these estimates and fixing some ✏ > 0, we
obtain the assertion:

If fas(x) = O
�

1

|x|1+↵

�

for x ! 0 with 0 < ↵ and ↵ 6= 1, then there exist constants
C, C

1

� 0 such that for for every u 2 R,

(4.17) |= (A(u))|  C (1 + |u|+ |u|↵)  C
1

⇣

1 + |u|max[1,↵]
⌘

.

Inequality (4.17) shows the continuity condition (3.1) for Y 2 [1, 2) if fas is of the
form (4.14).

Assume Y 2 (1, 2). It is a direct consequence of inequality (4.11) that assumption
(4.14) with ↵ := Y follows from (4.13)which shows assertion a) of the proposition.

For the case Y = 1, condition (4.14) for ↵ < 1 is imposed from which part 1) of
assertion b) follows.

Let us assume Y 2 (0, 1). In this case the first order term is dominant and
the continuity condition (3.1) does not follow from inequality (4.17). Since fas is
antisymmetric and

Z

|xfas(x)| dx 

Z

|x|f(x) dx < 1
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by inequality (4.11) and the assumption, we obtain

= (A(u)) =

Z

sin(ux)fas(x) dx� u

Z

xf(x) dx+ bu .

Furthermore since the drift is given by
R

xf(x) dx we have

�

�

=

�

A(u)
�

�

� =

�

�

�

�

Z

sin(ux)fas(x)dx

�

�

�

�



Z

(�✏,✏)c

�

�fas(x)
�

� dx+

Z ✏

�✏

�

� sin(ux)
�

�

�

�fas(x)
�

� dx.

Hence by the assumption on fas we obtain for 0 < ↵  Y that there exist positive
constants C(✏), C

1

(✏) such that

�

�

=

�

A(u)
�

�

�



Z

(�✏,✏)c

�

�fas(x)
�

� dx+

Z ✏

�✏

�

� sin(ux)
�

�

�

�fas(x)
�

� dx

 F
�

(�✏, ✏)c
�

+ C(✏)

Z ✏

�✏

| sin(ux)|

|x|1+↵
dx

 C
1

(✏) + C(✏)|u|↵
Z 1

�1

| sin(x)|

|x|1+↵
dx.

Finiteness of
R1
�1

| sin(x)|
|x|1+↵ dx yields continuity condition (3.1) and thus part 2) of as-

sertion b).

Example 4.15 (Univariate GH processes).
Real-valued Generalized Hyperbolic (GH) processes have Sobolev index 1.

Proof. L has Lévy density

fGH(x) = C
1

1

x2

+ C
2

1

|x|
+ C

3

1

x
+

o(|x|)

x2

, x # 0,

see [19, Proposition 2.18]. Hence the symmetric part fGH
s and the antisymmetric part

fGH
as of fGH are of the form

fGH
s (x) =

C

|x|2
+O

�

|x|�1

�

and fGH
as (x) = O

�

|x|�1

�

for x ! 0.

The assertion follows from part b) of Proposition 4.14.

Example 4.16 (Univariate generalized tempered stable Lévy process).
A generalized tempered stable Lévy process L with parameters C�, C+

� 0 such that
C� +C

+

> 0 and G, M > 0 and Y�, Y+

< 2, is a Lévy process that has no Brownian
part and its Lévy measure F temp is given by its Lebesgue density

f temp(x) =

( C�
|x|1+Y� eGx for x < 0

C+

|x|1+Y+
e�Mx for x � 0 ,

compare [18]. For C± = 0 we set Y± := 0 and call (b, 0, F ) its characteristic triplet
with respect to the truncation function h.

(i) If ↵ := max{Y
+

, Y�} > 1, then L has Sobolev index ↵.
(ii) If Y := Y� = Y

+

= 1 and C� = C
+

, then L is a CGMY process with
Sobolev index Y = 1.
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(iii) If 0 < ↵ := max{Y
+

, Y�} < 1, then L has Sobolev index ↵, if b :=
C

+

M1�Y+�(Y
+

)� C�G1�Y��(Y�) for the truncation function h(x) = x.
In the special case C := C

+

= C� and Y := Y
+

= Y�, where L is called a CGMY-
process, we get:

(iv) If Y 2 [1, 2) then L has Sobolev index Y .
(v) If Y 2 (0, 1) and the drift b = C�(�Y )(MY�1

� GY�1) with respect to the
truncation function h(x) = x, then L has Sobolev index Y .

In another special case, for C� = 0, 0 < Y
+

< 1 and b =
R1
0

xf temp(x) dx, L is a a
subordinator and from case (iii) we deduce that L has Sobolev index Y .

Proof. For the symmetric part f temp

s of the density we have by its definition (4.10)

(4.18) f temp

s (x) =
C� e�G|x|

2|x|1+Y�
+

C� e�M |x|

2|x|1+Y+
=

C

|x|�1�max{Y�,Y+} +O
�

|x|�1�↵+✏
�

for some 0 < ✏ < ↵ and where the positive constant C is given by C := C�
2

if Y� > Y
+

,

C := C+

2

if Y
+

> Y�, and C := C
+

for Y
+

= Y�.
For the antisymmetric part f temp

as of the density, we obtain from its definition (4.11)

(4.19) f temp

as (x) =
sign(x)

2

⇣

C
+

e�M |x|

|x|1+Y+
� C�

e�G|x|

|x|1+Y�

⌘

= O
�

|x|�1�max{Y�,Y+}�.

From equations (4.18) and (4.19), Proposition 4.14 yields assertion (i) and asser-
tion (iii) for

b =

Z

xf temp(x) dx = �C�

Z

0

�1
|x|Y� e�G|x| dx+ C

+

Z 1

0

|x|Y+ e�M |x| dx

= C
+

M1�Y+�(Y
+

)� C�G
1�Y��(Y�).

For the case max{Y�, Y+

} = 1, equation (4.19) is not su�cient. In view of counter
example 4.13 we need that the singularity around zero of the antisymmetric part is
of a smaller order. This is only possible for Y

+

= Y� =: Y and C� = C
+

=: C. In
this case, the tempered stable process is indeed a CGMY process with parameters C,
G, M , and Y = 1, and we obtain

�

�fCGMY

as (x)
�

� =
C

2

�

�e�G|x|
� e�M |x|

�

�

|x|1+Y
= O

�

|x|�Y
�

for |x| ! 0 .

From Proposition 4.14 b) we obtain that L has Sobolev index Y = 1, i.e. assertion (ii).
The special case of a CGMY process, assertions (iv) and (v), are a direct con-

sequence of assertions (i)–(iii). It is implies by [21, Theorem 10.1] that the other
specification defines subordinator.

In Example 4.16 (iii) and (v), the drift is chosen as b =
R

h(x) dx in order to
guarantee a Sobolev index in the case ↵ < 1. If the drift is chosen di↵erently, the
first order term of the imaginary part is dominating and the process does not have a
Sobolev index.

Remark 4.17. In mathematical finance, when the stock price is modeled as an
exponential of a Lévy process, St = S

0

eLt with a Lévy process L such that E[St] < 1

and deterministic continuously compounding interest rate r, the drift has to be chosen
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as b := r� �
2

�

R1
�1

�

ex �1� h(x)
�

F (dx), where the characteristic triplet is given by
(b,�, F ) w.r.t. the truncation function h.

This choice of the drift is essential, since it guarantees arbitrage-freeness of the
model and that the discounted fair prices are (local) martingales. The related Kol-
mogorov backward equations are then used to determine option prices. They can only
be parabolic, if the underlying process has a Sobolev index bigger or equal to 1.

In particular, when L is a CGMY process, Example 4.16 and Corollary (3.5)
show that the related Kolmogorov backward equations are parabolic with respect to
( eH↵/2(D), L2(D), ( eH↵/2(D))⇤), if ↵ := Y � 1.

5. Numerical illustration. As a numerical example we calculate the solution
of a boundary value problem and demonstrate the e↵ect of the Sobolev index on the
performance of numerical procedures to solve the Kolmogorov backward equation. To
this aim, we chose (Lt)t�0

as a CGMY process and vary the parameter Y , see Ex-
ample 4.16 for the definition of a CGMY-process. Denote by G

CGMY its infinitesimal
generator and set ACGMY := �G

CGMY .

Example 4.16 shows that ↵ := Y is the Sobolev index of L in the case Y �

1. Hence, Corollary 3.5 yields the existence of a unique variational solution u 2

W 1

�

0, T ; eH↵/2(�N,B);L2(�N,B)
�

of the parabolic boundary value problem

@tu+A

CGMY u = 0

u(0) = 1
(�N,B)

.
(5.1)

We compute the solution u numerically for various di↵erent values of Y . More pre-
cisely the parameters are C = 0.0156, G = 0.0767, M = 7.55, B = 6.9, N = 13,
T = 0.5 and Y = 0.1, . . . , 1.9. As numerical procedure, we use a wavelet-Galerkin
scheme programmed in Matlab. In space, we discretized the solution with a wavelet-
Galerkin scheme, the time-discretization is based on an hp-discontinuous method. In
order to study convergence, we compute the discrete solutions ul for di↵erent levels
l, which determine the grid size: In discretization level l, one has 1+ 2l+1 grid points
in space.

We compute the error ✏l := kuL(T, ·)� ul(T, ·)kL2 in the norm of L2((�N,B)) of
the numerical solutions ul for the di↵erent levels l with respect to the finest solution
uL for the highest level L = 14.

3 4 5 6 7 8 9 10

0.10.30.50.70.91.11.31.51.71.9
0

1

2

LevelY

Fig. 5.1. Values of EOC(l) for di↵erent

values of Y and di↵erent levels l with fixed

level L = 14.

0.10.20.30.40.50.60.70.80.9 1 1.11.21.31.41.51.61.71.81.9
0

0.5

1

1.5

eoc−Y−L2
 T=0.5 l= 3L=13

.5         0.6         0.7         0.8         0.9           1         1.1         1.2         1.3         1.4

Y

Fig. 5.2. Average

1
9

Pl=11
l=3 EOC(l) for

di↵erent values of Y .
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Figures 5.1 and 5.2 display the Experimental Order of Convergence (EOC)

EOC(l) := log
2

�

✏l,Lrel/✏
l+1,L
rel

�

where ✏l,Lrel :=
kuL(T, ·)� ul(T, ·)kL2

kuL(T, ·)kL2

with respect to the L2-norm for di↵erent values of Y .
Both figures indicate a dependence of the order of convergence on the Sobolev

index Y . The figures indicate that the convergence is faster for higher values of Y , as
it was expected from the fact that the solution of u is more regular for higher values
of the Sobolev index.

REFERENCES

[1] M. Abramowitz and I. A. Stegun, Handbook of Mathematical Functions., U.S. Government
Printing O�ce, 1964.

[2] O. E. Barndorff-Nielsen, Exponentially decreasing distributions for the logarithm of particle
size, vol. 353 of Proceedings of the Royal Society A, 1977, pp. 401–419.

[3] D. Belomestny and V. Panov, Estimation of the activity of jumps in time-changed Lévy
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