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1 Introduction

In [1] we showed that free scalar four dimensional conformal field theory can be formulated

as an infinite dimensional associative algebra, admitting a decomposition into linear rep-

resentations of SO(4, 2), and equipped with a bilinear product satisfying a non-degeneracy

condition. This algebraic structure gives a formulation of the CFT4 as a two dimensional

topological field theory (TFT2) with SO(4, 2) invariance, where crossing symmetry is ex-

pressed as associativity of the algebra. TFT2 structure had previously been identified as a

unifying structure in the study of combinatorics and correlators in BPS sectors of N = 4

SYM, quiver gauge theories, matrix models, tensor models, and in Feynman graph combi-

natorics [2–5]. The theme of TFT2 as a powerful unifying structure for QFT combinatorics

was also developed in [1] in the context of counting primary fields. In this paper we return
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to a systematic study of primaries in free field theories in four dimensions. We consider

scalar, vector and matrix models. Another motivation for the detailed construction of pri-

mary fields four dimensional scalar QFT is that free field calculations have been found to

be useful in calculating the anomalous dimensions of operators at the Wilson-Fischer fixed

point in the epsilon expansion [6–12].

We start by developing some explicit formulae for the counting of primary fields, using

characters of representations of so(4, 2). This makes extensive use of previous literature on

the subject, notably [13]. This is followed by considering the problem of constructing the

primary fields. A useful remark is that the algebraic problem of finding composite fields of

the form

(∂ · · · ∂φ)(∂ · · · ∂φ) · · · (∂ · · · ∂φ) (1.1)

where there are n φ fields involved, can be conveniently rephrased in terms of a question

about multi-variable polynomial functions of 4n variables: Ψ(xIµ) where µ runs over the

space-time coordinates and I runs from 1 to n. This relies on a function space realisation

of the conformal algebra. We explain how this function space realisation arises naturally in

radial quantization. The question of constructing primaries, when phrased in terms of the

functions Ψ(xIµ) can be viewed as a many-body quantum mechanics problem, where Ψ is

a many-body wavefunction of n particles moving on R4. These many-body wavefunctions

have to obey three simple conditions:

• They have to obey Laplace’s equation in each of the variables xIµ for I = 1 · · ·n.

• They have to be invariant under the translation xIµ → xIµ + aµ, for µ = 1 · · · 4.

• They have to be invariant under permutations xIµ → x
σ(I)
µ for any

permutation σ ∈ Sn.

An infinite class of solutions of the Laplacian condition are obtained by choosing a complex

structure to identify R4 = C2 so that xµ → (z, w, z̄, w̄) and considering holomorphic

functions of z, w. These primaries correspond to holomorphic polynomial functions on

(C2)n/(C2 × Sn) (1.2)

which can also be written as

(Cn/C× Cn/C)/Sn (1.3)

The modding out by C2 is the condition of invariance under the shift while the Sn invariance

comes from the permutation symmetry. A special class of these primary fields correspond

to functions of z only i.e functions on

(Cn)/(C× Sn) (1.4)

These primaries were constructed in [15] using an oscillator realization of the conformal

algebra, which is close to the differential realization used here. An extensive study of the
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representations of so(4, 2) on function spaces with emphasis on relations to quarternions,

is developed in [16].

The association of primaries to functions on the orbifold has several interesting conse-

quences. Since the holomorphic polynomial functions form a ring, and a class of primaries

are in 1-1 correspondence with these functions, we are finding on a ring structure on this

subspace of primary operators. This ring structure is different from the algebra structure

related to the operator product expansion. The interplay between this product and the

OPE would be an interesting subject for future study. The Hilbert series of the polynomial

ring (1.2) has a very interesting palindromy property which we prove. The proof relies on

an interesting algebraic structure based on symmetric groups in the problem. For fixed

number of primaries n, this is

∞⊕
k,l=0

C(Sn)⊗ C(Sn)⊗ C(Sk)⊗ C(Sl) (1.5)

where C(Sn) is the group algebra of the symmetric group Sn. As recently discussed in the

context of Hilbert series for moduli spaces of supersymmetric vacua of gauge theories [17,

18], the palindromy property of Hilbert series is indicative that the ring being enumerated

is Calabi-Yau. The precise mathematical statement is due to Stanley [19]. We show that

the orbifold (1.2) indeed admits a unique non-singular nowhere-vanishing top-dimensional

holomorphic form, which is inherited from the covering space.

Our work involves an interesting interplay between representations of so(4, 2) and

representations of symmetric groups. Let V+ be the lowest weight representation corre-

sponding to local operators build from derivatives acting on the field φ. The construction

of primaries built from derivatives acting on n copies of φ, amounts to finding explicit for-

mulae for the lowest weight states of irreducible representations in the symmetrized tensor

product Symn(V+). If we consider the primaries which arise at dimension n + k, of the

class associated to the geometry (1.4) this can be mapped to a problem about multiplicities

of Sn×Sk irreps in V ⊗kH where VH is the n−1 dimensional representation of Sn. A formula

for these multiplicities, derived in [15], is found to be useful in the study of the geometry

of (1.2). The connection between representation theory of symmetric groups and that of

non-compact groups has also been discussed in [20] in the context of higher spin theories.

We extend this approach to primary fields to the case of vector fields in four dimensions.

The underlying orbifold geometry for holomorphic primary fields in this case is

(C2n/C× C2n/C)/Sn[S2] (1.6)

The group Sn[S2] is the subgroup of S2n which is generated by the n pairwise permutations

(1, 2), (3, 4), · · · , (n − 1, n) along with the n! permutations of these pairs. It is called the

wreath product of Sn with S2. We establish the palindromy property of the Hilbert series

in this case. For the case of primary fields in the free theory of matrices in four dimensions,

we again find the underlying orbifold geometry

((C2)n × Sn)/(C2 × Sn) = (Cn/C× Cn/C× Sn)/Sn (1.7)

with a palindromic Hilbert series.
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The paper is organized as follows. In section 2 we describe a realisation of the conformal

algebra so(4, 2) in terms of differential operators acting on polynomial functions of space-

time coordinates xµ in R4 . This is related, by a duality which we explain, to the standard

realization of the conformal algebra in terms of derivatives acting on a scalar field. In

section 3 we obtain a number of useful general formulae for the counting of primary fields.

The first step is to start from the character of the irrep V+ of so(4, 2) which contains all the

local operators consisting of derivatives acting on a single scalar field. This is a function

of variables s, x, y which keep track of dimension, left spin and right spin i.e eigenvalues

of D (the scaling operator) and JL, JR (the Cartan generators for the two SU(2)’s in

SO(4) = SU(2) × SU(2)). We then derive a generating function for the characters of

all the symmetrised tensor products Symn(V+). This is an application of the Cauchy

identity. We describe a specialisation of these formulae relevant to what we call extremal

primaries. These include the leading twist primaries studied in the context of deep inelastic

scattering in QCD. Taylor expansion of the generating function leads to explicit results for

n = 3, 4 which take the form of rational functions of s, x, y. In section 4 we describe the

construction of the primary fields using the polynomial representations. A new counting

formula for the extremal primaries is obtained by exploiting the permutation group algebras

C(Sn) × C(Sn) ⊗ C(Sk) ⊗ C(Sl) in the problem of building primaries from n fields φ and

corresponding to polynomials of degree k in one holomorphic variable and degree l in the

other. This is shown to be consistent with the derivation based on the Taylor expansion

method of the previous section. These primary fields form a ring and the counting is

recognised as a Hilbert series, which encodes aspects of the generators and relations of the

ring. This is a ring of functions of an orbifold which we identify. The counting formula

based on Sn × Sk × Sl symmetry for the extremal sector is shown to have a palindromy

property indicative of a Calabi-Yau nature of the orbifold. As further support for the

Calabi-Yau nature of the orbifold, we construct the explicit top-dimensional holomorphic

form. In section 5 we extend the results on counting and construction of primaries, and the

underlying Calabi-Yau orbifold geometries, to the case of a four dimensional vector model.

In section 6 we develop the story for the case of free four dimensional 1-matrix theory.

This paper is the extended version of an accompanying short paper [21].

2 Representations of so(4,2) on multi-variable polynomials

The generators of SO(4, 2) form the algebra

[Kµ, Pν ] = 2Mµν − 2Dδµν

[D,Pµ] = Pµ

[D,Kµ] = −Kµ

[Mµν ,Kα] = δναKµ − δµαKν

[Mµν ,Kα] = δναPµ − δµαPν (2.1)

The representations of this algebra play a central role when the constraints that conformal

invariance places on the dynamics of a CFT are developed. To develop the representation
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theory, one uses the fact that there is a unique primary operator O for each irrep, formed

by taking products of the fundamental fields of the theory and derivatives of these fields,

with each other. The primary operator is distinguished because its dimension can not be

lowered. Consequently, primaries are annihilated by the generator of special conformal

transformations

[Kµ,O] = 0 (2.2)

The complete irrep is then formed by acting on the primary O with traceless symmetric

polynomials in the momenta Pµ. The spectrum of dimensions of the primaries and their

OPE coefficients provide a list of data that completely determines the correlation functions

of local operators. Clearly then, it is interesting to determine the spectrum of primary

operators of a conformal field theory. Our goal is to determine this list for the free bosonic

field φ in four dimensions. The states corresponding to φ and its derivatives in the operator-

state correspondence consists of a lowest weight state |v+ >

D|v+ > = |v+ >

Kα|v+ > = 0 (2.3)

This state obeys

Kα(PµPµ|0 >) = 0 (2.4)

which means that PµPµ|0 > can be set to zero to give an irreducible representation. The

states in this representation are of the form

(S(l))ν1,ν2,··· ,νlµ1,µ2,··· ,µlPµ1Pµ2 · · ·Pµl |v
+ > (2.5)

where (S(l))ν1,··· ,νlµ1,··· ,µl is symmetric and traceless in both upper and lower indices.

Solving for the primaries O is a representation theory problem of finding the decom-

position of the symmetrized tensor product Symn(V+) into irreducible representations.

A particularly convenient realization of V+ is in terms of harmonic polynomials. Indeed

polynomials of the form

(S(l))ν1,ν2,··· ,νlµ1,µ2,··· ,µlxµ1 · · ·xµl (2.6)

are annihilated by the Laplacian

∂

∂xα

∂

∂xα
(2.7)

hence are harmonic. The algebra so(4, 2) is realised on these polynomials as [1]

Kµ =
∂

∂xµ

Pµ = (x2∂µ − 2xµx · ∂ − 2xµ)

D = (x · ∂ + 1)

Mµν = xµ∂ν − xν∂µ (2.8)
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Thinking of xµ as the co-ordinate of a particle, this is a single particle representation. The

tensor product V ⊗n+ can be realized on a many-particle space of functions Ψ(xIµ), where

1 ≤ I ≤ n labels the particle number. The generators of so(4, 2) now include

Kµ =
n∑
I=1

∂

∂xIµ
(2.9)

Pµ =

n∑
I=1

(
xIρxIρ

∂

∂xIµ
− 2xIµx

I
ρ

∂

∂xIρ
− 2xIµ

)
(2.10)

along with the many-particle versions of D,Mµν of (2.8). In this polynomial rep, the state

of the scalar field lim|x|→0 φ(x)|0 > corresponds to the harmonic function 1.

This polynomial representation is naturally understood in the context of radial quan-

tization. Towards this end, consider the mode expansion of the field

φ(xµ) =

∞∑
l=0

∑
m∈Vl

a†l;mYl,m(x) +

∞∑
l=0

∑
m∈Vl

al;m|x|−2Yl,m(x′) (2.11)

The sum over m is over the states of the symmetric traceless tensor irrep Vl of SO(4).

Acting on the vacuum, which is annihilated by the al;m’s but not the a†l;m’s, we have the

usual operator-state correspondence. For example, we find

lim
x→0

φ(x)|0〉 = a†0;0|0〉 ≡ |φ〉

lim
x→0

∂µφ(x)|0〉 = a†1;µ|0〉 ≡ |∂µφ〉

lim
x→0

∂µ∂µφ(x)|0〉 = 0 (2.12)

The last equation above is expected because the free scalar field is a representation with null

states. It expresses the free equation of motion. The scalar field and all its derivatives as

x→ 0 lead to states in an irreducible lowest weight representation V of SO(4, 2), consisting

of a lowest weight state of dimension ∆ = 1 along with states with higher dimension.

Let us rewrite the positive part of the radial mode expansion

φ+(x)|0〉 =
∞∑
l=0

a†l;µ1,··· ,µl(S
(l))µ1,··· ,µlν1,··· ,νl x

ν1 · · ·xνl |0〉 (2.13)

where S(l) is a projector, projecting to symmetric traceless tensors. We take a†l;µ1···µl to be

symmetric and traceless in the µ indices. S(l) is symmetric and traceless in the µ as well

as the ν indices. The operator state map identifies

lim
x→0

∂µ1 · · · ∂µlφ(x)|0〉 = (S(l))ν1,··· ,νlµ1,··· ,µla
†
l;ν1···νl |0〉 (2.14)

Note that we have a duality(
(S(l))ν1,··· ,νlµ1,··· ,µla

†
l;ν1···νl |0〉)

†, φ(x)|0〉
)

= 〈0|al;ν1···νl(S
(l))ν1,··· ,νlµ1,...,µl

φ(x)|0〉

= (S(l))α1,··· ,αl
µ1,··· ,µlxα1 · · ·xαl (2.15)

– 6 –



J
H
E
P
0
8
(
2
0
1
7
)
0
7
7

where we have used the projector property of S(l). Unpacking this a little, if we apply ∂µ
to the local operator, go to zero to get the corresponding state and then do the duality, we

will get a new polynomial as the outcome

lim
x→0

∂µ∂µ1 · · · ∂µlφ(x)|0〉 = (S(l))ν,ν1,··· ,νlµ,µ1,··· ,µla
†
l+1;ν,ν1···νl |0〉 (2.16)

If we take the overlap of this with φ(x)|0〉 then we get

(S(l))ν,ν1,··· ,νlµ,µ1,··· ,µlxνxν1 · · ·xνl (2.17)

This polynomial of degree one higher is related to the previous polynomial by applying

Pµ =
(
x2∂µ − 2xµ(x · ∂ + 1)

)
. We have the following identifications between operators and

states, and then states and polynomials

O → |O〉 → PO(x)

∂µO → |∂µO〉 → PµPO(x) (2.18)

This provides a concrete correspondence between applying ∂µ to local operators made from

a scalar, and applying Pµ as the dual differential operator on dual polynomials.

Primaries in the free theory are given by acting with traceless symmetric polynomials in

momenta, on the scalar field. Tracelessness is often implemented [22, 23] by using variables

z · xI = zµxIµ with zµ a null vector, i.e. zµzµ = 0. Thanks to the fact that zµ is null, any

polynomial in z · xI automatically gives a traceless symmetric polynomial in xIµ after the

zµs are stripped away. In what follows we will solve the algebraic primary problem, to

obtain a polynomial that corresponds to the primary. To obtain the primary operator

written in terms of the original scalar field, we need to translate between the polynomials

and operators. For the current polynomials, the translation between polynomials and

operators is

(z · ∂)kφ↔ (−1)k2kk!(z · x)k (2.19)

This construction is convenient because of its simplicity. However, it is not completely

general, since there are primary operators that are not symmetric in their indices and

hence can’t be represented as a polynomial in z · x. The general discussion makes use of

projectors that project from symmetric tensors to traceless symmetric tensors. It is useful

to consider a concrete example. The tensors of ranks 2 and 3 are given by

(S(2))αβµν = δαµδ
β
ν −

1

4
δµνδ

αβ

(S(3))αβγµνρ = δαµδ
β
ν δ

γ
ρ −

1

6
(δµνδ

αβδγρ + δµρδ
αγδβν + δαµδ

βγδνρ) (2.20)

These operators are projectors in the Brauer algebra of tensor operators that commute

with SO(4) [24]

S(2) = 1− C12

4

S(3) = 1− 1

6
(C12 + C13 + C23) (2.21)
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The terms correcting the 1 above subtract off the trace of the tensors they act on.

They satisfy

(S(n))2Pn = S(n)Pn (2.22)

where Pn projects onto the totally symmetric polynomials of degree n

Pn =
1

n!

∑
σ∈Sn

σ (2.23)

The multiplication (2.22) is in the Brauer algebra, where loops are assigned the value

of 4. These elements of the Brauer algebra are completely determined by the projector

property (2.22) and the property that they start with 1. In general

Pµ1 · · ·Pµk · 1 = (−1)k2kk!(S(k))ν1···νkµ1···µkxν1 · · ·xνk (2.24)

The above factor is easily obtained by deriving a recursion formula. Note that the term

x2∂µ does not raise the rank of the tensor. The other two terms both raise the rank by

one, which then leads to the recursion relation. In the many-particle realization such a

traceless polynomial made of the I’th coordinates corresponds to derivatives acting on the

I’th copy of φ in a sequence of n of these.

To construct primaries using n scalar fields we consider a multi-particle system with xIµ
the coordinates of the n particles. Primaries at dimension n+ k are obtained by allowing

k derivatives to act on the n fields. In the dual polynomial language, states at dimension

n + k in V ⊗n correspond to polynomials in xIµ of degree k. Primaries at dimension n + k

correspond to degree k polynomials Ψ(xIµ) that obey the conditions

KµΨ =
∑
I

∂

∂xIµ
Ψ = 0

LIΨ =
∑
µ

∂

∂xIµ

∂

∂xIµ
Ψ = 0

Ψ(xIµ) = Ψ(xσ(I)
µ ) (2.25)

The first condition above is the familiar condition that the special conformal generator

annihilates primary operators. The second condition implements the free scalar equation

of motion which implies that the image of states like P IµP
I
µ , with only µ summed, in the

Fock space, is zero. This null state appears because the dimension of free scalar field

saturates a unitarity bound. To see that the second constraint is indeed implementing the

equation of motion, note that with the second of (2.8) we can calculate

PµPµ = x4∂µ∂µ (2.26)

Simplifying the product of differential operators, it is simple to verify that terms like x2,

x2x · ∂ and x2xµxν∂µ∂ν cancel out. The final condition in (2.25) above ensures that our

polynomials are Sn invariant. By constructing Sn invariant polynomials, we are imple-

menting the bosonic statistics of the scalar field.

– 8 –
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In what follows we will focus on primaries (and hence polynomials) that transform in

a definite representation of the SO(4) = SU(2) × SU(2) subgroup of SO(4, 2). To make

the SO(4) transformation properties of the polynomials more transparent, our construction

makes use of the complex coordinates

z = x1 + ix2 w = x3 + ix4

z̄ = x1 − ix2 w̄ = x3 − ix4 (2.27)

This amounts to choosing an isomorphism between R4 and C2 = C×C. In our conventions,

these coordinates have the following (j3
L, j

3
R) charge assignments

z ↔
(

1

2
,
1

2

)
z̄ ↔

(
− 1

2
,−1

2

)
w ↔

(
1

2
,−1

2

)
w̄ ↔

(
− 1

2
,

1

2

)
(2.28)

We will construct a class of primaries corresponding to holomorphic polynomial functions

on the orbifold

(C2)n/(C2 × Sn) (2.29)

The division by C2 is a consequence of the first of (2.25). These will not form the complete

set of primaries but a well-defined subspace of primaries, which we will call extremal. Before

explaining this construction in more detail we show, in the next section, how characters of

so(4, 2) representations can be used to get a complete counting of general primaries built

from n fields. We will then specialize to the extremal primaries.

3 Counting with so(4,2) characters

In this section our goal is to enumerate the SO(4, 2) irreducible representations appearing

among the composite fields made out of n = 2, 3, · · · fundamental fields. These multiplici-

ties will, for example, compute the spectrum of primary operators in the free CFT4. This

enumeration entails decomposing, into irreducible representations, the symmetrized tensor

product Symn(V+), where V+ = D[1,0,0] in the notation of [13]. The three integer labels

in D[∆,jL,jR] are the dimension and two SO(4) spins. After obtaining a general formula in

terms of an infinite product, we specialize to primaries that obey extremality conditions,

that relate their dimension to their spin. For these primaries using results from [15], we

find simple explicit formulas for the counting.

3.1 General counting formula

Consider a matrix M belonging to any matrix representation R of SO(4, 2). A key result

for the analysis of this section is

1

det(1− tM)
=
∞∑
n=0

tnχSymn(R)(M) (3.1)
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This is a special case of the Cauchy identity which states that

N∏
i=1

M∏
j=1

1

(1− txiyj)
=
∞∑
n=0

∑
R`n

χR(x)χR(y) (3.2)

where χR is a Schur polynomial in the N variables xi and the M variables yj , labelled by a

Young diagram R with n boxes and height no larger that the minimum of M,N . When one

of these variables is 1, then we sum over single-row Young diagrams. This formula (3.1) is

also easily proved by using the identity (this is just a statement of Wick’s theorem)

(In)j1···jni1···in =
1

πN

∫ N∏
i=1

dxidyie
−

∑
k zk z̄

k 1

n!
zi1 · · · zin z̄j1 · · · z̄jn

=
1

n!

∑
σ∈Sn

δj1iσ(1)δ
j2
iσ(2)
· · · δjniσ(n) (3.3)

to evaluate

1

πN

∫ N∏
i=1

dxidyie
−

∑
i,j zi(δ

i
j−tM i

j)z̄
j

=
1

det(1− tM)
(3.4)

Now, apply (3.1) to the case that

M = sDxJ3,LyJ3,R (3.5)

and specialize to the representation V+ spanned by the free scalar and all the derivatives

acting on it. Here we have chosen D, J3,L, J3,R to span the Cartan subalgebra of SO(4, 2).

It is straight forward to see that

1

det(1− tM)
=

∞∏
q=0

q
2∏

a=− q
2

q
2∏

b=− q
2

1

1− tsq+1xayb
(3.6)

This generating function of the characters of the symmetrized tensor products of the free

scalar representation will be denoted by Z(t, s, x, y). So we have

Z(t, s, x, y) =

∞∏
q=0

q
2∏

a=− q
2

q
2∏

b=− q
2

1

1− tsq+1xayb
=

∞∑
n=0

tnχSymn(V+)(s, x, y) (3.7)

where we have denoted χSymn(V+)(M) by χSymn(V+)(s, x, y). The characters for Symn(V+)

follow by developing the infinite product above in a Taylor series in t. The decomposition

of Symn(V+) into irreps is now achieved by writing χSymn(V+)(s, x, y) as a sum of characters

χ[∆,j1,j2](s, x, y) of M , in the irrep of dimension ∆ and spins j1, j2

χSymn(V+)(s, x, y) =
∑

∆,j1,j2

N[∆,j1,j2]χ[∆,j1,j2](s, x, y) (3.8)

The coefficients N[∆,j1,j2] are non-negative integers, counting the number of times irrep

A[∆,j1,j2] (in the notation of [13]) appears in Symn(V+)). If we restrict to the case that
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n ≥ 3, the only characters χ[∆,j1,j2](s, x, y) which contribute are labeled by dimensions ∆

that do not saturate the unitarity bound and hence do not have any null states. In this

case we have [13]

χ[∆,j1,j2](s, x, y) =
s∆χj1(x)χj2(y)

(1− s√xy)(1− s
√

x
y )(1− s

√
y
x)(1− s√

xy )
(3.9)

It is useful to define

Zn(s, x, y) ≡
∑

∆,j1,j2

N[∆,j1,j2]s
∆χj1(x)χj2(y) (3.10)

It follows that

Zn(s, x, y) = (1− s√xy)(1− s
√
x

y
)

(
1− s

√
y

x

)(
1− s
√
xy

)
χSymn(V )(s, x, y) (3.11)

The right hand side of this last equation is precisely a sum of (products of) SU(2) characters,

so we can treat this, following [14], using the orthogonality of SU(2) characters. The result

is most easily stated in terms of the generating function

Gn(s, x, y) =

∞∑
d=0

∑
j1,j2

N[n+d,j1,j2]s
n+dxj1yj2 (3.12)

which is given by

Gn(s, x, y) =

[(
1− 1

x

)(
1− 1

y

)
Zn(s, x, y)

]
≥

(3.13)

where the subscript ≥ is a notation to indicate that the above function should first be

expanded as a Laurent series in both x and y, and then negative powers of x and y should

be discarded. The infinite product in the above formula makes it difficult to evaluate

Gn(s, x, y) in closed form. For that reason, in the next section, we focus on specific classes

of primaries for which Gn(s, x, y) can be evaluated.

To end this section let us explain how the above derivation is generalized when irreps

that include null states appear in the tensor product Symn(V+). This is the case when

n = 2. Naively computing G2(s, x, y) using (3.13), we obtain the following terms

G2(s, x, y) = s2 + s4xy − s5√x√y + s6x2y2 − s7x3/2y3/2 + · · · (3.14)

The negative coefficients in the above expansion show this answer is manifestly wrong. The

problem is that we have some null states that have not been removed correctly. There are

two types of primaries that appear in the above sum. We have a primary with ∆ = 2 and

j1 = j2 = 0 and primaries with ∆ = 2+2j and j1 = j2 = j for j = 1, 2, 3, . . .. The condition

for a short multiplet [25] is that ∆ = f(j1) + f(j2) with f(j) = 0 if j = 0 or f(j) = j + 1

if j > 0. The primary with ∆ = 2 and j1 = j2 = 0 is not short and nothing needs to be

subtracted. The primaries with ∆ = 2+2j and j1 = j2 = j are short irreps and hence have
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null states. These null states (and their descendants) must be removed. To understand

how this is done, note that the primary with ∆ = 2 + 2j and j1 = j2 = j is a conserved

higher spin current Jµ1µ2···µj and the null state is nothing but the conservation law

∂µJ
µµ2···µj = 0 (3.15)

The null state thus has ∆ = 3 + 2j and j1 = j2 = j − 1
2 and so the subtraction of null

states is achieved by removing the primary that does not need to be subtracted, dividing

by 1− s/√xy and then putting the original primary back in. In the end we have

G2(s, x, y) =

[(
1− 1

x

)(
1− 1

y

)(
Z2(s, x, y)− s2

) 1

1− s√
xy

]
≥

+ s2

=
∞∑
j=0

s2+2jxjyj (3.16)

This is indeed the correct result.

3.2 Counting the leading twist primaries

Consider the leading twist primaries, which have quantum numbers [∆, j1, j2] = [n+q, q2 ,
q
2 ].

Each such primary operator comes in a complete spin multiplet of (q + 1)2 operators.

Choosing the operator with highest spin corresponds to studying polynomials constructed

using only the single complex variable z, as we can see from (2.28). This corresponds to

the fact that all primaries are constructed using a single component Pz of the momentum

four vector operator. We will now count the leading twist primaries by counting this

highest spin operator in each multiplet. Denote the corresponding generating function by

Gmax
n (s, x, y). To determine this generating function we will modify the above results in

three ways:

1. We modify the formula (3.7) by replacing χSymn(V )(s, x, y) with a new function

χmax
n (s, x, y), and we keep only the highest spin state in the product

∞∏
q=0

1

1− tsq+1x
q
2 y

q
2

=

∞∑
n=0

tnχmax
n (s, x, y) (3.17)

2. The leading twist primaries are all constructed using a single component of the mo-

mentum, that raises both the left and right spin maximally. Consequently in (3.13)

we keep only the factor that corresponds to this component of the momentum, which

amounts to replacing

(1− s√xy)

(
1− s

√
x

y

)(
1− s

√
y

x

)(
1− s
√
xy

)
→ (1− s√xy) (3.18)

3. For each spin multiplet we keep only 1 state so there is no longer any need to replace

the multiplet of spin states by a single state when we count. Thus in (3.13) we replace(
1− 1

x

)(
1− 1

y

)
→ 1 (3.19)
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The final result is

Gmax
n (s, x, y) = χmax

n (s, x, y)(1− s√xy) (3.20)

In this formula we don’t need to track the dependence on x and y since for this class of

primaries, once n and the dimension of the operator is specified, the spins are determined.

For simplicity then, we will study

∞∑
n=0

tnGmax
n (s) =

∞∑
n=0

tn(1− s)χmax
n (s) = (1− s)

∞∏
q=0

1

1− tsq+1
(3.21)

To extract Gmax
n (s), we need to develop the infinite product above in a Taylor series in t.

To do this we introduce the functions

F (t, s) =

∞∏
q=0

1

1− tsq+1

∂F

∂t
= f1F fk =

∂k−1f1

∂tk−1
(3.22)

It is straightforward to find F (0, s) = 1 and

fk(t, s) = (k − 1)!

∞∑
a=0

ska+k

(1− tsa+1)k
fk(0, s) = (k − 1)!

sk

1− sk
(3.23)

Using these quantities, we have

∂nF

∂tn
=

∑
n1,··· ,nq

∑
k1,··· ,kq

(n1k1 + · · ·+ nqkq)!

n1! · · ·nq!(k1!)n1 · · · (kq!)nq
fn1
k1
· · · fnqkq δn,n1k1+···nqkq F (3.24)

Inserting the formulas for the fk’s we have

∂nF

∂tn

∣∣∣
t=0

=
∑

n1,··· ,nq

∑
k1,··· ,kq

(n1k1 + · · ·+ nqkq)!

n1! · · ·nq! kn1
1 · · · k

nq
q

(
sk1

1− sk1

)n1

· · ·
(

skq

1− skq

)nq
δn,n1k1+···nqkq

=
∑

n1,··· ,nq

∑
k1,··· ,kq

n!sn

n1! · · ·nq! kn1
1 · · · k

nq
q

(
1

1− sk1

)n1

· · ·
(

1

1− skq

)nq
δn,n1k1+···nqkq

(3.25)

Notice that this is a sum over conjugacy classes of Sn. The conjugacy class collects per-

mutations with nq kq-cycles. This interpretation follows because the coefficient

n!

n1! · · ·nq! kn1
1 · · · k

nq
q

(3.26)

is the order of the conjugacy class. There is a factor of (1 − sk)−1 for each k-cycle in the

permutation. Here are a few motivational examples

∂F

∂t

∣∣∣
t=0

=
s

1− s
∂2F

∂t2

∣∣∣
t=0

=
s2

(1− s)2
+

s2

1− s2
=

2s2

(1− s)(1− s2)
(3.27)

∂3F

∂t3

∣∣∣
t=0

=
s3

(1− s)3
+ 3

s2

(1− s)(1− s2)
+

2s3

1− s3
=

6s3

(1− s)(1− s2)(1− s3)
(3.28)
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It is easy to identify the above expressions: recall the lowest weight discrete series irrep of

SL(2), denoted V1, has character

χ1(s) = TrV1(sL0) =
s

1− s
(3.29)

It then follows that (P[n] projects onto the symmetric irrep i.e. a single row of n boxes)

∂F

∂t

∣∣∣
t=0

=
s

1− s

= χ1(s) (3.30)

1

2!

∂2F

∂t2

∣∣∣
t=0

=
s2

2(1− s)2
+

s2

2(1− s2)
= Tr(P[2]s

L0)

= TrSym(V ⊗2
1 )(s

L0) (3.31)

1

3!

∂3F

∂t3

∣∣∣
t=0

=
s3

3!(1− s)3
+

3s2

3!(1− s)(1− s2)
+

2s3

3!(1− s3)
= Tr(P[3]s

L0)

= TrSym(V ⊗3
1 )(s

L0) (3.32)

This interpretation follows for general n as proved in (3.25). Thus the general formula is

1

n!

∂nF

∂tn

∣∣∣
t=0

= Tr(P[n]s
L0) =

sn

(1− s)(1− s2)(1− s3) · · · (1− sn)
(3.33)

where the last equality follows from eq. (47) of [15], where these SL(2) sector primaries

were studied in the language of oscillators. Consequently we have

Gmax
n (s) =

(1− s)
n!

∂nF

∂tn

∣∣∣
t=0

=
sn

(1− s2)(1− s3) · · · (1− sn)
(3.34)

Note the close connection between counting leading twist primaries and the multiplicities

of V
SL(2)

Λ=n+k ⊗ V
Sn

[n] , which is given by the coefficient of qk in

n∏
i=2

1

1− qi
(3.35)

The result (3.34) was also recently obtained in [26].

There are three other sectors of primaries that are closely related to this one: polyno-

mials in z̄ correspond to primaries of the form [n+q,−q,−q], polynomials in w to primaries

of the form [n+ q, q,−q] and polynomials in w̄ to primaries of the form [n+ q,−q, q].

3.3 Extremal primaries

We now come to a more general class of primaries with charges

∆ = n+ q ; JL3 =
q

2
(3.36)
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The charge JR3 , which is part of SU(2)R, is not constrained. These primary operators

belong to complete multiplets of SU(2)R. They correspond polynomials constructed using

the pair of complex variables zI , wI . This is clear from inspection of the charges in (2.28).

Translating from the polynomial representation back to the usual scalar field representation,

this corresponds to the fact that all primaries are constructed using only two components of

the momentum four vector operator. The two components are complex linear combinations

of the (hermitian) Pµ. Arguing as we did in the previous section, we introduce a generating

function Gz,wn (s, x, y), which is now given by

Gz,wn (s, x, y) =

[(
1− 1

y

)
Zz,wn (s, x, y)

]
≥

(3.37)

where Zn(s, x, y) is obtained from

∞∏
q=0

q∏
m=0

1

(1− tsq+1xq/2ym−q/2)
=

∞∑
n=0

tnχn(s, x, y) (3.38)

Zz,wn (s, x, y) = (1− s√xy)(1− s
√
x/y)χn(s, x, y) (3.39)

The two brackets multiplying Zn(s, x, y) in (3.37) is a consequence of the fact that two

components of the momentum four vector are used when constructing the primaries.

From (3.38) it is clear that we are selecting the state from the J3,L multiplet (recorded

using the variable x) with the highest spin. The product over m in (3.38) indicates that all

the states in the J3,R multiplet are counted. The factor of (1− 1/y) as well as the instruc-

tion (indicated with the subscript ≥ in (3.37)) to keep only positive powers of y ensures

that we count each SU(2)R spin multiplet once. It is clear that the expansion of (3.37) has

only positive powers of x. This is a consequence of the fact that we kept only one state

from each SU(2)L multiplet.

It is again possible to derive closed expressions for the generating functions Zz,wn (s, x, y)

and Gz,wn (s, x, y). Introduce the functions

F2(t, s, x, y) =

∞∏
q=0

q∏
m=0

1

1− t sq+1x
q
2 ym−

q
2

=

∞∑
n=0

tnχn(s, x, y)

∂

∂t
F2(t, s, x, y) =

∞∑
q=0

q∑
m=0

sq+1x
q
2 ym−

q
2

1− tsq+1x
q
2 ym−

q
2

F2(t, s, x, y) ≡ f1(t, s, x, y)F2(t, s, x, y)

fk(t, s, x, y) ≡ ∂k−1f1

∂tk−1
= (k − 1)!

∞∑
q=0

q∑
m=0

skq+kx
qk
2 ykm−

kq
2

(1− tsq+1x
q
2 ym−

q
2 )k

(3.40)

It is simple to establish that F2(0, s, x, y) = 1 and

fk(0, s, x, y) = sk(k − 1)!
1

1− skx
k
2 y

k
2

1

1− skx
k
2 y−

k
2

(3.41)

Exactly as above we have

∂nF2

∂tn

∣∣∣
t=0

=
∑

n1,··· ,nq

∑
k1,··· ,kq

(n1k1 + · · ·+ nqkq)!

n1! · · ·nq!(k1!)n1 · · · (kq!)nq
fn1
k1
· · · fnqkq δn,n1k1+···nqkq (3.42)
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Inserting the formulas for the fk’s and streamlining the notation by using a = s
√
xy and

b = s
√

x
y , we find

1

n!

∂nF2

∂tn

∣∣∣
t=0

=
∑

n1,··· ,nq

∑
k1,··· ,kq

sn

n1! · · ·nq! kn1
1 · · · k

nq
q

(
1

(1− ak1)(1− bk1)

)n1

· · ·
(

1

(1− akq)(1− bkq)

)nq
δn,n1k1+···nqkq

= χn(s, x, y) (3.43)

The expression for Zn(s, x, y) now follows from (3.39).

It is not easy to proceed for general n, but it is straight forwards to obtain explicit

formulas once a specific n is chosen. For example, the final result for n = 3 fields is

Zz,w3 (s, x, y) =
s3
(
s6x3 + s4x2 + s2x+ 1 + s3x

3
2

(√
y + 1√

y

))
(1− s2xy)(1− s3(xy)

3
2 )(1− s2 x

y )(1− s3x
3
2

y
3
2

)
(3.44)

To extract spin multiplets, we need to compute

Gz,w3 (z, w) =

[
Z3(s, x, y)

(
1− 1

y

)]
≥

=
1

2πi

∮
C
dz

(
1− 1

z2

)
Z3(s, x, z2)

z −√y
(3.45)

The contour C must have a radius larger than
√
y. We assume that s, x and y are all less

than one so that the expansion of Zz,w3 (s, x, y) converges. Thus, we can take C to be the

unit circle. The integrand has poles at z = ±s
√
x, z =

√
y, z = ± 1

s
√
x
, z = − s

√
x

2

(
1± i

√
3
)

and z = −(1±i
√

3)
2s
√
x

. To compute the integral we need to pick up the residues from the poles

at z = ±s
√
x, z =

√
y, and z = − s

√
x

2

(
1± i

√
3
)
. We obtain

Gz,w3 (z, w) =
s3(1− s10x5y3)

(1− s4x2)(1− s3
√
x3y3)(1− s2xy)(1− s5x

5
2 y

3
2 )

(3.46)

It is easy to check, using mathematica, that this expression has the correct expansion.

The check tests that the expansion, as a polynomial about s = 0, of the above generating

function matches the counting following from the expansion of the function appearing

in (3.13).

Consider next the final result for n = 4 fields, which is

Zz,w4 (s, x, y) =
1

4!

∂4F2

∂t4

∣∣∣
t=0

=
s4Q(s, x, y)

(s2x− y)2 (1− s2xy)2 (s2x+ y)
(
−s3x

3
2 + y

3
2

)
(1 + s2xy)

(
1− s3x

3
2 y

3
2

)
(3.47)

Q(s, x, y) = y
7
2
(
y + s2xy + s10x5y + s12x6y + s3x

3
2 y

1
2 (1 + y) + s5x

5
2 y

1
2 (1 + y)

+s7x
7
2 y

1
2 (1 + y) + s9x

9
2 y

1
2 (1 + y) + s4x2 (1 + y)2

+s6x3 (1 + y)2 + s8x4 (1 + y)2 ) (3.48)
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To extract spin multiplets, we again need to compute

Gz,w4 (s, x, y) =

[
Zz,w4 (s, x, y)

(
1− 1

y

)]
≥

=
1

2πi

∮
C
dz

(
1− 1

z2

)
Zz,w4 (s, x, z2)

z −√y
(3.49)

The contour C must again have a radius larger than
√
y, so we again choose the unit circle

|z| = 1. The integrand has poles at z = ±s
√
x, z =

√
y, z = ± 1

s
√
x
, z = ±isx, z =

− s
√
x

2 i
(
1± i

√
3
)
, z = ± i

sx and z = −(1±i
√

3)
2s
√
x

. The integral above receives contributions

from the poles at z = ±s
√
x, z =

√
y, z = ±isx, and z = − s

√
x

2 i
(
1± i

√
3
)
. We obtain

Gz,w4 (s, x, y) =
s4R(s, x, y)

(1− s2xy)(1− s3x
3
2 y

3
2 )(1− s4x2y2)(1− s4x2) (1− s6x3) (1− s8x4)

(3.50)

where

R(s, x, y) = 1 + s5x
5
2
(√
y + s3x

3
2 y + s5x

5
2 y + y3 − s6x3y

5
2 − s8x4y

5
2 − s16x8y

7
2

−s11x
11
2 y2 (1 + y) + s7x

7
2
(
1− y2

)
+ s4x2y

3
2
(
1− y2

)
+ s2x

√
y
(
1 + y2

)
−s9x

9
2 y
(
1 + y2

)
− s10x5y

3
2
(
1 + y − y2

)
− s
√
x
(
1− y − y2

) )
(3.51)

It is again easy to check, using mathematica, that this expression does indeed have the

correct expansion.

There are other sectors of primaries that are slight variations of the extremal sector

studied in this section. Polynomials in zI , w̄I correspond to primaries with (∆ = n+q, JR3 =

q). Polynomials in z̄I , wI correspond to primaries with (∆ = n+q, JR3 = −q). Polynomials

in z̄I , w̄I correspond to primaries with (∆ = n+ q, JL3 = −q).

4 Construction and construction with symmetric groups

In this section we would like to provide construction formulas for the extremal primaries

we have counted in section 3. To accomplish this the polynomial representation of SO(4, 2)

introduced in section 2 will play a central role. These polynomials are constructed us-

ing the coordinates xIµ, I = 1, . . . , n which admit a natural action of Sn. Constructing

primaries then amounts to constructing polynomials that are consistent with (2.25). The

first of (2.25) can be satisfied by constructing n − 1 translationaly invariant “relative co-

ordinates” out of the xIµ. This construction is not unique. Following [15], a particularly

convenient choice makes use of the variables

X(a)
µ =

1√
a(a+ 1)

(x1
µ + · · ·+ xaµ − axa+1

µ ) (4.1)

These variables are in the [n− 1, 1] irrep of Sn. To satisfy the second of (2.25) we need to

build polynomials that are harmonic. In terms of complex coordinates the Laplacian is∑
µ

∂

∂xIµ

∂

∂xIµ
=

∂

∂zI
∂

∂z̄I
+

∂

∂wI
∂

∂w̄I
(4.2)
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It is clear that we can build harmonic polynomials by considering polynomials that are

functions only of the zI , which gives the leading twist primaries, or that are functions of

the zI and wI , which gives the leading left twist primaries considered in section 3.3. The

harmonic constraint is the only constraint that is not first order. By replacing this with a

holomorphic constraint, which is first order, the resulting problem entails finding families

of polynomials that obey first order equations. This implies that the problem will now

have a natural ring structure, something which will be visible in our construction. The

final constraint that needs to be obeyed is that the polynomials are Sn invariants. The

counting formulas we derived in the previous section will give valuable insight into how to

handle this final constraint.

4.1 Leading twist primaries

Specializing to n = 3 and employing complex variables, we have

Z(1) =
z1 − z2

√
2

Z(2) =
z1 + z2 − 2z3

√
6

(4.3)

plus the obvious formulas for Z̄(a), W (a) and W̄ (a). The nice thing about these variables

is that Sn acts on these variables with Young’s orthogonal representation of [n− 1, 1], i.e.

for n = 3 we have [27]

Γ ( (12) ) =

[
−1 0

0 1

]
Γ ( (23) ) =

[
1
2

√
3

2√
3

2 −
1
2

]

The remaining elements of the group can be generated using these two. When acting on a

product of variables, say Z(a1)Z(a2) · · ·Z(ak) we have

Γk(σ) = Γ (σ)× · · · × Γ (σ) (4.4)

where we take a tensor product (the usual Kronecker product) of k copies of the matrices

of the hook irrep. Any polynomial in the hook variables automatically obeys (2.25). Thus,

all that is left is to project to Sn invariants in V ⊗kH . We can build these by acting with the

projector from the tensor product of k copies of the hook onto the trivial irrep

P =
1

3!

∑
σ∈S3

Γk(σ) (4.5)

Acting on Z⊗k we obtain an expression of the form
∑

i n̂iPi(z) where n̂i are unit vectors

inside the carrier space of ⊗k and Pi(z) are the polynomials that can be translated into

primary operators.

It is useful to consider a few examples. Acting with the projector (4.5) on the tensor

product of k copies of the hook, we find

Pa1a2···ak =
∑
σ∈S3

Γk(σ)a1a2···ak,b1b2···bkZ
(b1)Z(b2) · · ·Z(bk) (4.6)
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It is simple to implement this projector in mathematica. For k = 1 we find Pa1 = 0. For

k = 2 the projector is

Pa1a2 = ((z1 − z2)2 + (z1 − z3)2 + (z2 − z3)2)


1
6

0

0
1
6

 (4.7)

so the invariant polynomial is

P (z) = ((z1 − z2)2 + (z1 − z3)2 + (z2 − z3)2) (4.8)

By inspection, this obviously obeys (2.25). For k = 3 the projector is

Pa1a2a3 = ((z1 + z2 − 2z3)(z1 + z3 − 2z2)(z2 + z3 − 2z1))



0
−1

6
√

6
−1

6
√

6

0
−1

6
√

6

0

0
1

6
√

6


(4.9)

so the invariant polynomial is

P (z) = ((z1 + z2 − 2z3)(z1 + z3 − 2z2)(z2 + z3 − 2z1)) (4.10)

This polynomial again obeys (2.25). Finally, for k = 4 the projector is

Pa1a2a3a4 = ((z1 − z2)4 + (z1 − z3)4 + (z2 − z3)4)



1
12

0

0
1
36

0
1
36
1
36

0

0
1
36
1
36

0
1
36

0

0
1
12



(4.11)

– 19 –



J
H
E
P
0
8
(
2
0
1
7
)
0
7
7

so the invariant polynomial is

P (z) = ((z1 − z2)4 + (z1 − z3)4 + (z2 − z3)4)

This clearly obeys (2.25), so this is again the correct answer.

The polynomials we construct in this way will obey the conditions spelled out in (2.25).

In fact, they obey an even stronger linear condition

∂z̄IP (~z) = 0 = ∂w̄IP (~z) (4.12)

which imply the Laplacian constraint. As a result, taking all possible values of k we find

that the polynomials constructed in this way exhibit a highly non-trivial structure enjoyed

by the leading twist primaries: the polynomials Pi(z) are a finitely generated polynomial

ring. The counting formula (3.34) gives the Hilbert series for holomorphic functions on

(Cn/C)/Sn. The quotient by C sets the center of mass momentum of the many body wave

function to zero as dictated by the first of (2.25). The orbifold by Sn implements the last

of (2.25). The counting formula (3.34) implies that the ring has n − 1 generators. These

generators are given by constructing the n − 1 possible independent Sn invariants out of

the hook variables introduced in (4.1). For example, for n = 2 fields the polynomials are

generated by (z1 − z2)2. The polynomials corresponding to primaries are

(z1 − z2)2k (4.13)

Using (2.19) it is easy to see that (these vanish if s is odd)

Os = (z1 − z2)s

↔ s!

2s

s∑
k=0

(−1)k

(k!(s− k)!)2
∂s−kz φ∂kzφ (4.14)

reproducing the higher spin currents, given for example in [28]. For n = 3 fields the ring

of polynomials that correspond to primary operators is generated by

(z1 − z2)2 + (z1 − z3)2 + (z2 − z3)2 (4.15)

and

(z1 + z2 − 2z3)(z3 + z2 − 2z1)(z1 + z3 − 2z2) (4.16)

In general, the generators of the ring are a product of the variables Z(a) introduced above,

such that the product is Sn invariant. For n = 4 the ring is generated by (z1−z2)(z2−z1)+

· · · , (z1 + z2− 2z3)(z3 + z2− 2z1)(z1 + z3− 2z2) + · · · and (z1 + z2 + z3− 3z4)(z3 + z2 + z4−
3z1)(z1 +z3 +z4−3z2)(z1 +z2 +z4−3z3), where · · · stand for terms that must be summed

to obtain an S4 invariant. The ring structure that has appeared is rather interesting. The

product on the ring is simply multiplication of polynomials. This is a natural product

in the polynomial language, but is highly non-trivial in the original CFT description. A

natural guess would be that this is somehow connected to the OPE of primaries, which is

– 20 –



J
H
E
P
0
8
(
2
0
1
7
)
0
7
7

the natural product on the primaries of the CFT. However, this cannot be correct because

the polynomial ring exists for a fixed number n. Thus, in terms of the CFT language, the

ring multiplication is a product between two primaries, each of which has n fields, and the

result is again a primary with n fields. The operator product of two local operators, each

containing n fields, is a sum of operators containing 2n−2k fields with k = 0, 1, . . . , n. For

odd n the product of elements of the ring gives an operator with n fields. This product

can therefore not even be a subalgebra of the CFT operator product algebra. This product

and the associated ring structure of primary fields in free CFT4 appears to be a genuinely

new structure, not previously noticed.

A natural question to ask is whether or not these primary operators are orthogonal.

We can translate any polynomial into an operator and then compute the two point function

of the operator. The computation can also be carried out by a judicious choice of an inner

product for the polynomial. For example, consider the correlator

〈∂kzφ(x)∂lz′φ(x′)〉 = (−1)k(k + l)!
(z̄ − z̄′)k+l

(|z − z′|2 + |w − w′|2)k+l+1
(4.17)

Everything in the above result is determined by conformal invariance, except the overall

number = (−1)k(k + l)!. Recalling that zn translates into 1
n!∂

n
z , this number can be

computed if we use the following inner product for the polynomials

〈zkz′l〉p = (−1)k
(k + l)!

k!l!
(4.18)

Notice that the norm following from this inner product is not positive definite. For n

fields we have polynomials in zk for the primary at x and in z′k for the primary at x′, with

k = 1, . . . , n. In this more general setting, the inner product is

〈
n∏
k=1

zk
pk

n∏
l=1

z′l
ql〉p =

n∏
k=1

(−1)pk
(pk + qk)!

pk!qk!
(4.19)

In addition, due to Wick’s theorem, there are a total of n! Wick contractions contributing,

which introduces a factor of n!. In the end, if polynomials Pi of degree ki in n variables

translate into primaries Oi constructed from n fields with dimension n+ ki, then we have

〈Oi(x)Oj(x′)〉 =
cij(z̄ − z̄′)ki+kj

(|z − z′|2 + |w − w′|2)ki+kj+n
(4.20)

with

cij = n!〈Pi(zk)Pj(z′k)〉p (4.21)

Using the above formulas, it is easy to check that primary operators with different di-

mensions are orthogonal, as they must be. Further, we also see that although our ring of

primaries is a basis, the operators in the basis are not orthogonal.
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4.2 Extremal primaries

The above construction is easily extended to the other classes of extremal primaries we have

counted. The leading left or right twist class is provided by polynomials in two holomorphic

coordinates, z and w. Consider polynomials of degree k in Z and of degree l in W , with

Z,W the hook variables transforming in the hook representation VH of Sn, described by

a Young diagram with row lengths [n − 1, 1]. These polynomials belong to a subspace of

V ⊗kH ⊗V ⊗lH of Sn. To characterize this subspace using representation theory, start with the

decompositions in terms of Sn × Sk irreps

V ⊗kH =
⊕

Λ1`n,Λ2`k
V

(Sn)
Λ1

⊗ V (Sk)
Λ2
⊗ V Com(Sn×Sk)

Λ1,Λ2

V ⊗lH =
⊕

Λ3`n,Λ4`l
V

(Sn)
Λ3

⊗ V (Sl)
Λ4
⊗ V Com(Sn×Sl)

Λ3,Λ4
(4.22)

Com(Sn×Sk) is the algebra of linear operators on V ⊗kH which commute with Sn×Sk. The

tensor product V ⊗kH ⊗ V ⊗lH is a representation of

C(Sn)⊗ C(Sk)⊗ C(Sn)⊗ C(Sl) (4.23)

These decompositions (4.22) have been studied in detail in [15] where they were used to

construct BPS states of N = 4 SYM. In the application we consider here, the Z and W

variables are commuting which implies that they are in the trivial rep Λ2 ⊗ Λ4 = [k] ⊗ [l]

of Sk × Sl. The multiplicity with which a given Sn × Sk irrep (Λ1,Λ2) appears is given by

the dimension of the irrep of the commutants Com(Sn × Sl) in V ⊗kH . We want to project

to states in V ⊗kH ⊗V ⊗lH which are invariant under the diagonal C(Sn) in the algebra (4.23).

This constrains Λ3 = Λ1. Thus we find that the number of Sk × Sl × Sn invariants is∑
Λ1`n

Mult(Λ1, [k];Sn × Sk) Mult(Λ1, [l];Sn × Sl) (4.24)

The generating functions for these multiplicities have been derived in [15].

Mult(Λ1, [k];Sn × Sk) is the coefficient of qk in

ZSH(q; Λ1) = (1− q) q
∑
i ci(ci−1)

2

∏
b

1

(1− qhb)

=
∑
k

qkZkSH(Λ1) (4.25)

Here ci is the length of the i’th column in Λ1, b runs over boxes in the Young diagram Λ1

and hb is the hook length of the box b. Thus, for the number of primaries constructed from

zi, wi we get ∑
Λ1`n

ZkSH(Λ1)Z lSH(Λ1) (4.26)

The above integer gives the number of primaries in the free scalar theory, of weight n+k+l,

with spin (JL3 , J
R
3 ) = (k+l

2 , k−l2 ). For the generating function Zz,wn (s, x, y) which encodes
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all k, l, we have

Zz,wn (s, x, y) = sn
∑
Λ1`n

ZSH(s
√
xy,Λ1)ZSH

(
s

√
x

y
,Λ1

)
(4.27)

where Λ1 is a partition of n and we can use the formula 4.25.

We can in fact see that the above discussion is consistent with the Taylor expansion

formula (3.43). We can recognise this formula as Tr(P[n]a
L0bL0) where the trace is being

taken in

∞⊕
k,l=0

Symk+l(VH) (4.28)

which can be identified with a tensor product of discrete irreps of SL(2), which we may

denote as V ⊗nSL(2) ⊗ V
⊗n

SL(2): one factor corresponds to the z variables and another to the w

variables. P[n] is the projector for the symmetric irrep of Sn. Factor out the trace into the

separate SL(2) factors to get (see (3.39))

1

n!

∂nF2

∂tn

∣∣∣
t=0

= Tr(P[n]a
L0bL0)

=
∑
Λ1`n

Tr
(
PΛ1a

L0)Tr(PΛ1b
L0
)

(4.29)

Note also that

1

(1− a)
ZSH(a,Λ) = Tr (PΛa

L0) (4.30)

which follows by recognising that the raising operators of the SL(2) representation on

z1 · · · zn can be separated into a weight one centre of mass coordinate and the differences

which span the hook representation of Sn. This demonstrates the equivalence between the

Taylor expansion formula (3.43) and the Sn×Sk×Sl formula (4.27). It is important to note

that this is a non-trivial equivalence: both formulae are self-contained ways of calculating

the multiplicities.

We have thus re-expressed our earlier Taylor expansion in a way that makes the repre-

sentation theory content of the counting manifest. This structure in the counting problem

can be used to provide an explicit construction formula. First we need to decompose the

Z and W polynomials into definite Sn irreps. The projector onto irrep r from the tensor

product of k copies of the hook is

P r,k =
1

n!

∑
σ∈Sn

χr(σ)Γk(σ) (4.31)

We also need the projection onto the symmetric irrep

P k+l =
1

n!

∑
σ∈Sn

Γk+l(σ) (4.32)
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Using these two projectors, the polynomials corresponding to primaries constructed using

two holomorphic variables are now given by∑
A

PA(z, w)n̂A = P k+l
∑
r`n

(P r,l × P r,k)Z⊗kW⊗l (4.33)

where n̂A are unit vectors inside the carrier space of ⊗ k+l and PA(z, w) are the polynomials

we want. In fact, the construction formula given in (4.33) constructs a larger class of

polynomials than those counted in (3.37). This is because the polynomials counted in (3.37)

are extremal and hence they are annihilated by JR+ . We will return to this point in the

discussion below.

The construction formula that has been sketched above can easily be implemented

numerically. To implement (4.33), we need the projector onto irrep r in the space obtained

by taking the tensor product of k copies of the hook

P ra1···ak,b1···bk =
1

n!

∑
σ∈Sn

χr(σ)Γk(σ)a1a2···ak,b1b2···bk (4.34)

and we need the projection onto the symmetric irrep

Pa1···an,b1···bn =
1

n!

∑
σ∈Sn

Γk(σ)a1···an , b1···bn (4.35)

We find that (4.33) is now given by∑
A

PA(z, w)n̂Ae1···ek+l = Pe1···ek+l,a1···akc1···clP
r
a1···ak,b1···bkP

r
c1···cl,d1···dl

×Z(b1) · · ·Z(bk)W (d1) · · ·W (dl)

= P̃e1···ek+l

where n̂A are unit vectors and PA(, wz) are the polynomials we want. To start, consider

k = l = 1. We find

P̃e1e2 = (−w3(z1 + z2 − 2z3) + w1(2z1 − z2 − z3)− w2(z1 − 2z2 + z3))


1

0

0

1

 (4.36)

so that the invariant polynomial is

P (z, w) = −w3(z1 + z2 − 2z3) + w1(2z1 − z2 − z3)− w2(z1 − 2z2 + z3) (4.37)

This polynomial is not extremal, which is easily verified by computing

−JR+P (z, w) = zi
∂

∂wi
P (z, w) = (z1 − z2)2 + (z1 − z3)2 + (z2 − z3)2 (4.38)

so that this is another state in the multiplet of the k = 2 primary we built in the last section.

To focus on the extremal polynomials counted in (3.37) we must implement the con-

straint that these polynomials are annihilated by JR+ . Towards this end, note that the
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polynomials in Z,W carry a representation of SU(2)R, so that we can further decompose

the polynomials according to their SU(2)R quantum numbers. Z,W form an SU(2) doublet

with Z the +1
2 state and W the −1

2 state. There is an action of Sk+l on these polynomials

that commutes with SU(2)R. This Sk+l action acts to permute the W (a) and Z(b) factors.

Denote the matrix representing σ ∈ Sk+l by Γ(σ). This rep is generated by the adjacent

permutations which are easy to build. Towards this end, note that swapping two factors

in the tensor product is accomplished by the permutation P which obeys P x⊗ y = y⊗ x,

i.e. we have

P


x1y1

x1y2

x2y1

x2y2

 =


x1y1

x2y1

x1y2

x2y2

 ⇒ P =


1 0 0 0

0 0 1 0

0 1 0 0

0 0 0 1

 (4.39)

Using the adjacent permutations we can construct any Γ(σ) and then any projector

KR =
1

(k + l)!

∑
σ∈Sk+l

χR(σ)Γ(σ) (4.40)

with χR(σ) a symmetric group character. The label R is a Young diagram with at most 2

rows. The spin of the SU(2) irrep that KR projects to is given by (R1 − R2)/2 where R1

and R2 are the lengths of the rows of R. As an example, consider k = 2 = l. The rep of

S4 we need is generated by (1 is the 2× 2 identity)

Γ((12)) = P ⊗ 1⊗ 1 Γ((23)) = 1⊗ P ⊗ 1 Γ((34)) = 1⊗ 1⊗ P (4.41)

To construct the primary corresponding to s7x2 we need to project on the SU(2)R irrep

with spin zero. This is accomplished by using the projector

Ka1a2a3a4,b1b2b3b4 =
1

4!

∑
σ∈S4

χ (σ)Γa1a2a3a4,b1b2b3b4(σ) (4.42)

It is simple to compute

Ka1a2a3a4,b1b2b3b4P̃b1b2b3b4 = (w1(z2 − z3) + w2(z3 − z1) + w3(z1 − z2))2



0

0

0
4
3

0

−2
3

−2
3

0

0

−2
3

−2
3

0
4
3

0

0

0



(4.43)
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Thus the invariant polynomial is

P (z, w) = (w1(z2 − z3) + w2(z3 − z1) + w3(z1 − z2))2 (4.44)

By inspection it is obvious that this polynomial obeys the conditions (2.25) and further

that it is a highest weight of SU(2)R, i.e. JR+P (z, w) = 0. The above polynomial suggests

a natural generalization: consider the family of polynomials indexed by the integer n

Ψn =
(
w(3)(z̄(2) − z̄(1)) + w(2)(z̄(1) − z̄(3)) + w(1)(z̄(3) − z̄(2))

)2n
(4.45)

It is obvious that they also obey (2.25) and hence that these polynomials do correspond to

primary operators. It is also clear that they are extremal, i.e. J+Ψn = 0. These primaries

have spin [2n, 0] and dimension ∆ = 3 + 4n. The translation into the free field language is

O∆=4n+3
[2n,0] =

2n∑
r=0

2n−r∑
s=0

r∑
t=0

s∑
u=0

2n−r−s∑
v=0

(2n)!(−1)t+u+v

(r − t)!t!(s− u)!u!(2n− r − s− v)!v!
×

×(P 2n−r−s
w P t+s−uz̄ φ)(P swP

r−t+v
z̄ φ)(P rwP

2n+u−r−s−v
z̄ φ) (4.46)

The polynomials we have constructed in (4.33) obey all of the conditions spelled out

in (2.25). In fact, they again obey an even stronger linear condition

∂z̄IP (~z, ~w) = 0 = ∂w̄IP (~z, ~w) (4.47)

which imply the Laplacian constraint. As a result, taking all possible values of k, l we find

that the polynomials PA(z, w) are again a finitely generated polynomial ring. This is a

consequence of the Leibnitz rule for the derivatives of a product of functions. The ring of

polynomials that correspond to extremal primaries is the polynomial ring of holomorphic

functions for

(C2)n/(C2 × Sn) (4.48)

In (3.46), we have computed the Hilbert series for the polynomials in two holomorphic

variables, that correspond to extremal primary operators built using two scalar fields. Using

generalities about Hilbert series for algebraic varieties (see [17, 18] for applications in the

context of moduli spaces of SUSY gauge theories), we know that if the ring is generated

by h homogeneous elements of positive degrees d1, · · · , dh, then the Hilbert series is a

rational fraction

HS(t) =
Q(t)∏h

i=1(1− tdi)
(4.49)

where Q is a polynomial with integer coefficients. Thus, we see from (3.46) that for n = 3

the polynomials PA(z, w) are a finitely generated polynomial ring with 4 generators and one

relation and that this space of polynomials is a complete intersection and it is 3 dimensional.
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Using this Hilbert series and the explicit constructions described above, we can identify

the generators (zij ≡ zi − zj)

G1 = (z12)2 + (z13)2 + (z23)2 ↔ s2xy

G2 = (z13 + z23)(z31 + z21)(z12 + z32) ↔ s3
√
x3y3

G3 =

∣∣∣∣∣∣∣
w1 w2 w3

z1 z2 z3

1 1 1

∣∣∣∣∣∣∣
2

↔ s4x2

G4 =

∣∣∣∣∣∣∣
z2

1 z
2
2 z

2
3

z1 z2 z3

1 1 1

∣∣∣∣∣∣∣×
∣∣∣∣∣∣∣
w1 w2 w3

z1 z2 z3

1 1 1

∣∣∣∣∣∣∣ ↔ s5x
5
2 y

3
2

(4.50)

of this ring. Consider the last generator above: either of the determinants being multiplied

is antisymmetric under permuting 1, 2 or 1, 3 or 2, 3 so that the product is symmetric. The

relation obeyed by these generators is easily identified

27 (G4)2 +G3

(
(G2)2 − 1

2
(G1)3

)
= 0 (4.51)

Once again the ring structure exhibited by the polynomials implies a genuinely new struc-

ture for the extremal primary operators that was not previously recognized. The Hilbert

series in more complicated situations encodes detailed information about the generators of

the ring, relations between these generators, relations between the relations and so on. An

example of this structure is given in appendix C.

The Hilbert series we have computed so far exhibit a palindromic property of the

numerators. This can be verified for Zz,w
3 (s, x, y) and Zz,w

4 (s, x, y). A general property of

the numerators

Qn(s, x, y) =

D∑
k=0

ak(x, y)sk (4.52)

is that aD−k(x, y) = ak(x, y). A theorem due to Stanley [19] suggests that this palindromic

property of the numerators implies the Calabi-Yau property of the underlying orbifolds.

It is fascinating that non-trivial properties of the combinatorics of primary fields in four

dimensional scalar field theory is related to the geometry of Calabi-Yau orbifolds (4.48).

Motivated by this connection, we will prove this palindromic property of the numerators

in the next section.

To obtain Gz,wn (s, x, y) from Zz,wn (s, x, y), we have kept only the highest weight operator

(under SU(2)) from a complete spin multiplet of primary operators. Geometrically, this

can be viewed as modding out by the action of G+, generated by the SU(2) raising operator

J+, i.e. G+ is the unipotent group of upper triangular 2×2 matrices with 1 on the diagonal.

Consequently, the Hilbert series Gn(s, x, y) is the polynomial ring of functions for

(C2)n

(C2 ×G+ × Sn)
(4.53)
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4.3 Palindromy properties

The palindromic property of the Hilbert series can be stated as follows

Zz,wn (q−1
1 , q−1

2 ) = (q1q2)n−1Zz,wn (q1, q2) (4.54)

In this section we will prove that our Hilbert series Zz,wn (q1, q2) do indeed enjoy this trans-

formation property.

Our starting point is the formula

Zz,wn (q1, q2) = sn
∑
Λ`n

ZSH(q1,Λ)ZSH(q2,Λ) (4.55)

where q1 = s
√
xy, q2 = s

√
x/y. This has the property Zz,wn (q1, q2) = Zz,wn (q2, q1). The

exchange of q1, q2 amounts to the inversion of y. Now, observe that

ZSH(q−1,Λ) = (−q)n−1ZSH(q,ΛT ) (4.56)

This is easily demonstrated using the explicit formula (4.25) and the identity

∑
b

hb =
1

2

(∑
i

ci(ci + 1) +
∑
i

ri(ri + 1)

)
− n

=
1

2

(∑
i

c2
i −

∑
i

r2
i

)
(4.57)

Here ci is the length of the i’th column and ri is the length of the i’th row. Also note that

the row lengths of ΛT are the column lengths of Λ and vice versa. The identity can be

understood as follows. As we sum over hook lengths, for each column of length ci we have

a contribution to the sum of 1 + 2 + · · ·+ ci as we start from the bottom and go up to the

top. For each row, we can similarly sum 1 + 2 · · ·+ ri, but this over counts 1 for each box.

Hence the identity. Using this result

Zz,wn (q−1
1 , q−1

2 ) = sn(q1q2)n−1
∑
Λ`n

ZSH(q1,Λ
T )ZSH(q2,Λ

T )

= sn(q1q2)n−1
∑
Λ`n

ZSH(q1,Λ)ZSH(q2,Λ)

= (q1q2)n−1Zz,wn (q1, q2) (4.58)

In the last step, we used the fact that transposition is a symmetry of the set of Young

diagrams. Summing over ΛT is the same as summing over Λ.

The Hilbert series Gz,wn (s, x, y) also exhibit the palindromy property. We know

Zz,wn (s−1, x−1, y−1) = s2n−2xn−1Zz,wn (s, x, y) (4.59)

Also (CCW for counterclockwise and CW for clockwise)

Gz,wn (s, x, y) =
1

2πi

∮
CCW

dz

(
1− 1

z2

)
Zz,wn (s, x, z2)

1

z −√y
(4.60)
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We will study
√
yGz,wn (s, x, y) which can be written in two equivalent ways

√
yGz,wn (s, x, y) =

1

2πi

∮
CCW

dz

(
1− 1

z2

)
Zz,wn (s, x, z2)

√
y

z −√y

=
1

2πi

∮
CCW

dz

(
1− 1

z2

)
Zz,wn (s, x, z2)

z

z −√y
(4.61)

Both of the representations will be needed below. Now, study

1
√
y
Gz,wn (s−1, x−1, y−1) =

1

2πi

∮
CCW

dz

(
1− 1

z2

)
Zz,wn (s−1, x−1, z2)

1√
y

z − 1√
y

=
1

2πi

∮
CCW

dz

(
1− 1

z2

)
Zz,wn (s−1, x−1, z2)

1
√
yz − 1

(4.62)

Now change integration variables from z to w = 1
z to find

1
√
y
Gz,wn (s−1, x−1, y−1) = − 1

2πi

∮
CW

dw

w2

(
1− w2

)
Zz,wn (s−1, x−1, w−2)

w
√
y − w

=
s2n−2xn−1

2πi

∮
CCW

dw

(
1− 1

w2

)
Zz,wn (s, x, w)

w

w −√y
= s2n−2xn−1√yGz,wn (s, x, y) (4.63)

4.4 Gorenstein, Calabi-Yau and top-forms

In this section we would like to return to the issue of the Calabi-Yau property for the per-

mutation orbifolds relevant for the combinatorics of the primaries. Stanley’s theorem [19]

tells us that a Cohen Macauly ring that is an integral domain and has a palindromic Hilbert

series, is a Gorenstein ring. Further, since our rings are defined over an affine space the

canonical bundle in this case is trivial, establishing the Calabi-Yau property. According

to [29], the rings that we consider are Cohen Macaulay because they are the quotient of a

Noetherian ring (C2)n/C2 by a reductive group Sn. However, in general, the relevant rings

are not an integral domain. It is therefore not clear that we can apply Stanley’s theorem

to conclude that our permutation orbifolds are Calabi-Yau.

An alternative approach to demonstrating the Calabi-Yau property, is to construct a

nowhere vanishing top form. To motivate the general formula, it is useful to start with

some simple cases. For n = 2 the top form

Ω(n−1)(dz) = dz12 = dz1 − dz2 (4.64)

is clearly a translation invariant form on C2 so it is clearly a top form on the quotient

C2/C. It is odd under S2. For n = 3, a translation invariant, Sn-odd top form is given by

Ω(n−1)(dz) = dz12 ∧ dz23 = dz1 ∧ dz2 − dz1 ∧ dz3 + dz2 ∧ dz3 (4.65)

For general n, we have

Ω(n−1)(dz) = dz12 ∧ dz23 ∧ · · · ∧ dzn−1,n

=

n∑
k=1

I∂kdz1 ∧ dz2 ∧ · · · ∧ dzn (4.66)
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The operator I∂k removes the dzk in the n-form and leaves an (n − 1)-form, with a sign

(−1)k−1. In terms of these, the top forms for the orbifolds relevant for the extremal primary

problem are

Ω(n−1)(dz) ∧ Ω(n−1)(dw) (4.67)

5 Vector model primaries: symmetry breaking S2n → Sn[S2]

Up to now we have considered a single real scalar field. However, the methods we have

developed readily apply in more general settings. For applications to holography [30], it is

natural to consider the free gauged O(N) vector model, conjectured to be dual to higher

spin gravity [31]. The scalar field is now an O(N) vector and primaries must be O(N)

gauge invariants. In this section we will explain how the techniques we have developed

in this article apply to the counting and construction of primaries in the gauged O(N)

vector model.

To obtain a gauge invariant, all vector indices must be contracted. Thus, to construct

a primary, we now distribute the derivatives among

φI1φI1φI2φI2 · · ·φInφIn (5.1)

where the vector indices Ia are summed from 1 to N . We no longer have an S2n symmetry

acting to swap the bosonic fields. The symmetry is broken to a smaller group which can

swap the fields in a given contracted pair, or it can swap the pairs. This symmetry group

is the wreath product Sn[S2]. Thus, we don’t want to project V ⊗2n
+ onto the trivial of S2n

(i.e. Sym(V ⊗2n
+ )), we rather want to project onto the trivial of Sn[S2]. We will restrict

attention to the case where 2n < N . This avoids subtleties due to finite N relations,

associated with the stringy exclusion principle in the context of matrix invariants. These

can be dealt with using a Young diagram basis, which is left for a future discussion.

We know the character for the fundamental representation V+ of SO(4, 2). To repeat

the analysis we carried out for the free scalar, we need the character for the tensor product

of 2n fields, after projecting to the trivial of Sn[S2]. This gives

χHn(s, x, y) =
1

2nn!

∑
σ∈Sn[S2]

TrV ⊗2n(σM⊗2n) (5.2)

where M is again given by s∆xJ
L
3 yJ

R
3 . This is equal to

χHn(s, x, y) =
∑
p`2n

ZSn[S2]
p

∏
i=1

(TrM i)pi =
∑
p`2n

ZSn[S2]
p

∏
i=1

(∑
a

mi
a

)pi
(5.3)

where ma are the eigenvalues of M and Z
Sn[S2]
p is the cycle index, which gives the number

of permutations in Sn[S2] with cycle structure specified by pi. The generating function for

these cycle indices is known (see e.g. [35]) and can be used to find the following generating
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function for the characters

∞∑
n=0

tnTrHn(M) =
∏
a

1√
1− tm2

a

∏
a 6=b

1√
(1− tmamb)

=
∏
a

1√
1− tm2

a

∏
a>b

1

(1− tmamb)
(5.4)

We can now argue as we did in section 3. Using the known eigenvalues of M , the general-

ization of (3.7) is given by

Z(s, x, y) =

∞∑
n=0

tnχHn(s, x, y)

=

∞∏
q=0

q
2∏

a=− q
2

q
2∏

b=− q
2

1√
1− ts2q+2x2ay2b

×
∞∏
q2=0

q2
2∏

a2=− q2
2

q2
2∏

b2=− q2
2

∏
(q1,a1,b1)<(q2,a2,b2)

1

(1− tsq1+q2+2xa1+a2yb1+b2)
(5.5)

This can be simplified further. We can order the triples (q, a, b) as follows: the inequality

(q1, a1, b1) < (q2, a2, b2) means: q1 < q2 or q1 = q2, a1 < a2, or q1 = q2, a1 = a2, b1 < b2.

Alternatively, we can write

Z(s, x, y) =

∞∏
q=0

q
2∏

a=− q
2

q
2∏

b=− q
2

1√
(1− ts2q+2x2ay2b)

×
∞∏
q2=0

q2
2∏

a2=− q2
2

q2
2∏

b2=− q2
2

∞∏
q1=0

q1
2∏

a1=− q1
2

q1
2∏

b1=− q1
2

1√
(1− tsq1+q2+2xa1+a2yb1+b2)

(5.6)

We can now define the generating function (here we take n > 1 to avoid complications with

null states)

G
O(N)
2n (s, x, y) =

∞∑
d=0

∑
j1,j2

N
O(N)
[2n+d,j1,j2]s

2n+dxj1yj2 (5.7)

which is given by

G
O(N)
2n (s, x, y) =

[(
1− 1

x

)(
1− 1

y

)
Z2n(s, x, y)

]
≥

(5.8)

where

Z2n(s, x, y) = χHn(s, x, y)(1− s√xy)

(
1− s

√
x

y

)(
1− s

√
y

x

)(
1− s
√
xy

)
=
∞∑
d=0

∑
j1,j2

N
O(N)
[2n+d,j1,j2]s

2n+dχj1(x)χj2(y) (5.9)
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For n = 1 we need to subtract out the null states that are present since the primaries being

counted include conserved higher spin currents.

We can again specialize to the counting of extremal primaries. For example, the leading

twist primaries are counted by G
O(N),max
2n (s, x, y) where

∞∑
n=0

tnG
O(N),max
2n (s, x, y) =

∞∑
n=0

tn(1− s√xy)χ
O(N),max
2n (s, x, y) (5.10)

∞∑
n=0

χ
O(N),max
2n (s, x, y)tn =

∞∏
q=0

1√
1− ts2q+2xqyq

∞∏
q1,q2=0

1√
1− tsq1+q2+2x

q1+q2
2 y

q1+q2
2

(5.11)

It is now straightforward to obtain the Hilbert series for leading twist primaries built using

4 fields

G
O(N),max
4 (s, x, y) =

s4(1− s6x3y3)

(1− s2xy)2(1− s3x
3
2 y

3
2 )(1− s4x2y2)

(5.12)

This shows that there are 4 generators and a single relation, that this space of operators

is a complete intersection and it is 3 dimensional. In a similar way we have

G
O(N),max
6 (s, x, y) =

s6(1− s√xy + s3x
3
2 y

3
2 − s7x

7
2 y

7
2 + s9x

9
2 y

9
2 − s10x5y5)

(1− s√xy)(1− s2xy)2(1− s3x
3
2 y

3
2 )(1− s4x2y2)(1− s6x3y3)

(5.13)

The Hilbert series for these primaries are again palindromic. For the case of one-complex

variable that we are discussing, we have

G
O(N),max
2n (q) = s2n

∑
Λ`2n
Λeven

ZSH(q,Λ) (5.14)

Using this formula and (4.56) we find

G
O(N),max
2n (q−1) = s2n

∑
Λ`2n
Λeven

ZSH(q−1,Λ)

= −q2n−1s2n
∑
Λ`2n
Λeven

ZSH(q,ΛT )

= −(q)2n−1GO(N),max(q) (5.15)

This demonstrates the palindromy property for the Hilbert series associated to the orbifold

(C)2n/(C× Sn[S2]) (5.16)

Now consider the two complex variable case.

Z(s, x, y) =
∞∏
q=0

1√
1− t s2q+2xqyq

∞∏
q1,q2=0

1√
1− t sq1+q2+2x

q1+q2
2 y

q1+q2
2

=
∞∑
t=0

tnχz,wHn (s, x, y) (5.17)
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it is natural to consider the generating functions

ZO(N),zw
n (s, x, y) = (1− s√xy)(1− s

√
x

y
)χz,wHn (s, x, y) (5.18)

and

GO(N),zw
n =

[(
1− 1

y

)
ZO(N),zw
n (s, x, y)

]
≥

(5.19)

A straightforward computation gives

Z
O(N),zw
4 (s, x, y) =

g(s, x, y)

(1− s
√

x
y )4(1− s√xy)4(1 + s

√
x
y )2(1 + s

√
xy)2(1 + s2 x

y )(1 + s2xy)

(5.20)

where

g(s, x, y) = s4

(
1− (s

√
x+ s3x

3
2 + s5x

5
7 + s7x

7
2 )

(
√
y +

1
√
y

)
+(s8x4 + s4x2 + 2s2x+ 2s6x3) + (s4x2 + s2x+ s6x3)

(
y + 1 +

1

y

))
(5.21)

This result can be recovered by using the generating function

s4
∑

Λ1,Λ2

(C( ,Λ1,Λ2) + C( ,Λ1,Λ2))ZSH(Λ1, s
√
xy)ZSH

(
Λ2, s

√
x

y

)
(5.22)

Recall that

ZSH(Λ, q) = (1− q)q
∑
i ci(ci−1)/2

∏
b

1

(1− qhb)
(5.23)

Formula (5.22) is a consequence of the fact that an irrep Λ of S2n contains the trivial of

Sn[S2] with multiplicity 1. For the example given above, using the fact that the non-zero

terms are

C( ,Λ1,Λ2) = δΛ1,Λ2

C( , , ) = C( , , ) = 1

C( , , ) = C( , , ) = 1

C( , , ) = C( , , ) = 1

C( , , ) = C( , , ) = 1

C( , , ) = 1 (5.24)

we obtain complete agreement between (5.20) and (5.22). The geometries associated to

Z
O(N),zw
2n (s, x, y) are

(C2)2n

(C2 × Sn[S2])
(5.25)
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and, after we impose the G+ condition, the geometries for G
O(N),zw
2n (s, x, y) are

(C2)2n

(G+ × Sn[S2])
(5.26)

G+ is the unipotent group of upper triangular 2 × 2 matrices with 1 on the diagonal. For

the 2-complex variables case, we have the Hilbert series

ZO(N),zw
n (q1, q2) = s2n

∑
λ1,Λ2`2n

∑
Λ`2n
Λeven

C(Λ1,Λ2,Λ)ZSH(q1,Λ1)ZSH(q2,Λ2) (5.27)

where C(R,S, T ) is the Kronecker coefficient giving the number of Sn invariants in the

tensor product of three irreps R,S, T of Sn. Applying the inversion

Z
O(N),zw
2n (q−1

1 , q−1
2 ) = s2n

∑
λ1,Λ2`2n

∑
Λ`2n
Λeven

C(Λ1,Λ2,Λ)ZSH(q−1
1 ,Λ1)ZSH(q−1

2 ,Λ2)

= s2n(q1q2)2n−1
∑

λ1,Λ2`2n

∑
Λ`2n
Λeven

C(Λ1,Λ2,Λ)ZSH(q1,Λ
T
1 )ZSH(q2,Λ

T
2 )

= s2n(q1q2)2n−2
∑

λ1,Λ2`2n

∑
Λ`2n
Λeven

C(ΛT1 ,Λ
T
2 ,Λ)ZSH(q1,Λ1)ZSH(q2,Λ2)

= s2n(q1q2)2n−1
∑

λ1,Λ2`2n

∑
Λ`2n
Λeven

C(Λ1,Λ2,Λ)ZSH(q1,Λ1)ZSH(q2,Λ2)

= (q1q2)2n−1ZO(N),zw
n (q1, q2) (5.28)

In going from the second to third line, we renamed Λ1 → ΛT1 , Λ2 → ΛT2 . In going from the

third to fourth line, we used an invariance of the Kronecker multiplicity

C(Λ1,Λ2,Λ) = C(ΛT1 ,Λ
T
2 ,Λ) (5.29)

which follows from

C(Λ1,Λ2,Λ) =
1

(2n)!

∑
σ∈S2n

χΛ1(σ)χΛ2(σ)χΛ(σ) (5.30)

and

χΛT (σ) = (−1)σχΛ(σ) (5.31)

where (−1)σ is the parity of σ. The formula (5.28) demonstrates that the palindromy

property of the Hilbert series for the counting of vector model primaries.

6 Matrix model primaries

Another interesting generalization of the single real scalar field, is to a matrix scalar. We

gauge the free theory. The net effect is that we look for primary operators with all indices

contracted. There are many ways that the indices can be contracted, corresponding to the
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different possible multitrace structures that can be written down. Thus, generalizing to

the matrix scalar introduces an interesting non-trivial structure to the problem.

The large N counting of gauge invariant functions of a single matrix, is achieved by

integrating [32]

Z(x) =

∫
dUe

∑
i
xi

i (trU)itr(U†)i =

∞∏
i=1

1

(1− xi)
(6.1)

For multi-matrices, the large N counting is [32]

Z(xi) =

∫
dUe

∑
i
(
∑
a x

i
a)

i (trU)itr(U†)i =

∞∏
i=1

1

(1−
∑M

a=1 x
i
a)

(6.2)

where M is the number of matrices in the model. Specializing to the 2-matrix case, this is

Z(x, y) =

∞∏
i=1

1

(1− xi − yi)
(6.3)

For the matrix scalar, we have matrix fields

∂l,mφ
i
j (6.4)

l denotes a symmetric traceless irrep of SO(4) and m runs over the states in this irrep.

There are known methods that can be used to write diagonal bases for the local operators

of this theory [15, 33]. For the large N counting of gauge invariants built from derivatives

of a single matrix, we have [34]

Z(t, s, x, y) =

∫
dUe

∑∞
i=1

∑∞
q=0

∑ q
2
aq,bq=−

q
2

(ts(1+q)xaq ybq )i

i
trU itr(U†)i

(6.5)

Note that this can also be written as

Z(t, s, x, y) =

∫
dUe

∑∞
i=1

ti

i
χV+ (si,xi,yi)trU itr(U†)i (6.6)

By repeating steps similar to the ones we did for the integral encountered in case of multi-

matrices, we get

Z(t, s, x, y) =
∞∏
i=1

1

(1−
∑∞

q=0

∑ q
2

aq ,bq=− q2
tisi+qixiaqyibq)

(6.7)

To simplify this further, we will derive an identity quoted in [32]. The state space of a

single scalar V+ is obtained by acting on the ground state with products of the operators

Pµ. This is a 4D irrep of SO(4) = SU(2) × SU(2) with spins (1/2, 1/2). The equation of

motion says that PµPµ acting on the ground state is zero. An immediate consequence is

that the independent states in V+ generated by q copies of P transform as the symmetric
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traceless irrep of SO(4), corresponding to the Young diagram with a single row of length

q. This irrep of SO(4) is the (q/2, q/2) irrep of SU(2)× SU(2). It immediately follows that

χV+(s, x, y) = trV+(sDxJLyJR)

= s
∞∑
q=0

sqχq/2(x)χq/2(y)

= s

∞∑
q=0

sq
q/2∑

aq=−q/2

xaq
q/2∑

bq=−q/2

ybq (6.8)

This character was used above in (6.5) and (6.6). The state space obtained by acting with

all the Pµ’s, without setting PµPµ = 0 has character

χṼ+(s, x, y) = trṼ+s
DxJLyJR = s

∞∑
p=0

∞∑
q=0

s2psqχq/2(x)χq/2(y) (6.9)

The p summation is over the number of powers of P 2. A basis in Ṽ+ can be given by

multiplying powers of P 2 with traceless products. Doing the sum over p, we find

χ
Ṽ+

(s, x, y) = s(1− s2)−1χV +(s, x, y) (6.10)

so that

χV +(s, x, y) = (1− s2)s−1χ
Ṽ+

(s, x, y) (6.11)

Now by thinking about Ṽ+ as isomorphic to the Fock space generated by four oscillators

Pµ (which transform in the (1/2, 1/2) of SU(2)× SU(2)) it is evident that

χ
Ṽ+

(s, x, y) =
s

(1− s√xy)(1− s
√

x
y )(1− s/√xy)(1− s

√
y
x)
≡ sP (s, x, y) (6.12)

and so we find

χV +(s, x, y) = (1− s2)P (s, x, y) = s

∞∑
q=0

sq
q/2∑

aq=−q/2

xaq
q/2∑

bq=−q/2

ybq (6.13)

Thus, we have the identity

∞∑
q=0

sq
q/2∑

aq=−q/2

xaq
q/2∑

bq=−q/2

ybq =
−(s− s−1)

(1− s√xy)(1− s
√

x
y )(1− s/√xy)(1− s

√
y
x)

(6.14)

Using this identity, we can now rewrite (6.7) as

Z(s, x, y) =
∞∏
i=1

1 +
(ts)i(si − s−i)

(1− si
√
xiyi)(1− si

√
xi

yi
)(1− si

√
yi

xi
)(1− si/

√
xiyi)


−1

=
∞∑
n=0

tnχn(s, x, y) (6.15)
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As we did above, we can define two primary generating functions as follows

Zn(s, x, y) =
∑
∆

∑
j1,j2

N (n)
[∆,j1,j2]s

∆χj1(x)χj2(y)

= χn(s, x, y)(1− s√xy)

(
1− s

√
x

y

)(
1− s

√
y

x

)(
1− s
√
xy

)
(6.16)

and

Gn(s, x, y) =
∑
∆

∑
j1,j2

N (n)
[∆,j1,j2]s

∆xj1yj2

=

[(
1− 1

x

)(
1− 1

y

)
Zn(s, x, y)

]
≥

(6.17)

Here N (n)
[∆,j1,j2] counts the number of primaries of dimension ∆ and spins (j1, j2) that can

be constructed using n matrix fields. We can again specialize the counting to counting

leading twist primaries, or to count extremal primaries. The relevant generating function

for the counting of extremal primaries is given by

Zzwn (s, x, y) = sn
∑

Λ1,Λ2`n

∑
RΛ`n

ZSH(s
√
xy,Λ1)ZSH(s

√
x

y
,Λ2)C(Λ1,Λ2,Λ)C(R,R,Λ)

(6.18)

This follows from the general counting of matrix gauge invariants in the case where the

matrices Xa transform under some global symmetry group G, given in [15]. The resulting

Hilbert series, for n = 3, is

Zzw3 =
s3Υ(s, x, y)

(1−s
√

x
y )2(1+s

√
x
y )(−1+s

√
xy)2(1+s

√
xy)
(
s2 x

y +s
√

x
y +1

)(
1+s
√
xy+s2xy

)
Υ(s, x, y) = 3 + 3s6x3 + (s

√
x+ s5x

5
2 )

(
1
√
y

+
√
y

)
+ (s2x+ s4x2)

(
1

y
+ 5 + y

)
+s3x

3
2

(
1

y
3
2

+
5
√
y

+ 5
√
y + y

3
2

)
(6.19)

This counts the total number of primaries we can build from 3 matrix fields. We can refine

this counting by specifying the trace structure. Schematically, the primaries we study have

the form

O =
∑
~n,~m

c~n ~m∂
n1
z1 ∂

m1
w1
φi1iσ(1)∂

n2
z2 ∂

m2
w2
φi2iσ(2)∂

n3
z3 ∂

m3
w3
φi3iσ(3)

∣∣∣
zk=z,wk=w

(6.20)

i.e. they are specified by allowing derivatives to act on some gauge invariant operator

specified by the permutation σ ∈ Sn. After we translate to the polynomial language,

primaries are specified by polynomials in n variables zi and wi, as well as by the trace

structure, i.e. they are functions on the space

(C2)n

C2
× Sn (6.21)
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These functions have to be invariant under an action of γ ∈ Sn

γ : (wI , zJ , σ)→ (wγ(I), zγ(I), γ
−1σγ) γ ∈ Sn (6.22)

Modding out by this symmetry we find the primaries are functions on the space

((C2)n × Sn)

(C2 × Sn)
(6.23)

We can also obtain a description by fixing a specific permutation, and then dividing by

those permutations γ that fix σ. Lets work out this description for n = 3. For primaries

obtained by acting with derivatives on Tr(φ)3, σ = (1)(2)(3) which is left invariant by

γ ∈ S3. Thus, we need to consider

(C2)3

(C2 × S3)
(6.24)

We need to project to the trivial of S3 and hence

Zzw(Trφ)3 = s3
∑
Λ`3

ZSH(s
√
xy,Λ)ZSH

(
s

√
x

y
,Λ

)

=
s3
(

1 + s2x+ s4x2 + s6x3 + s3x
3
2

(
1√
y +
√
y
))

(1− s√xy)2(1 + s
√
xy)(−1 + s

√
xy)2(1 + s

√
xy)

(
s2 x

y + s
√

x
y + 1

) (
1 + s

√
xy + s2xy

)
(6.25)

For primaries obtained by acting with derivatives on (Trφ2)Tr(φ), we can choose σ =

(12)(3) which is left invariant by S2 × S1. Thus, we need to consider

(C2)3

(C2 × S2 × S1)
(6.26)

where S2 contains permutations of (z1, w1) and (z2, w2). Thus, we need to project to the

trivial ( , ) of the S2 × S1 subgroup. This representation is subduced once by and once

by . Thus

Zzw(Trφ2)Tr (φ) = s3ZSH(s
√
xy, )ZSH

(
s

√
x

y
,

)
+ 2s3ZSH(s

√
xy, )ZSH

(
s

√
x

y
,

)
+s3ZSH

(
s
√
xy,

)
ZSH

(
s

√
x

y
,

)
+ s3ZSH(s

√
xy, )ZSH

(
s

√
x

y
,

)
+s3ZSH(s

√
xy, )ZSH

(
s

√
x

y
,

)
+ s3ZSH(s

√
xy, )ZSH

(
s

√
x

y
,

)
+s3ZSH

(
s
√
xy,

)
ZSH

(
s

√
x

y
,

)
=

s3(1 + s2x)

(1− s√xy)2(1 + s
√
xy)(−1 + s

√
xy)2(1 + s

√
xy)

(6.27)

For primaries obtained by acting with derivatives on Tr(φ3), we can take σ = (123) which

is left invariant by Z3. Thus, need to consider

(C2)3

(C2 × Z3)
(6.28)
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where Z3 is the group comprising {1, (123), (132)}. We need to project to the trivial of Z3.

The trivial of Z3 is subduced once by and once by . Thus

Zzw(Trφ3) = s3ZSH(s
√
xy, )ZSH

(
s

√
x

y
,

)
+ 2s3ZSH(s

√
xy, )ZSH

(
s

√
x

y
,

)
+s3ZSH

(
s
√
xy,

)
ZSH

(
s

√
x

y
,

)
+ s3ZSH(s

√
xy, )ZSH

(
s

√
x

y
,

)
+s3ZSH

(
s
√
xy,

)
ZSH

(
s

√
x

y
,

)

=
s3
(

1 + s4x2 − (s
√
x+ s3x

3
2 )( 1√

y +
√
y) + s2x( 1

y + 3 + y)
)

(1− s
√

x
y )2(1− s√xy)2(s2 x

y + s
√

x
y + 1)(1 + s

√
xy + s2xy)

(6.29)

Note that

Zzw3 = ZzwTr (φ)3 + ZzwTr (φ2)Tr (φ) + ZzwTr (φ3) (6.30)

as it must be. The permutation quotient geometry which includes all trace structures is

(C2)n × Sn
(C2 × Sn)

(6.31)

This has an SU(2) action. We can again look at functions which are annihilated by J+.

Let G+ be the subalgebra of GL(2,C) generated by J+. The Hilbert series in this case is

Gzwn . The algebra of functions annihilated by J+ corresponds to functions on

(C2)n × Sn
(C2 × Sn ×G+)

(6.32)

It is again possible to establish the palindromic property for the Hilbert series relevant for

the matrix case. In the matrix case, we have the counting function

Zzwn (q1, q2) = sn
∑

Λ1,Λ2`n

∑
R`n

C(Λ1,Λ2,Λ)C(R,R,Λ)ZSH(q1,Λ1)ZSH(q2,Λ2) (6.33)

The symmetry under q1 ↔ q2, equivalently x→ x, y → y−1 is clear. Now apply inversion

Zzwn (q−1
1 , q−1

2 ) = sn
∑

Λ1,Λ2`n

∑
R`n

C(Λ1,Λ2,Λ)C(R,R,Λ)ZSH(q−1
1 ,Λ1)ZSH(q−1

2 ,Λ2)

= sn(q1q2)n−1
∑

Λ1,Λ2`n

∑
R`n

C(Λ1,Λ2,Λ)C(R,R,Λ)ZSH(q1,Λ
T
1 )ZSH(q2,Λ

T
2 )

= sn(q1q2)n−1
∑

Λ1,Λ2`n

∑
R`n

C(ΛT1 ,Λ
T
2 ,Λ)C(R,R,Λ)ZSH(q1,Λ1)ZSH(q2,Λ2)

= sn(q1q2)n−1
∑

Λ1,Λ2`n

∑
R`n

C(Λ1,Λ2,Λ)C(R,R,Λ)ZSH(q1,Λ1)ZSH(q2,Λ2)

= (q1q2)n−1Zzwn (q1, q2) (6.34)
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7 Summary and outlook

We mapped the algebraic problem of constructing primary fields in the quantum field

theory of a free scalar field φ in four dimensions to one of finding polynomial functions

on (R4)n subject to constraints involving Laplace’s equation on each factor, a condition

of invariance under translations by the diagonal R4 and an Sn symmetry related to the

bosonic statistics of the elementary field (2.25). By considering holomophic solutions to the

Laplacian conditions, we mapped the primary fields to functions on the complex orbifold

(C2)n/(C2 × Sn) (7.1)

We showed that this space has a palindromic Hilbert series and is Calabi-Yau. We gener-

alized the discussion to the quantum field theory of free vector fields φI(x) in the large N

limit and found that the orbifold

(C2)2n/(C2 × Sn[S2]) (7.2)

plays an analogous role. We established the palindromy property. We then considered the

free matrix scalar in four dimensions φji (x) again in the large N limit. The orbifold is now

((C2)n × Sn)/(C2 × Sn) . (7.3)

We established the palindromy of the Hilbert series.

In this paper we have focused on the explicit construction of extremal primary fields.

However, the formulation of the problem of constructing general primary fields given

in (2.25), as a system of equations for harmonic polynomal functions on (R4)n, should

be useful beyond the extremal sector. In this more general case, we have to include non-

holomorphic solutions to the harmonic constraints - solving this simultaneously with the

symmetry and translation constraints proves surprisingly tricky. In this case, we do not

expect the ring structure of the extremal primaries to survive. Our preliminary investi-

gations indicate that this most general problem has a graph-theoretic formulation, which

will be interesting to exploit. At the level of counting these primaries, we still have the full

expressions for the so(4, 2) characters of Symn(V+) which, once expanded in terms of irre-

ducible representations, will in principle yield the counting for the general case. However

finding explicit expressions analogous to (3.46) or (3.50) looks challenging. It would very

interesting to explore the possible application of the higher spin symmetries and twistor

space variables of [36, 37] in shedding light on this problem. It is interesting to note that

symmetric group representation theoretic questions close to (but not identical) to the ones

we have used have played a role in the discussion of higher spin symmetries in [20]. Some

recent mathematical results on these symmetric group multiplicities are in [38].

A number of immediate generalizations of the current work are: free fermions, gauge

fields, the free limit of QCD and supersymmetric theories. Some of the early constructions

of primary fields — in the SL(2) sector which is a special case of the extremal operators we

considered — were done in the context of deep inelastic scattering in QCD (see for exam-

ple the review [39]). It will be fascinating to explore QCD applications of the holomorphic
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primaries considered here. The explicit enumeration and construction of superconformal

primary fields in N = 4 SYM will give a better understanding of the dual AdS5×S5 back-

ground. While the map between branes and geometries in the half-BPS sector of the bulk

and the half-BPS states in N = 4 SYM [40–42] is reasonably well understood, there are

important open problems, most notably in the sector of sixteenth BPS states [43] but also

in the quarter and eighth-BPS sectors (some progress on branes states in these sectors is

in [44–51]). A better understanding of operators with derivatives is a step in the direction

of a more complete picture of the duality map in general. The construction of holomorphic

primaries for the 1-matrix case should admit, without much diffculty, generalization to

multi-matrix systems and more generally to quiver theories by combining the methods of

the present paper with those of [15, 52–57]. Another natural direction is to consider correla-

tors involving the extremal primary fields and the determination of anomalous dimensions

for these fields at the Wilson-Fischer fixed point using the techniques of [6].
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A Decomposing Symn(V+) for small values of n

In this appendix we will discuss an alternative approach to the problem of decomposing

Sym(V ⊗n+ ) into irreps for some low values of n. This approach was developed in detail in [1].

The results obtained using the methods outlined in this appendix are in complete agreement

with the results derived in section 3. The method of [1] starts with the observation that

projection onto the completely symmetrized representation is easily accomplished with the

help of Young projectors. For example, for n = 3 we have

χSym3(V ) =
1

6

(
(χV+(s, x, y))3 + 3χV+(s, x, y)χV+(s2, x2, y2) + 2χV+(s3, x3, y3)

)
(A.1)

Evaluating the right hand side is most easily achieved by using the formula

χV +(sn, xn, yn) = P (sn, xn, yn)sn(1− s2n)

= sn
∞∑
q=0

snq

 bq/2c∑
l=0,1,...

χ qn
2
−nl(x)−

b(q−1)/2c∑
l=0,1,...

χ qn
2
−nl−1(x)


×

 bq/2c∑
l=0,1,...

χ qn
2
−nl(y)−

b(q−1)/2c∑
l=0,1,...

χ qn
2
−nl−1(y)

 (A.2)
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We also need an identity which rewrites χV +(sn, xn, yn) as SU(2) characters multiplied by

P (s, x, y); these can very easily be translated into A[·,·,·]s, in the notation of [32]. This

is easily achieved by using the well known product rule for SU(2) characters as well as

the identity

1 = P (s, x, y)(1− sx1/2y1/2)(1− sx1/2y−1/2)(1− sx−1/2y1/2)(1− sx−1/2y−1/2)

= P (s, x, y)
[
1 + s4 − s(1 + s2)χ 1

2
(x)χ 1

2
(y) + s2(χ1(x) + χ1(y))

]
(A.3)

A straight forward computation now gives the desired decomposition. A few examples of

the method are given below.

χSym3(V ) = A[3,0,0] +A[5,1,1] +A[6, 3
2
, 3
2

] +A[7,2,2] +A[7,0,2] +A[7,2,0]

+A[8, 5
2
, 5
2

] +A[8, 3
2
, 5
2

] +A[8, 5
2
, 3
2

] + 2A[9,3,3] +A[9,1,3] +A[9,3,1]

+A[10, 7
2
, 7
2

] +A[10, 7
2
, 5
2

] +A[10, 5
2
, 7
2

] +A[10, 7
2
, 3
2

] +A[10, 3
2
, 7
2

] + . . . (A.4)

χSym4(V ) = A[4,0,0] +A[6,1,1] +A[7, 3
2
, 3
2

] +A[8,0,0] +A[8,0,2] +A[8,2,0] +A[8,1,1] + 2A[8,2,2]

+A[9, 3
2
, 1
2

] +A[9, 5
2
, 1
2

] +A[9, 1
2
, 3
2

] +A[9, 5
2
, 3
2

] +A[9, 1
2
, 5
2

] +A[9, 3
2
, 5
2

] +A[9, 5
2
, 5
2

]

+A[10,0,0] + 2A[10,1,1] +A[10,2,1] + 2A[10,3,1] +A[10,1,2] + 2A[10,2,2] +A[10,3,2]

+2A[10,1,3] +A[10,2,3] + 3A[10,3,3] + . . . (A.5)

χSym5(V ) = A[5,0,0] +A[7,1,1] +A[8, 3
2
, 3
2

] +A[9,0,0] +A[9,1,1] +A[9,2,0] +A[9,0,2] + 2A[9,2,2]

+A[10, 1
2
, 1
2

] +A[10, 3
2
, 1
2

] +A[10, 1
2
, 3
2

] +A[10, 3
2
, 3
2

] +A[10, 1
2
, 5
2

] +A[10, 5
2
, 1
2

] +A[10, 5
2
, 3
2

]

+A[10, 3
2
, 5
2

] + 2A[10, 5
2
, 5
2

] + . . . (A.6)

B Generating function of characters

To count the primaries in the O(N) vector model, we needed explicit expressions for the

characters of V ⊗n+ projected to the trivial of Sn[S2]. In this appendix we will derive the

generating function

Z(t, Q) =
∞∑
n=0

tnχHn(Q) (B.1)

The generating function of characters for Hn, the Sn[S2] invariant subspace of V ⊗2n, is

Z(t, Q) =
∞∑
n=0

tn

2nn!

∑
σ∈Sn[S2]

trV ⊗2n(σQ⊗2n)
∞∑
n=0

∑
p`2n

ZSn[S2]
~p

∏
i

(trQi)pi

=
∞∑
n=0

tn
∑
p`2n

ZSn[S2]
~p

∏
i

(∑
a

qia

)pi
(B.2)

Here ZSn[S2]
~p is the number of permutations in Sn[S2] with cycle structure ~p, divided by

the order of Sn[S2]. The cycle polynomials are

ZSn[S2](~x) =
∑
p`2n

ZSn[S2]
~p

∏
i

xpii (B.3)
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The generating function of the cycle polynomials is given by

Z(t, ~x) =
∞∑
n=0

tnZSn[S2](~x) = e
∑∞
i=1

ti

2i(x2i+x
2
i ) (B.4)

Comparing (B.2) and (B.4) we see that

Z(t, Q) = Z
(
t, xi →

∑
a

qia

)
= e

∑∞
i=1

ti

2i(
∑
a q

i
a)2+

∑
a q

2i
a )

= e
∑∞
i=1

ti

2i(
∑
a

∑
b q
i
aq
i
b+

∑
a q

2i
a )

= e
∑
a,b

∑∞
i=1

tiqiaq
i
b

2i
+
∑
a

∑
i
ti

2i
q2ia

= e−
1
2

∑
a,b log(1−tqaqb)− 1

2

∑
a log(1−tq2a)

=
∏
a

1√
1− q2

a

∏
a,b

1√
(1− tqaqb)

=
∏
a

1√
1− q2

a

∏
a<b

1

(1− tqaqb)

(B.5)

C The Hilbert series for Z3(s, x, y)

In this appendix we consider the Hilbert series Z3(s, x, y) for the counting of extremal

primaries built using 3 scalar fields. This Hilbert series has a non-trivial numerator

Zz,w3 =
s3
(
1− s5x

5
2 (
√
y + 1√

y )− s6x3( 1
y + 1 + y)− s14x7 + s8x4(y + 1 + 1

y ) + s9x
9
2 (
√
y + 1√

y )
)

(1− s2xy)(1− s2x)(1− s2 x
y )(1− s3x

3
2 y

3
2 )(1− s3x

3
2
√
y)(1− s3 x

3
2√
y )(1− s3x

3
2

y
3
2

)

Our goal in this appendix is to explain how the numerator of Z3(s, x, y) encodes relations

between the generators of the ring as well as relations between those relations.

From the denominator of the Hilbert series, we have 7 generators. We can easily

identify them as follows

G1 = (z12)2 + (z13)2 + (z23)2 ↔ s2xy

G2 = z12w12 + z13w13 + z23w23 ↔ s2x

G3 = (w12)2 + (w13)2 + (w23)2 ↔ s2 x
y

G4 = (z13 + z23)(z31 + z21)(z12 + z32) ↔ s3x
3
2 y

3
2

G5 = (w13 + w23)(z31 + z21)(z12 + z32)

+(z13 + z23)(w31 + w21)(z12 + z32)

+(z13 + z23)(z31 + z21)(w12 + w32) ↔ s3x
3
2 y

1
2

G6 = (w13 + w23)(w31 + w21)(z12 + z32)

+(z13 + z23)(w31 + w21)(w12 + w32)

+(w13 + w23)(z31 + z21)(w12 + w32) ↔ s3x
3
2 y−

1
2

G7 = (w13 + w23)(w31 + w21)(w12 + w32) ↔ s3x
3
2 y−

3
2

(C.1)
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From the numerator of the Hilbert series, the terms with a negative sign should correspond

to relations between the generators of the degree given by the monomial. From −s5x
5
2 (
√
y+

1√
y )− s6x3( 1

y + 1 + y)− s14x7 we have 6 relations. They are

χ1 = 3G3G4 − 2G2G5 +G1G6 = 0 ↔ s5x
5
2
√
y

χ2 = G3G5 − 2G2G6 + 3G1G7 = 0 ↔ s5x
5
2√
y

χ3 = 4G1G
2
2 −G2

1G3 = 0 ↔ s6x3y

χ4 = 4G3
2 −G1G2G3 = 0 ↔ s6x3

χ5 = 4G2
2G3 −G1G

2
3 = 0 ↔ s6x3

y

χ6 = G7
2 −G1G

5
2G3 + 1

9G
4
2G5G6 −G4

2G4G7 = 0 ↔ s14x7

(C.2)

Again from the numerator of the Hilbert series, the terms with a positive sign should

corresponds to relations between the relations, again of the degree given by the monomial.

From s8x4(y+ 1 + 1
y ) + s9x

9
2 (
√
y+ 1√

y ) we have 5 relations among the relations. They are

4χ5G2 + χ4G3 = 0 ↔ s8x4

y

χ5G1 − χ3G3 = 0 ↔ s8x4

χ4G1 + 4χ3G2 = 0 ↔ s8x4y

χ2G
2
2 −

1

4
χ2G1G3 − χ5G5 −

1

2
χ4G6 − 3χ3G7 = 0 ↔ s9x

9
2

√
y

−4χ1G
2
2 + χ1G1G3 + 12χ5G4 + 2χ4G5 + 4χ3G6 = 0 ↔ s9x

9
2
√
y (C.3)
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