## THE PERILS OF PARSIMONY*

It is widely thought in philosophy and elsewhere that parsimony (or simplicity) is a theoretical virtue in that:

PAR: If $T_{1}$ is more parsimonious than $T_{2}$, then $T_{1}$ is preferable to $T_{2}$ other things being equal.

This admits of many distinct precisifications. I shall focus on the following:
$P A R_{1}$ : If (a) $T_{1}$ is more parsimonious than $T_{2}$ and (b) $T_{1}$ is strictly equal to $T_{2}$ in respects $r_{1}, \ldots, r_{n}$ taken individually, then $\operatorname{Pr}\left(T_{1} \mid E \& B\right)>\operatorname{Pr}\left(T_{2} \mid E \& B\right)$.

Here and throughout $B$ is the background information on hand, $E$ is a piece of evidence, and $T_{1}$ and $T_{2}$ are rival theories each of which potentially explains $E$.
$\mathrm{PAR}_{1}$ itself admits of many distinct precisifications. This is because there are many distinct ways of understanding parsimony, and because, further, there are many distinct ways of specifying exactly what respects are included in $r_{1}, \ldots, r_{n}$. However, I want to set aside for now both the question of how parsimony is to be understood, and the question of exactly what respects are to be included in $r_{1}, \ldots, r_{n}$. ${ }^{1}$

I aim to show that $\mathrm{PAR}_{1}$ is false. If I succeed in this, then it follows that the same is true of any logically stronger parsimony thesis. For example:
$P A R_{2}$ : If (a) $T_{1}$ is more parsimonious than $T_{2}$ and (b) $T_{1}$ is at least roughly equal to $T_{2}$ in
$r_{1}, \ldots, r_{n}$ taken together, then $\operatorname{Pr}\left(T_{1} \mid E \& B\right)>\operatorname{Pr}\left(T_{2} \mid E \& B\right)$.
$P A R_{3}$ : If (a) $T_{1}$ is more parsimonious than $T_{2}$ and (b) $T_{1}$ is strictly equal to $T_{2}$ in $r_{1}, \ldots, r_{n}$ taken individually, then it is rational to believe $T_{1}$ and disbelieve $T_{2}$ given $E$ and $B$.
$\mathrm{PAR}_{2}$ is like $\mathrm{PAR}_{1}$ except that its antecedent is logically weaker than $\mathrm{PAR}_{1}$ 's antecedent. $\mathrm{PAR}_{3}$, in turn, is like $\mathrm{PAR}_{1}$ except that its consequent is logically stronger than $\mathrm{PAR}_{1}$ 's consequent. I am assuming here that it is rational to believe $T_{1}$ and disbelieve $T_{2}$ given $E$ and $B$ only if $\operatorname{Pr}\left(T_{1} \mid E \& B\right)>\operatorname{Pr}\left(T_{2} \mid E \& B\right)$. This strikes me as a very weak assumption. I see absolutely no plausibility in the idea that there can be cases where $\operatorname{Pr}\left(T_{1} \mid E \& B\right) \leq \operatorname{Pr}\left(T_{2} \mid E\right.$

[^0]$\& B)$ but it is rational to believe $T_{1}$ and disbelieve $T_{2}$ given $E$ and $B .{ }^{2}$ So, though my focus shall be on $\mathrm{PAR}_{1}$, my main point about $\mathrm{PAR}_{1}$ - that it is false-carries over to parsimony theses other than $\mathrm{PAR}_{1}$.

It also carries over to Inference to the Best Explanation understood as:
$I B E$ : If, given $B, T_{1}$ is a better potential explanation of $E$ than is $T_{2}$, then it is rational to believe $T_{1}$ and disbelieve $T_{2}$ given $E$ and $B$.

I mean for this to be understood so that whether, given $B, T_{1}$ is a better potential explanation of $E$ than is $T_{2}$ hinges on how $T_{1}$ and $T_{2}$ score in terms of the so-called "explanatory virtues" (or "theoretical virtues"), and so that $T_{1}$ and $T_{2}$ are the only available potential explanations of $E$ in the running. ${ }^{3}$ It follows that IBE's antecedent implies that, given $B, T_{1}$ is the best

[^1]available potential explanation of $E .{ }^{4} \mathrm{PAR}_{1}$ is entailed by $\mathrm{PAR}_{3}$, and the latter, in turn, is entailed by IBE. For, any case where $\mathrm{PAR}_{3}$ 's antecedent holds is a case where, given $B, T_{1}$ is a better potential explanation of $E$ than is $T_{2} .{ }^{5}$ Hence if, as I aim to show, $\mathrm{PAR}_{1}$ is false, then so too is IBE.

The core idea behind IBE can be put as follows:
$I B E^{*}$ : Inferences (at least some of them) should be guided at least in part by explanatory considerations.

This is weaker than IBE. It could be that inferences should be guided at least in part by explanatory considerations, but the way in which this should happen is not the way specified by IBE. Nothing in what I aim to show is meant to undermine IBE*. ${ }^{6}$

It is important to note that many writings on parsimony involve no appeal, explicit or implicit, to $\mathrm{PAR}_{1}$ (or $\mathrm{PAR}_{2}$ or $\mathrm{PAR}_{3}$ ). This is true, for example, of various writings on parsimony and divergence from the truth, ${ }^{7}$ various writings on parsimony and favoring in the sense of likelihoodism, ${ }^{8}$ various writings on parsimony and human cognition,,${ }^{9}$ various

Stathis Psillos, "Simply the Best: A Case for Abduction," in Antonis Kakas and Fariba Sadri, eds., Computational Logic: Logic Programming and Beyond (Berlin: SpringerVerlag, 2002), pp. 605-25; W. V. Quine and J. S. Ullian, The Web of Belief, 2nd ed. (New York: Random House, 1978), chapter 6; Richard Swinburne, Simplicity as Evidence of Truth (Milwaukee: Marquette University Press, 1997), section III; Paul Thagard, "The Best Explanation: Criteria for Theory Choice," Journal of Philosophy, LXXV (1978): 76-92; Timothy Williamson, "Abductive Philosophy," Philosophical Forum, XLVII (2016): 263-80.
${ }^{4}$ It might be that IBE's antecedent should be modified so that it is explicit that, given $B$, $T_{1}$ is a much better potential explanation of $E$ than is $T_{2}$, or so that it is explicit that, given $B$, $T_{1}$ is a satisfactory (or good enough) potential explanation of $E$. For discussion and references, see Douven, "Abduction," op. cit., section 2. But this is unimportant for my purposes.
${ }^{5} \mathrm{I}$ am assuming here that whether, given $B, T_{1}$ is a better potential explanation of $E$ than is $T_{2}$ is fully determined by how $T_{1}$ and $T_{2}$ score in terms of parsimony and $r_{1}, \ldots, r_{n}$.
${ }^{6}$ The same is true of a variant of IBE developed and defended in Frank Cabrera's "Can There be a Bayesian Explanationism? On the Prospects of a Productive Partnership," Synthese, CXCIV (2017): 1245-72, section 5.
${ }^{7}$ See, for example, Tomoji Shogenji, Formal Epistemology and Cartesian Skepticism: In Defense of Belief in the Natural World (New York: Routledge, 2018), chapter 6.
${ }^{8}$ See, for example, Elliott Sober, Ockham's Razors: A User's Manual (Cambridge: Cambridge University Press, 2015).
writings on parsimony and predictive accuracy, ${ }^{10}$ and various writings on parsimony and truth-finding efficiency. ${ }^{11}$ Nothing in what I aim to show is meant to tell against anything in any such writings. ${ }^{12}$

The remainder of the paper is organized as follows. In Section I, I note some different ways of understanding parsimony. Each is an instance of the more general idea that parsimony is a matter of the number of "things" on/in a theory. In Section II, I argue that $\mathrm{PAR}_{1}$ is false. In Section III, I discuss the upshot of this negative result. In Section IV, I conclude.

## I. PARSIMONY AS A MATTER OF THE NUMBER OF THINGS ON/IN A THEORY

There are many distinct ways of understanding parsimony. Here are but two examples:
$P_{1}$ : Parsimony is a matter of the number of entity tokens on a theory.
$P_{2}$ : Parsimony is a matter of the number of concept tokens in a theory.

Other examples are like $\mathrm{P}_{1}$ but where "entity tokens" is replaced by "entity types," "fundamental entity tokens," or "fundamental entity types." Still other examples are like $\mathrm{P}_{2}$ but where "concept tokens" is replaced by "concept types," "primitive concept tokens," or "primitive concept types." ${ }^{13,14}$

[^2]It is important to note the difference between the expressions "on a theory" and "in a theory." If $\mathrm{P}_{1}$ is assumed, then the issue is the number of entity tokens posited by a theory (or, strictly speaking, by a proponent of a theory). If, in contrast, $\mathrm{P}_{2}$ is assumed, then the issue is the number of concept tokens in which a theory is formulated (which might well be different than the number of concept tokens posited by a theory).

I shall remain neutral on how exactly parsimony is to be understood, and shall assume just that:
(*): Parsimony is a matter of the number of things on/in a theory.
This covers $\mathrm{P}_{1}, \mathrm{P}_{2}$, the variants noted above, and much more. ${ }^{15}$
Any way of understanding parsimony on which $\left({ }^{*}\right)$ holds can be used to precisify $\mathrm{PAR}_{1}$. For example, if $\mathrm{P}_{1}$ is assumed, then whether $T_{1}$ is more parsimonious than $T_{2}$ hinges on whether there are fewer entity tokens on $T_{1}$ than on $T_{2}{ }^{16}$

Razor in Science: A Case Study from Biogeography," Biology and Philosophy, XxiI (2007): 193-215, at p. 96; Baker, "Simplicity," op. cit., section 2; Sam Cowling, "Ideological Parsimony," Synthese, CXC (2013): 3889-908, at p. 3899; Jonathan Schaffer, "What Not to Multiply Without Necessity," Australasian Journal of Philosophy, XCIII (2015): 644-64, at p. 646.
${ }^{15}$ It also covers, for example, the idea that parsimony is a matter of the number of fundamental entity types on a theory in a particular area of inquiry (for example, biology).
${ }^{16}$ There is a growing debate on the relative merits of $\mathrm{P}_{1}, \mathrm{P}_{2}$, and variants thereof in the context of theses such as $\mathrm{PAR}_{1}$. See, for example, Alan Baker, "Quantitative Parsimony and Explanatory Power," British Journal for the Philosophy of Science, LIV (2003): 245-59; Baker, "Occam's Razor in Science," op. cit.; Sam Baron and Jonathan Tallant, "Do Not Revise Ockham's Razor Without Necessity," Philosophy and Phenomenological Research, XCVI (2018): 596-619; Ross Cameron, "How to Have a Radically Minimal Ontology," Philosophical Studies, CLI (2010): 249-64; Richard Caves, "Emergence for Nihilists," Pacific Philosophical Quarterly (forthcoming); Cowling, "Ideological Parsimony," op. cit.; Sam Cowling, Abstract Entities (London: Routledge, 2017); Lina Jansson and Jonathan Tallant, "Quantitative Parsimony: Probably for the Better," British Journal for the Philosophy of Science, LXVIII (2017): 781-803; Uriah Kriegel, "The Epistemological Challenge of Revisionary Metaphysics," Philosophers' Imprint, XIII (2013): 1-30, section 3.1; David Lewis, Counterfactuals (Malden: Blackwell, 1973), at p. 87; Daniel Nolan, "Quantitative Parsimony," British Journal for the Philosophy of Science, XLVIII (1997): 329-43; Schaffer, "What Not to Multiply Without Necessity," op. cit.; Theodore Sider, Writing the Book of the World (Oxford: Oxford University Press, 2011); Theordore Sider, "Against Parthood," in Karen Bennett and Dean Zimmerman, eds., Oxford Studies in

Is parsimony sensitive to what information is included in $B$ or how $E$ is understood? It might seem that given (*), the answer is negative. Take $\mathrm{P}_{1}$ for example. It might seem that since the number of entity tokens on $T_{1}$ is internal to $T_{1}$ and hinges not at all on what information is included in $B$ or how $E$ is understood, and since, similarly, the number of entity tokens on $T_{2}$ is internal to $T_{2}$ and hinges not at all on what information is included in $B$ or how $E$ is understood, it follows that whether $T_{1}$ is more parsimonious than $T_{2}$ in the sense of $\mathrm{P}_{1}$ is not sensitive to what information is included in $B$ or how $E$ is understood.

This is a tempting line of thought. But there is a potential problem. Suppose that there is exactly one entity token $e_{1}$ on $T_{1}$. Suppose that there are exactly two entity tokens $e_{2}$ and $e_{3}$ on $T_{2}$. Consider two situations. Situation X is such that $B$ includes the information that $e_{2}$ and $e_{3}$ exist but does not include the information that $e_{1}$ exists. This means that $e_{1}$ is "new" relative to $B$ whereas $e_{2}$ and $e_{3}$ are "old" relative to $B$. Situation Y , in contrast, is such that $B$ does not include the information that $e_{1}$ exists, does not include the information that $e_{2}$ exists, and does not include the information that $e_{3}$ exists. This means that $e_{1}, e_{2}$, and $e_{3}$ are all new relative to $B$. It is not implausible prima facie that $T_{1}$ is less parsimonious than $T_{2}$ in Situation X but more parsimonious than $T_{2}$ in Situation Y. If so, then it is not the case that whether $T_{1}$ is more parsimonious than $T_{2}$ is not sensitive to what information is included in $B$ or how $E$ is understood.

There is another way to look at things however. Perhaps $T_{1}$ is more parsimonious than $T_{2}$ both in Situation X and in Situation Y (because in each situation there is one entity token on $T_{1}$ and two entity tokens on $T_{2}$ ), and perhaps, consistent with this, $T_{1} \& B$ is less parsimonious than $T_{2} \& B$ in Situation X (because there is one more entity token on the former conjunction than on the latter) but more parsimonious than $T_{2} \& B$ in Situation Y (because there is one less entity token on the former conjunction than on the latter).

I want to remain neutral on all this. The important point for my purposes is this:
(**): Take any way of understanding parsimony $\mathrm{P}_{\mathrm{i}}$ on which (*) holds. Let " $\mathrm{P}_{\mathrm{i}}$-things" be the things to be counted when it comes to parsimony on $\mathrm{P}_{\mathrm{i}}$. If (a) there are fewer $\mathrm{P}_{\mathrm{i}}$ things on/in $T_{1}$ than on/in $T_{2}$ and (b) the things in question are all new relative to $B$, then $T_{1}$ is more parsimonious than $T_{2}$ regardless of what information, consistent with (a) and (b), is included in $B$, and regardless of how $E$ is understood.

[^3]Consider $\mathrm{P}_{1}$ and Situation Y for illustration. Given that (a) there is one entity token on $T_{1}$ but two on $T_{2}$, and given that (b) the entity tokens in question are all new relative to $B$, it follows by $\left({ }^{* *}\right)$ that $T_{1}$ is more parsimonious than $T_{2}$ regardless of what information, consistent with (a) and (b), is included in $B$, and regardless of how $E$ is understood. If, for example, $B$ included the negation of an observational consequence of $T_{1}$, or if $E$ were the negation of an observational consequence of $T_{1}$, then though it would follow that $T_{1}$ is false, it would remain the case that $T_{1}$ is more parsimonious than $T_{2}$.

I turn now to my critique of $\mathrm{PAR}_{1}$.

## II. PAR $_{1}$ CRITIQUED

This section is divided into five subsections. In Section II.1, I introduce some terminology. In Section II.2, I raise a yes/no question about how $\mathrm{PAR}_{1}$ is to be understood. In Section II.3, I argue that if the answer is yes, then $\mathrm{PAR}_{1}$ is false. In Section II.4, I argue that if the answer is no, then, still, $\mathrm{PAR}_{1}$ is false. In Section II.5, I conclude that $\mathrm{PAR}_{1}$ is false.
II.1. Terminology. It will help to introduce some terminology. First, $\operatorname{Pr}\left(T_{1} \mid B\right)$ and $\operatorname{Pr}\left(T_{2} \mid\right.$ $B$ ) are $T_{1}$ 's and $T_{2}$ 's "prior probabilities." These are their probabilities given $B$ (the background information on hand) and thus not taking into account $E$. If $B$ is tautological, then $\operatorname{Pr}\left(T_{1} \mid B\right)$ and $\operatorname{Pr}\left(T_{2} \mid B\right)$ are first (or a priori) prior probabilities. But it should not be assumed that $B$ is tautological. The typical case, in fact, is where $B$ is not tautological.
Second, $\operatorname{Pr}\left(E \mid T_{1} \& B\right)$ and $\operatorname{Pr}\left(E \mid T_{2} \& B\right)$ are $T_{1}$ 's and $T_{2}$ 's "likelihoods" (with respect to $E$ ). These are the probabilities that they confer on $E$ given $B$. Third, $\operatorname{Pr}\left(T_{1} \mid E \& B\right)$ and $\operatorname{Pr}\left(T_{2} \mid E\right.$ $\& B$ ) are $T_{1}$ 's and $T_{2}$ 's "posterior probabilities" (with respect to $E$ ). These are their probabilities given $E$ and $B$. They should not be confused with $T_{1}$ 's and $T_{2}$ 's likelihoods (though the terminology, which is standard, can be misleading on that front).

Suppose, to illustrate, that $B$ is the proposition that a card is randomly drawn from a standard (and well-shuffled) deck of cards, and let $R$ be the proposition that the card drawn is a Red, $H$ be the proposition that the card drawn is a Heart, and $J$ be the proposition that the card drawn is the Jack of Hearts. Suppose that $R$ is the evidence, and that $H$ and $J$ are the hypotheses. Then:

$$
\begin{aligned}
& \operatorname{Pr}(H \mid B)=1 / 4>1 / 52=\operatorname{Pr}(J \mid B) \\
& \operatorname{Pr}(R \mid H \& B)=1=\operatorname{Pr}(R \mid J \& B) \\
& \operatorname{Pr}(H \mid R \& B)=1 / 2>1 / 26=\operatorname{Pr}(J \mid R \& B)
\end{aligned}
$$

Here $H$ 's prior probability of $1 / 4$ is greater than $J$ 's prior probability of $1 / 52$, $H$ 's likelihood of 1 is equal to $J$ 's likelihood of 1 , and $H$ 's posterior probability of $1 / 2$ is greater than $J$ 's posterior probability of $1 / 26$.

I noted above that the typical case is where $B$ is not tautological. The card case just given is a case in point, since $B$ includes information about the makeup of the deck and how the card is drawn.
II.2. A Yes/No Question about How to Understand $P A R_{1}$. Is $\mathrm{PAR}_{1}$ to be understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$ ? This is the yes/no question alluded to above.

There is a natural reading of $\mathrm{PAR}_{1}$ on which the answer is yes. First, suppose that each of $r_{1}, \ldots, r_{n}$ is an explanatory virtue distinct from parsimony. Second, suppose that prior probability and likelihood are explanatory virtues distinct from parsimony. Then it follows that prior probability and likelihood are included in $r_{1}, \ldots, r_{n} .{ }^{17}$

This reading of $\mathrm{PAR}_{1}$ is suggested in part by numerous passages in the literature in which it is claimed in effect (though in different terminology) that prior probability and likelihood are explanatory virtues. Here, first, are some passages in which it is claimed in effect (given the surrounding context) that prior probability is an explanatory virtue:
(A) ... fit with background is also an inferential factor that has an explanatory aspect. One reason this is so is because background beliefs may include beliefs about what sorts of accounts are genuinely explanatory. For example, at given stages of science no appeal to action at a distance or to an irreducibly chance mechanism could count as an adequate explanation, whatever its empirical adequacy. The role of background belief in determining the quality of an explanation shows how explanatory virtue is 'contextual', since the

[^4]same hypothesis may provide a lovely explanation in one theoretical milieu but not be explanatory in another .... ${ }^{18}$
(B) $\quad \mathrm{H}$ will be preferred to $\mathrm{H}^{\prime}$ if H fits better with what we already believe. If this sounds dogmatic or pigheaded, notice again that, inescapably, we never even consider competing hypotheses that would strike us as grossly implausible; the detective would never so much as entertain the hypothesis that the crime was committed by invisible Venusian invaders, nor the mechanic that your car trouble is caused by an infusion of black bile or evil fairy dust. Nor should we consider such hypotheses, even if we could enumerate them all; someone who insisted on doing so would be rightly accused of wasting everyone's time. All inquiry is conducted against a background of existing beliefs, and we have no choice but to rely on some of them while modifying or abandoning others-else how could any such revisions be motivated? ${ }^{19}$

Here, second, are some passages in which it is claimed in effect (given the surrounding context) that likelihood is an explanatory virtue:
(C) On the a posteriori side [of the divide between a priori criteria and a posteriori criteria for determining the best potential explanation] there is, first, the criterion of yielding the data, that is, leading us to expect the events to be explained-either with deductive certainty or with inductive probability. The more data and the more probable some hypothesis renders their occurrence, the more likely it is that-that is, the more probable it is that-that hypothesis is true. ${ }^{20}$
(D) In the best case, $T$ explains $E$ by entailing E. More typically, $T$ must be conjoined with auxiliary hypotheses to entail E. Those auxiliary hypotheses must be evaluated in turn; they may be independently plausible, or the abductive assessment may have to be of their conjunction with T. Obviously the auxiliary hypotheses should not entail E by themselves, otherwise T would be redundant. In still other cases, the connection is irremediably probabilistic: E is probable conditional on T , perhaps in conjunction with auxiliary hypotheses, which as before must themselves be evaluated, and

[^5]should not render T redundant. At a bare minimum, T must be consistent with E. In brief, the closer $T$ comes to entailing $E$, the better (ceteris paribus). ${ }^{21}$

It might be that the data in question in passage (C) go beyond $E$ and include data given in $B$. But that would be okay for my purposes. It would still be the case that at least part of the claim is that whether, given $B, T_{1}$ is a better potential explanation of $E$ than is $T_{2}$ is determined at least in part by $T_{1}$ 's and $T_{2}$ 's likelihoods.

However, $I$ do not want to insist on this way of understanding $\mathrm{PAR}_{1}$. I do not even want to insist on understanding it so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$. I aim to show that $\mathrm{PAR}_{1}$ is false regardless of whether it is understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$.
II.3. PAR $_{1}$ Understood so that Prior Probability and Likelihood are Included in $r_{l}, \ldots, r_{n}$. It is a theorem of the probability calculus that:

$$
\begin{equation*}
\frac{\operatorname{Pr}\left(T_{1} \mid E \& B\right)}{\operatorname{Pr}\left(T_{2} \mid E \& B\right)}=\frac{\operatorname{Pr}\left(T_{1} \mid B\right)}{\operatorname{Pr}\left(T_{2} \mid B\right)} \times \frac{\operatorname{Pr}\left(E \mid T_{1} \& B\right)}{\operatorname{Pr}\left(E \mid T_{2} \& B\right)} \tag{1}
\end{equation*}
$$

This means that the ratio of $T_{1}$ 's posterior probability to $T_{2}$ 's posterior probability equals the product of (a) the ratio of $T_{1}$ 's prior probability to $T_{2}$ 's prior probability and (b) the ratio of $T_{1}$ 's likelihood to $T_{2}$ 's likelihood. ${ }^{22}$

Suppose that $\mathrm{PAR}_{1}$ is understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$. Take some case where $\mathrm{PAR}_{1}$ 's antecedent is true. It follows that $T_{1}$ is equal to $T_{2}$ both in prior probability and in likelihood:

$$
\begin{align*}
& \operatorname{Pr}\left(T_{1} \mid B\right)=\operatorname{Pr}\left(T_{2} \mid B\right)  \tag{2}\\
& \operatorname{Pr}\left(E \mid T_{1} \& B\right)=\operatorname{Pr}\left(E \mid T_{2} \& B\right)
\end{align*}
$$

But then by (1) it follows that, contra $\mathrm{PAR}_{1}$ 's consequent, $T_{1}$ is equal to $T_{2}$ in posterior probability:

$$
\begin{equation*}
\operatorname{Pr}\left(T_{1} \mid E \& B\right)=\operatorname{Pr}\left(T_{2} \mid E \& B\right) \tag{4}
\end{equation*}
$$

This means that $\mathrm{PAR}_{1}$ is false if it is understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$.

[^6]This is true whether or not $\mathrm{PAR}_{1}$ is understood so that each of $r_{1}, \ldots, r_{n}$ is an explanatory virtue distinct from parsimony, and whether or not it is understood so that prior probability and likelihood are explanatory virtues distinct from parsimony. If, for whatever reason, $\mathrm{PAR}_{1}$ is understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$, then $P A R_{1}$ is false.

It is not just that if $\mathrm{PAR}_{1}$ is understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$, then $\mathrm{PAR}_{1}$ is open to counterexample. If $\mathrm{PAR}_{1}$ is thus understood, then all cases where its antecedent is true are cases where its consequent is false.
II.4. $\mathrm{PAR}_{1}$ Understood so that it is Not the Case that Prior Probability and Likelihood are Included in $r_{1}, \ldots, r_{n}$. Suppose that $\mathrm{PAR}_{1}$ is understood so that it is not the case that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$. Suppose, that is, that it is understood so that (a) prior probability is not included in $r_{1}, \ldots, r_{n}$ or (b) likelihood is not included in $r_{1}$, $\ldots, r_{n}$ (where "or" here is inclusive). What then?

It will help to consider an example. ${ }^{23}$ Suppose that you know of Species A and Species B , but you are ignorant as to whether the members of either species have wings. Suppose further that you know that Species A and Species B are related as depicted in the graph below:


Species C is the "parent" of Species A and Species B (which are the "children" of Species C). Species D, in turn, is the parent of Species C (which is the child of Species D). You consider two theories. $T_{1}$ is the theory that there is exactly one branch on which there was an evolutionary change (from a parent with no wings to a child with wings, or from a parent with wings to a child with no wings). $T_{2}$ is the theory that there are exactly two branches on

[^7]which there was an evolutionary change. There are fewer branches on which there was an evolutionary change on $T_{1}$ than on $T_{2}$. Given this, and supposing that the branches in question (understood as branches on which there was an evolutionary change) are all new relative to $B$, it follows by $\left({ }^{* *}\right)$ that $T_{1}$ is more parsimonious in the sense of $\mathrm{P}_{1}$ than $T_{2}{ }^{24}$

Let $C_{i}$ be the proposition that there was an evolutionary change on branch $i$ (for any $i=$ $1,2,3)$. There are three ways for $T_{1}$ to be true, and three ways for $T_{2}$ to be true. The former are:
$w_{1}$

$$
C_{1} \& \sim C_{2} \& \sim C_{3}
$$

$$
w_{2} \quad \sim C_{1} \& C_{2} \& \sim C_{3}
$$

$$
w_{3} \quad \sim C_{1} \& \sim C_{2} \& C_{3}
$$

The latter are:

| $w_{4}$ | $C_{1} \& C_{2} \& \sim C_{3}$ |  |
| :--- | :--- | :--- |
| $w_{5}$ |  | $C_{1} \& \sim C_{2} \& C_{3}$ |
| $w_{6}$ |  | $\sim C_{1} \& C_{2} \& C_{3}$ |

Suppose that $B$ includes the information that:
(5) The probability of an evolutionary change on a given branch is 0.5 regardless of whether there were evolutionary changes on other branches, and regardless of whether the members of the parent species (if there is a parent species) had wings.

It follows that $T_{1}$ is equal to $T_{2}$ in prior probability:

$$
\begin{align*}
& \operatorname{Pr}\left(T_{1} \mid B\right)=\operatorname{Pr}\left(w_{1} \mid B\right)+\operatorname{Pr}\left(w_{2} \mid B\right)+\operatorname{Pr}\left(w_{3} \mid B\right)  \tag{6}\\
& \quad=(3) \times(0.5)(0.5)(0.5) \\
& \quad=0.375
\end{align*}
$$

[^8]\[

$$
\begin{align*}
& \operatorname{Pr}\left(T_{2} \mid B\right)=\operatorname{Pr}\left(w_{4} \mid B\right)+\operatorname{Pr}\left(w_{5} \mid B\right)+\operatorname{Pr}\left(w_{6} \mid B\right)  \tag{7}\\
& \quad=(3) \times(0.5)(0.5)(0.5) \\
& \quad=0.375
\end{align*}
$$
\]

Now let $E$ be the proposition that the members of Species A and the members of Species B have wings, and suppose that $B$ also includes the information that:
(8) The members of Species D did not have wings.

It follows that $T_{1}$ is equal to $T_{2}$ in likelihood:

$$
\begin{align*}
& \operatorname{Pr}\left(E \mid T_{1} \& B\right)=\operatorname{Pr}\left(w_{1} \mid T_{1} \& B\right)  \tag{9}\\
& \quad=(0.5)(0.5)(0.5) \\
& \quad=0.125
\end{align*}
$$

$$
\begin{align*}
& \operatorname{Pr}\left(E \mid T_{2} \& B\right)=\operatorname{Pr}\left(w_{6} \mid T_{2} \& B\right)  \tag{10}\\
& \quad=(0.5)(0.5)(0.5) \\
& \quad=0.125
\end{align*}
$$

This is a case, then, where (i) $T_{1}$ is more parsimonious in the sense of $\mathrm{P}_{1}$ than $T_{2}$ and (ii) $T_{1}$ is equal to $T_{2}$ both in prior probability and in likelihood.

It is important to understand why there can be cases like this. The key is $\left({ }^{* *)}\right.$ from Section I (which I repeat below for convenience):
(**): Take any way of understanding parsimony $\mathrm{P}_{\mathrm{i}}$ on which (*) holds. Let " $\mathrm{P}_{\mathrm{i}}$-things" be the things to be counted when it comes to parsimony on $\mathrm{P}_{\mathrm{i}}$. If (a) there are fewer $\mathrm{P}_{\mathrm{i}}$ things on/in $T_{1}$ than on/in $T_{2}$ and (b) the things in question are all new relative to $B$, then $T_{1}$ is more parsimonious than $T_{2}$ regardless of what information, consistent with (a) and (b), is included in $B$, and regardless of how $E$ is understood.

Since (a) there are fewer branches on which there was an evolutionary change on $T_{1}$ than on $T_{2}$ and (b) the branches in question are all new relative to $B$, it follows by $\left({ }^{* *}\right)$ that $T_{1}$ is more parsimonious in the sense of $\mathrm{P}_{1}$ than $T_{2}$ regardless of what information, consistent with (a) and (b), is included in $B$, and regardless of how $E$ is understood. Given this, and given that (5) and (8) are consistent with (a) and (b), it follows that there can be cases where (a) and (b) hold, (5) and (8) are included in $B$, and $E$ is understood as the proposition that the members of Species A and the members of Species B have wings. This means, though, that
there can be case where (i) $T_{1}$ is more parsimonious in the sense of $\mathrm{P}_{1}$ than $T_{2}$ and (ii) $T_{1}$ is equal to $T_{2}$ both in prior probability and in likelihood.

This generalizes to any other way of understanding parsimony $\mathrm{P}_{\mathrm{i}}$ on which $\left({ }^{*}\right)$ holds. Suppose that (a) there are fewer $\mathrm{P}_{\mathrm{i}}$-things on $/$ in $T_{1}$ than on $/$ in $T_{2}$ and (b) the things in question are all new relative to $B$. It follows by $\left({ }^{(* *)}\right.$ that $B$ can be further specified and $E$ can be understood in such a way that (i) $T_{1}$ is more parsimonious in the sense of $\mathrm{P}_{\mathrm{i}}$ than $T_{2}$ and (ii) $T_{1}$ is equal to $T_{2}$ both in prior probability and in likelihood.

This is problematic for $\mathrm{PAR}_{1}$ understood so that it is not the case that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$. For, since, surely, at least some of the cases in question-cases where (i) $T_{1}$ is more parsimonious in the sense of $\mathrm{P}_{\mathrm{i}}$ than $T_{2}$ and (ii) $T_{1}$ is equal to $T_{2}$ both in prior probability and in likelihood-are cases where $T_{1}$ is strictly equal to $T_{2}$ in $r_{1}, \ldots, r_{n}$ taken individually, it follows that there are cases where $\mathrm{PAR}_{1}$ 's antecedent is true but its consequent is false because $T_{1}$ is equal to $T_{2}$ in posterior probability.

I am assuming here that any proposed specification of $r_{1}, \ldots, r_{n}$ should meet the condition that there are cases where (i) $T_{1}$ is more parsimonious than $T_{2}$ and (ii) $T_{1}$ is strictly equal to $T_{2}$ in $r_{1}, \ldots, r_{n}$ taken individually. For, if $r_{1}, \ldots, r_{n}$ were specified so that there are no such cases, then this would trivialize $\mathrm{PAR}_{1}$ (by making its antecedent inconsistent). ${ }^{25}$

The result, then, is that $\mathrm{PAR}_{1}$ is false even if it is understood so that it is not the case that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$.
II.5. Summary. In Section II.2, I raised the question of whether $\mathrm{PAR}_{1}$ is to be understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}$. In Section II.3, I argued that if the answer is yes, then $\mathrm{PAR}_{1}$ is false, because then its antecedent requires that $T_{1}$ be equal to $T_{2}$ both in prior probability and in likelihood, and thus, by (1), its antecedent requires that

[^9]$T_{1}$ be equal to $T_{2}$ in posterior probability. In Section II.4, I argued that if, instead, the answer is no, then, still, $\mathrm{PAR}_{1}$ is false, since then its antecedent at least allows that $T_{1}$ be equal to $T_{2}$ both in prior probability and in likelihood, and thus, by (1), its antecedent at least allows that $T_{1}$ be equal to $T_{2}$ in posterior probability. I conclude that $\mathrm{PAR}_{1}$ is false. ${ }^{26}$

## III. DISCUSSION

This section is divided into three subsections. In Section III.1, I consider how, if not by appeal to $\mathrm{PAR}_{1}$, it can be shown that the more parsimonious theory in a given case has the higher posterior probability. In Section III.2, I turn to the idea that central to the aim of science is parsimony understood in terms of the number of brute phenomena on our overall world picture. In Section III.3, I suggest a potential way forward for friends of IBE.
III.1. Higher Posterior Probabilities. $\mathrm{PAR}_{1}$ is false (and so are parsimony theses such as $\mathrm{PAR}_{2}$ and $\mathrm{PAR}_{3}$ ). What now? How, if not by appeal to $\mathrm{PAR}_{1}$, is it to be shown that the more parsimonious theory in a given case has the higher posterior probability?

It follows from (1) in Section II. 3 that each of the following holds without exception:

$$
\begin{align*}
& \text { If (a) } \operatorname{Pr}\left(T_{1} \mid B\right)>p\left(T_{2} \mid B\right) \text { and (b) } \operatorname{Pr}\left(E \mid T_{1} \& B\right) \geq p\left(E \mid T_{2} \& B\right) \text {, then } \operatorname{Pr}\left(T_{1} \mid\right.  \tag{11}\\
& E \& B)>\operatorname{Pr}\left(T_{2} \mid E \& B\right) \text {. }
\end{align*}
$$

If (a) $\operatorname{Pr}\left(T_{1} \mid B\right) \geq \operatorname{Pr}\left(T_{2} \mid B\right)$ and (b) $\operatorname{Pr}\left(E \mid T_{1} \& B\right)>p\left(E \mid T_{2} \& B\right)$, then $\operatorname{Pr}\left(T_{1} \mid\right.$ $E \& B)>\operatorname{Pr}\left(T_{2} \mid E \& B\right)$.

Each of these theses provides a way to show that the more parsimonious theory in a given case has the higher posterior probability. ${ }^{27}$

[^10]Return to the case of Species A and Species B from Section II.4. Suppose that (5) is replaced by:
(13) The probability of an evolutionary change on a given branch is 0.1 regardless of whether there were evolutionary changes on other branches, and regardless of whether the members of the parent species (if there is a parent species) had wings.

It follows that $T_{1}$ 's prior probability is higher than $T_{2}$ 's prior probability:

$$
\begin{align*}
& \operatorname{Pr}\left(T_{1} \mid B\right)=\operatorname{Pr}\left(w_{1} \mid B\right)+\operatorname{Pr}\left(w_{2} \mid B\right)+\operatorname{Pr}\left(w_{3} \mid B\right)  \tag{14}\\
& \quad=(3) \times(0.1)(0.9)(0.9) \\
& \quad=0.243
\end{align*}
$$

$$
\begin{align*}
& \operatorname{Pr}\left(T_{2} \mid B\right)=\operatorname{Pr}\left(w_{4} \mid B\right)+\operatorname{Pr}\left(w_{5} \mid B\right)+\operatorname{Pr}\left(w_{6} \mid B\right)  \tag{15}\\
& \quad=(3) \times(0.1)(0.1)(0.9) \\
& \quad=0.027
\end{align*}
$$

It also follows that $T_{1}$ 's likelihood is higher than $T_{2}$ 's likelihood:

$$
\begin{align*}
& \operatorname{Pr}\left(E \mid T_{1} \& B\right)=\operatorname{Pr}\left(w_{1} \mid T_{1} \& B\right)  \tag{16}\\
& \quad=(0.1)(0.9)(0.9) \\
& \quad=0.081 \\
& \operatorname{Pr}\left(E \mid T_{2} \& B\right)=\operatorname{Pr}\left(w_{6} \mid T_{2} \& B\right)  \tag{17}\\
& \quad=(0.1)(0.1)(0.9) \\
& \quad=0.009
\end{align*}
$$

Hence both by (11) and by (12) it follows that $T_{1}$ 's posterior probability is higher than $T_{2}$ 's posterior probability.

I am not claiming that the only way to show that the more parsimonious theory in a given case has the higher posterior probability is by appeal to (11) or (12). Suppose, for
$\left.T_{1} \& B\right)=1=\operatorname{Pr}\left(E \mid T_{2} \& B\right)$. It can be put as follows: (a) $T_{1}$ entails $E$, (b) $T_{2}$ is a conjunction $T_{3} \& T_{4}$, (c) $T_{2}$ entails $E$ but $T_{3}$ does not, (d) $\operatorname{Pr}\left(T_{1} \mid B\right) \geq \operatorname{Pr}\left(T_{3} \mid B\right)$, and (e) $\operatorname{Pr}\left(T_{4} \mid T_{3} \& B\right)<$ 1. They also consider three scientific cases, and argue that their condition holds in each of them.
example, that you grant for the sake of argument that $T_{1}$ 's prior probability is lower than $T_{2}$ 's prior probability, and yet you show that $T_{1}$ 's prior probability is nonetheless roughly equal to $T_{2}$ in prior probability, and that $T_{1}$ 's likelihood is much higher than $T_{2}$ 's likelihood:

$$
\begin{align*}
& \frac{\operatorname{Pr}\left(T_{1} \mid B\right)}{\operatorname{Pr}\left(T_{2} \mid B\right)} \approx 1  \tag{18}\\
& \frac{\operatorname{Pr}\left(E \mid T_{1} \& B\right)}{\operatorname{Pr}\left(E \mid T_{2} \& B\right)} \gg 1 \tag{19}
\end{align*}
$$

Then, by (1), you thereby show that $T_{1}$ 's posterior probability is higher than $T_{2}$ 's posterior probability.

There are two main lessons here. First, it is true that oftentimes the more parsimonious theory has the higher posterior probability, but this is not because of parsimony in itself. It is because of the background information on hand, and the evidence to be explained. Second, and relatedly, if you want to show that the more parsimonious theory in a given case has the higher posterior probability, then you should look not to $\mathrm{PAR}_{1}$, but instead to theses like (11) and (12).

The idea that background information is all-important in the context of parsimony is not new. Elliott Sober stresses and develops it in numerous writings. ${ }^{28}$ But it has yet to be fully appreciated. It is high time for a change.
III.2. The Aim of Science. Albert Einstein holds that parsimony of a certain kind is central to the aim of science. ${ }^{29}$ Here he states the view:

The aim of science is, on the one hand, a comprehension, as complete as possible, of the connection between the sense experiences in their totality, and, on the other hand, the accomplishment of this aim by the use of a minimum of primary concepts and relations. ${ }^{30}$

Here he elaborates:

[^11]Science uses the totality of the primary concepts, i.e., concepts directly connected with sense experiences, and propositions connecting them. In its first stage of development, science does not contain anything else. Our everyday thinking is satisfied on the whole with this level. Such a state of affairs cannot, however, satisfy a spirit which is really scientifically minded; because the totality of concepts and relations obtained in this manner is utterly lacking in logical unity. In order to supplement this deficiency, one invents a system poorer in concepts and relations, a system retaining the primary concepts and relations of the "first layer" as logically derived concepts and relations. This new "secondary system" pays for its higher logical unity by having elementary concepts (concepts of the second layer), which are no longer directly connected with complexes of sense experiences. Further striving for logical unity brings us to a tertiary system, still poorer in concepts and relations, for the deduction of the concepts and relations of the secondary (and so indirectly of the primary) layer. Thus the story goes on until we have arrived at a system of the greatest conceivable unity, and of the greatest poverty of concepts of the logical foundations, which is still compatible with the observations made by our senses. ${ }^{31}$

If Einstein is right about the aim of science, then there are at least two questions to be answered. Is there a rationale behind the aim of science? Can the aim of science be reached without appeal to $\mathrm{PAR}_{1}$ ?

I have no definite answer to the first of these questions. But I suspect that many theorists would answer it by appeal to the idea that greater parsimony of the kind at issue makes for greater scientific understanding. This idea is nicely articulated by Michael Friedman. ${ }^{32} \mathrm{He}$ writes:

The kinetic theory effects a significant unification in what we have to accept. Where we once had three independent brute facts-that gases approximately obey the BoyleCharles law, that they obey Graham's law, and that they have the specific-heat capacities they do have-we now have only one-that molecules obey the laws of mechanics. Furthermore, the kinetic theory also allows us to integrate the behavior of gases with other phenomena, such as the motions of the planets and of falling bodies near the earth. This is because the laws of mechanics also permit us to derive both the fact that planets obey Kepler's laws and the fact that falling bodies obey Galileo's laws. From the fact that all bodies obey the laws of mechanics it follows that the planets behave as they do, falling bodies behave as they do, and gases behave as they do. Once again, we have

[^12]reduced a multiplicity of unexplained, independent phenomena to one. I claim that this is the crucial property of scientific theories we are looking for; this is the essence of scientific explanation-science increases our understanding of the world by reducing the total number of independent phenomena that we have to accept as ultimate or given. A world with fewer independent phenomena is, other things equal, more comprehensible than one with more. ${ }^{33}$

Perhaps if Einstein is right about the aim of science, then the rationale behind it is that scientists want a maximum of scientific understanding, and that we gain in scientific understanding by gaining in parsimony understood in terms of the number of brute phenomena on our overall world picture. ${ }^{34}$

Friedman goes on to develop a theory of scientific explanation based on the idea that greater parsimony understood in terms of the number of brute phenomena on our overall world picture makes for greater scientific understanding. It is well known, however, that his theory is problematic in its details. Philip Kitcher shows this. ${ }^{35}$ But the idea on which it is based-the idea that greater parsimony understood in terms of the number of brute phenomena on our overall world picture makes for greater scientific understanding-still has wide appeal. ${ }^{36}$ So I want to grant it for the sake of argument.

There is still the second question above. Can the aim of science thus understood be reached without appeal to $\mathrm{PAR}_{1}$ ?

It would be a mistake to think that the answer is negative. Here is a possibility. The inferred theory at the second layer is less parsimonious than its main rival (which was not inferred), and yet the transition from the first layer to the second constitutes an increase in parsimony because there are less brute phenomena on the theory at the second layer than on the theory at the first. Similarly, the inferred theory at the third layer is less parsimonious

[^13]than its main rival (which was not inferred), and yet the transition from the second layer to the third constitutes an increase in parsimony because there are less brute phenomena on the theory at the third layer than on the theory at the second. And so on. So, though $\mathrm{PAR}_{1}$ is false, it might be that Einstein is right about the aim of science and that the aim of science as he describes it can be reached.

There is more. It also might be that it is permissible and perhaps even rational in some sense for scientists to develop and test theories of greater and greater parsimony understood in terms of the number of brute phenomena on our overall world picture. But they could do that without any appeal to $\mathrm{PAR}_{1}$.
III.3. IBE. I have assumed a broadly Bayesian epistemology on which (suppressing reference to background information) each of the following holds:
$N_{S}$ : For any time $t, S$ 's credences at $t$ should be probabilistically coherent (that is, in accord with the probability calculus).
$N_{D}$ : For any times $t_{1}$ and $t_{2}$ such that $t_{1}$ is before $t_{2}$, if (i) $S$ 's conditional credence at $t_{1}$ in $T$ given $E$ is $c$ and (ii) $S$ learns $E$ (and nothing stronger) between $t_{1}$ and $t_{2}$, then $S$ 's unconditional credence at $t_{2}$ in $T$ should be $c$.
$\mathrm{N}_{\mathrm{S}}$ is a synchronic norm (thus the subscript in " $\mathrm{N}_{\mathrm{S}}$ "). It implies, for example, that $S$ should never have a higher credence in a conjunction than in its conjuncts taken individually. For, by the probability calculus, for any propositions $P$ and $Q, \operatorname{Pr}(P \& Q) \leq \operatorname{Pr}(P)$ and $\operatorname{Pr}(P \& Q)$ $\leq \operatorname{Pr}(Q) . \mathrm{N}_{\mathrm{D}}$, in contrast, which is oftentimes called "Strict Conditionalization," is a diachronic norm (thus the subscript in " $\mathrm{N}_{\mathrm{D}}$ "). ${ }^{37}$ Return to the card case from Section II.1. Before the card is drawn, your conditional credence in $H$ given $R$ is $1 / 2$. Suppose that the card is drawn, and that, due to the dealer's sloppiness, you get a glimpse of the card and learn that $R$ (and nothing stronger). Then by $\mathrm{N}_{\mathrm{D}}$ you should come to have an unconditional credence in $H$ of $1 / 2{ }^{38}$

There is much to like in $\mathrm{N}_{\mathrm{S}}, \mathrm{N}_{\mathrm{D}}$, and Bayesian epistemology more generally. It might seem, though, that the proper reaction to my argument against $\mathrm{PAR}_{1}$ and IBE is not to reject

[^14]PAR ${ }_{1}$ and IBE, but to reject $\mathrm{N}_{S}$ or $\mathrm{N}_{\mathrm{D}}$. Consider, for example, the following alternative to $\mathrm{N}_{\mathrm{D}}$ :
$I B E^{* *}$ : For any times $t_{1}$ and $t_{2}$ such that $t_{1}$ is before $t_{2}$, if (i) $S$ 's conditional credence at $t_{1}$ in $T_{1}$ given $E$ is $c$, (ii) $S$ 's conditional credence at $t_{1}$ in $T_{2}$ given $E$ is $c^{*}$, (iii) $S$ learns that $E$ (and nothing stronger) between $t_{1}$ and $t_{2}$, and (iv) $T_{1}$ is a better potential explanation of $E$ than is $T_{2}$, then $S$ 's unconditional credence at $t_{2}$ in $T_{1}$ should be $c+b$, and $S$ 's unconditional credence at $t_{2}$ in $T_{2}$ should be $c^{*}-b^{*} .{ }^{39}$

Here $b$ is a bonus for being a better potential explanation of $E$, and $b^{*}$ is a penalty for being a worse potential explanation of $E$. IBE** is underspecified in several respects. But it will suffice for my purposes. Take some case where $\mathrm{PAR}_{1}$ 's antecedent holds but its consequent does not because $T_{1}$ 's posterior probability is equal to $T_{2}$ 's posterior probability. If friends of IBE rejected $\mathrm{N}_{\mathrm{D}}$ in favor of IBE**, then they could claim that $S$ 's unconditional credence in $T_{1}$ upon learning $E$ should be greater than her unconditional credence in $T_{2}$ upon learning $E$.

I see little plausibility in IBE**. There is simply too much to be said in favor of $\mathrm{N}_{\mathrm{S}}, \mathrm{N}_{\mathrm{D}}$, and Bayesian epistemology more generally, and too much to be said against IBE**. ${ }^{40}$ This is not the place, however, for a general defense of $\mathrm{N}_{\mathrm{S}}, \mathrm{N}_{\mathrm{D}}$, and Bayesian epistemology more generally. I shall instead suggest an alternative way forward for friends of IBE.

I claimed above in the introduction that IBE implies $\mathrm{PAR}_{3}$. I should have claimed, to be more precise, that if, as is standard, IBE is understood so that parsimony is an explanatory virtue, then IBE implies $\mathrm{PAR}_{3}$. It is important to note, however, that there is no necessity in understanding IBE so that parsimony is an explanatory virtue. It can be understood in terms of any proffered list of explanatory virtues. So the fact that $\mathrm{PAR}_{3}$ is false tells not against IBE per se, but against IBE understood so that parsimony is an explanatory virtue.

[^15]It would not be enough for friends of IBE to simply excise parsimony from their list of explanatory virtues. They would need to ensure that their list of explanatory virtues is such that there can be no cases where, given $B, T_{1}$ is a better potential explanation of $E$ than is $T_{2}$, and yet $T_{1}$ is equal to $T_{2}$ both in prior probability and in likelihood. For, otherwise IBE would still be open to counterexample. Is there a way for them to do that?

I have a proposal. It is not new, but it is underdeveloped at this point. The rough idea is to embrace $\mathrm{N}_{\mathrm{S}}, \mathrm{N}_{\mathrm{D}}$, and Bayesian epistemology more generally, and then find a place in Bayesianism for the explanatory virtues. ${ }^{41}$ One way of developing this idea is this. First, designate prior probability and likelihood as "primary" explanatory virtues. Second,

[^16]designate any additional explanatory virtues as "secondary" explanatory virtues. Third, show that the various secondary explanatory virtues can help in determining prior probability and likelihood (the primary explanatory virtues). If IBE were thus reformulated, then no case where $T_{1}$ is equal to $T_{2}$ both in prior probability and in likelihood would be a case where, given $B, T_{1}$ is a better potential explanation of $E$ than is $T_{2}$.

## IV. CONCLUSION

If parsimony (understood in terms of the number of things on/in a theory) is a theoretical virtue, then this is not because $\mathrm{PAR}_{1}$ is true. For, regardless of whether $\mathrm{PAR}_{1}$ is to be understood so that prior probability and likelihood are included in $r_{1}, \ldots, r_{n}, \mathrm{PAR}_{1}$ is false. It follows that the same is true of $\mathrm{PAR}_{2}, \mathrm{PAR}_{3}$, and any other parsimony thesis that is logically stronger than $\mathrm{PAR}_{1}$. It further follows that the same is true of IBE understood so that parsimony is an explanatory virtue. This is the negative side of the story. However, there is also a positive side. First, there are still ways to show that the more parsimonious theory in a given case has the higher posterior probability. Second, it might be that Einstein is right that central to the aim of science is parsimony understood in terms of the number of brute phenomena on our overall world picture, and it might be that the aim of science as he describes it can be reached. Third, it might be that there are ways of understanding IBE on which it is not open to counterexample.
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