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Abstract 21 

A number of climate modeling studies have shown that differences between typical choices for 22 
representing ozone can affect climate change projections. Here, we investigate potential climate 23 
impacts of a specific ozone representation used in simulations of the HadGEM model for the 24 
Coupled Model Intercomparison Project phase 5. The method considers ozone changes only in the 25 
troposphere and lower stratosphere and prescribes stratospheric ozone elsewhere. For a standard 26 
climate sensitivity simulation, we find that this method leads to significantly increased global 27 
warming and specific patterns of regional surface warming compared with a fully interactive 28 
atmospheric chemistry set-up. We explain this mainly by the suppressed part of the stratospheric 29 
ozone changes and the associated alteration of the stratospheric water vapor feedback. This 30 
combined effect is modulated by simultaneous cirrus cloud changes. We underline the need to 31 
understand better how representations of ozone can affect climate modeling results and, in 32 
particular, global and regional climate sensitivity estimates. 33 
 34 
1 Introduction 35 

 Atmospheric ozone is a key absorber of solar radiation and an important greenhouse gas. 36 
Consequently, a large sensitivity of surface temperature to ozone changes has been evident for a 37 
long time, even in idealized radiative transfer calculations that did not consider many climate 38 
feedbacks [e.g. Lacis et al., 1990]. This sensitivity is particularly distinct for ozone changes in the 39 
tropical upper troposphere and lower stratosphere (see e.g. Figure 1 in Riese et al. [2012]). Here, 40 
we explore how considering or (to some extent) neglecting ozone changes under climate change 41 
alters the climate sensitivity of a fully interactive atmosphere-ocean coupled climate model. Our 42 
work stands in context with a number of recent studies that have confirmed that the representation 43 
of ozone in state-of-the-art climate models can affect tropospheric and surface climate change 44 
projections [e.g. Son et al., 2008; Dietmüller et al., 2014; Muthers et al., 2014, 2016, Chiodo and 45 
Polvani, 2016a, 2016b, Nowack et al., 2015, 2017; Noda et al., 2017]. It is further motivated by 46 
the apparently strong model- and scenario-dependency of climate impacts associated with changes 47 
in ozone. For example, current estimates for the impact of interactive ozone chemistry on global 48 
warming projections in a typical climate sensitivity simulation range between none [Marsh et al., 49 
2016] to ~20% difference [Nowack et al., 2015]. 50 

 Atmospheric chemistry (and thus ozone) has been represented in a variety of ways in 51 
climate models, in particular in model intercomparison projects [Son et al., 2008; Cionni et al., 52 
2011; Taylor et al., 2012; Eyring et al., 2013; Kravitz et al., 2013]. For example, only 9 of 46 53 
climate models used to simulate the four Representative Concentration Pathways (RCP) scenarios 54 
in the Coupled Model Intercomparison Project 5 (CMIP5) included a fully interactive chemistry 55 
scheme both in the troposphere and the stratosphere [Eyring et al., 2013]. In acknowledgement of 56 
the importance of ozone, the chemistry-climate community therefore provided a standardized 57 
IGAC/SPARC ozone field for RCP simulations to be used in models without atmospheric 58 
chemistry component [Cionni et al., 2011]. While this posed an improvement over neglecting 59 
ozone changes altogether in many similar CMIP3 simulations [Son et al., 2008], this ozone field 60 
was inconsistent with both the actual RCP scenarios and individual model responses. In contrast, 61 
there was no organized or unified effort concerning the representation of ozone in typical climate 62 
sensitivity simulations in CMIP5, such as those imposing an abrupt quadrupling of atmospheric 63 
carbon dioxide (CO2). As a result, models that lacked the capability to simulate ozone changes on 64 
the run had to represent ozone inconsistently, e.g. by neglecting ozone changes, or by using other 65 
methods. While it is not well documented how ozone was treated in such cases (with a few 66 
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exceptions, e.g. Jones et al., 2011; Li et al., 2013), it is highly likely that the majority of models 67 
used unchanged climatologies, or some other form of non-interactive ozone fields in typical 68 
climate sensitivity experiments. Consequently, there is a need to understand better how climate 69 
sensitivity simulations have been shaped by the representation of ozone in conjunction with other 70 
parametric choices. It is almost self-evident that this need for an improved understanding of 71 
ozone's role in climate sensitivity simulations extends beyond the CMIP framework. 72 

 Here, we investigate one example of potential effects on climate sensitivity projections for 73 
a specific ozone representation that was used by the UK Met Office in HadGEM2-ES simulations 74 
for the CMIP5 [Jones et al., 2011]. Specifically, we test its effect on the outcome of a standard 75 
climate sensitivity simulation in which CO2 concentrations are abruptly quadrupled. For this, we 76 
carry out the same analysis as in a previously published paper [Nowack et al., 2015], where we 77 
found that neglecting changes in ozone (also referred to as ozone feedbacks) leads to ~20% 78 
increased global warming for the same climate model and experiment. 79 

 In HadGEM2-ES, the implementation of this method included an interactive representation 80 
of tropospheric and lower stratospheric ozone, i.e. ozone was allowed to respond to the CO2 81 
forcing in this lower part of the atmosphere. The ozone field was fixed elsewhere, meaning that 82 
ozone was not allowed to adapt in the middle-upper stratosphere. In the following, we focus on 83 
how this representation of ozone modulates global warming in our model. In addition, we show 84 
that it can explain stratospheric water vapor (SVW) results obtained in the corresponding CMIP5 85 
simulation with HadGEM2-ES. Indirectly, this method allows us to test the importance of changes 86 
in ozone specifically in the lower part of the atmosphere including the tropical upper troposphere87
and lower stratosphere (UTLS). At the same time, we explain why it may generally be deceptive to 88 
study ozone changes in certain regions in isolation, mainly because ozone concentrations in 89 
different parts of the atmosphere are intrinsically coupled. 90 

 The method used in HadGEM2-ES should pose an improvement on neglecting ozone 91 
changes altogether (as probably done in many climate sensitivity studies), but without detailed 92 
study it is impossible to quantify this improvement. We further discuss our results in the context of 93 
recent studies on ozone-related effects in climate sensitivity experiments. 94 

2 Methods 95 

2.1. Model 96 

 We use the atmosphere-ocean coupled configuration of the Hadley Centre Global 97 
Environment Model version 3 (HadGEM3-AO) from the United Kingdom Met Office [Hewitt et 98 
al., 2011]. The atmosphere is represented by the Met Office's Unified Model (MetUM) version 7.3 99 
using a regular grid with a horizontal resolution of 3.75° longitude by 2.5° latitude and 60 vertical 100 
levels up to a height of ~84 km. The ocean component is the Ocean Parallélisé (OPA) part of the 101 
Nucleus for European Modelling of the Ocean (NEMO) model version 3.0 [Madec, 2008] coupled 102 
to the Los Alamos sea ice model CICE version 4.0 [Hunke and Lipscomb, 2008]. The NEMO 103 
configuration used here deploys a tripolar, locally anisotropic grid which has 2° resolution in 104 
longitude everywhere, but an increased latitudinal resolution in certain regions with up to 0.5° in 105 
the tropics. 106 

 Atmospheric chemistry is represented by the United Kingdom Chemistry and Aerosols 107 
(UKCA) model in an updated version of the detailed stratospheric chemistry configuration 108 
[Morgenstern et al., 2009; Nowack et al., 2015, 2016, 2017] which is coupled to the MetUM. A 109 
relatively simple tropospheric chemistry scheme that simulates hydrocarbon oxidation is included, 110 



4 
 

which provides for emissions of three chemical species (NO (surface, lightning), CO (surface), 111 
HCHO (surface)). In addition, surface mixing ratios of four further species (N2O, CH3Br, H2, CH4) 112 
are constrained by calculating the effective emission required to maintain their surface mixing 113 
ratios, e.g. for nitrous oxide 280 ppbv and for methane 790 ppbv. This keeps their tropospheric 114 
mixing ratios approximately constant at preindustrial levels in all simulations. Nitrogen oxide 115 
emissions from lightning are parameterized according to Price and Rind [1992, 1994]. Photolysis 116 
rates are calculated interactively using the Fast-JX photolysis scheme [Wild et al., 2000; Bian and 117 
Prather, 2002; Neu et al., 2007; Telford et al., 2013]. In total 159 chemical reactions involving 41 118 
chemical species are considered. The chemistry scheme used here is different from the one used 119 
for the corresponding HadGEM2-ES simulation in CMIP5, as discussed in section 2.2. 120 

2.2 Simulations 121 
 To study the impact of the model representation of ozone on climate sensitivity results, we 122 
first carried out a preindustrial control simulation (piControl, 285 ppmv CO2, label A) and, second, 123 
typical climate sensitivity simulations in which atmospheric CO2 was abruptly quadrupled to four 124 
times its preindustrial value (hereafter referred to as 4xCO2, 1140 ppmv CO2). Such simulations 125 
are standard experiments in model intercomparison projects [Taylor et al., 2012; Kravitz et al., 126 
2013; Eyring et al., 2016]. Each simulation was run for 200 years (for an overview see Table 1).  127 

Type Label Representation of Ozone 

piControl A 
Interactive in the whole atmosphere 

4xCO2 B 

4xCO2 D1 Interactive in the troposphere and the lowermost 3 model levels of 

the stratosphere, prescribed climatology (zonally averaged for D2) 

from A above 

4xCO2 D2 

Table 1. Overview of the simulations. Two versions (i.e. D1/D2) of the tropopause-matched runs 128 
were carried out. The label 1 implies that the chemical fields were overwritten from three model 129 
levels above the tropopause upwards by full three-dimensional (latitude, longitude, altitude) 130 
monthly-mean climatologies from piControl run A. In D2, the same climatologies were zonally 131 
averaged and as such imposed as three-dimensional fields, with almost identical results. 132 

 The 4xCO2 benchmark simulation with fully interactive chemistry is referred to as 'B'. In 133 
two further 4xCO2 simulations, which we here label D1 and D2 in order to conform with a 134 
previous paper [Nowack et al., 2017], we emulate the model set-up described by Jones et al. 135 
[2011] for the abrupt 4xCO2 experiment carried out with the HadGEM2-ES model for the CMIP5. 136 
In D1 and D2, the distribution of the radiatively active species ozone, nitrous oxide and methane 137 
was reset to preindustrial levels from three model levels above the continuously changing 138 
tropopause [Hoerling et al., 1993] upwards. In other words, ozone was only allowed to change 139 
from the surface up to three model levels above the tropopause and was otherwise kept fixed in 140 
terms of its mass mixing ratio. The vertical distance between the tropopause and the overwritten 141 
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stratospheric levels is between ~3-4 km at all latitudes. This specific methodology used in D1/D2 142 
is referred to as ‘tropopause-matching’ in the following. 143 

 The tropopause-matched model set-up will necessarily include to some degree ozone 144 
feedbacks in the tropical upper troposphere and lower stratosphere (UTLS), which were previously 145 
identified as a key driver of ozone's impact on climate sensitivity estimates [Lacis et al., 1990; 146 
Forster and Shine, 1997; Hansen et al., 1997; Dietmüller et al., 2014; Nowack et al., 2015]. It will 147 
also prevent an artificial mismatch between ozone and the atmospheric pressure/temperature 148 
profiles around the tropopause. This is important due to the steep gradient in ozone mass mixing 149 
ratios between the upper troposphere and lower stratosphere, i.e. it prevents high stratospheric 150 
ozone levels from being shifted into the troposphere when the latter expands under CO2 forcing 151 
[Heinemann, 2009; Li et al., 2013; Dietmüller et al., 2014; Nowack et al., 2015]. 152 

 The ozone methodology applied in D1/D2 is identical to the set-up of the HadGEM2-ES 153 
model for the abrupt 4xCO2 simulation in CMIP5 and the atmosphere part of HadGEM2-ES is the 154 
predecessor model of the atmospheric component of the HadGEM3 model used here. 155 
Nevertheless, there are several key differences between our simulations and the HadGEM2-ES 156 
implementation. HadGEM2-ES is a low-top model that does not include a full representation of 157 
the stratosphere (reaching up to ~40 km altitude, Collins et al., [2011]). In addition, HadGEM2-ES 158 
included a somewhat more sophisticated tropospheric chemistry scheme, but no specific 159 
stratospheric chemistry, in contrast to the scheme used here. It is impossible to estimate precisely 160 
how these and other differences in the model set-up could affect, in relative terms, the results. 161 
However, our set-up is sufficient to consider how this alternative representation of ozone162
feedbacks can affect climate sensitivity, forcing and feedback estimates in a qualitative manner as 163 
compared to a fully interactive chemistry configuration. 164 

2.3 Method to estimate climate forcings and feedbacks 165 

 In section 3.2, we apply the linear regression methodology suggested by Gregory et al. 166 
[2004] to diagnose global climate feedbacks and forcings. The method has been shown to capture 167 
well the response of models to many types of climate forcing [Gregory and Webb, 2008; Forster 168 
et al., 2016]. It assumes a linear relationship between the change in global and annual mean 169 
radiative imbalance N (Wm-2) at the top of the atmosphere (TOA) and surface temperature 170 
anomalies (∆Tsurf, in K) relative to a base climate state (typically preindustrial): 171 

N= F + α ∆Tsurf  (1) 172 

where the y-intercept F is the effective forcing (Wm-2) and the slope α is the effective climate 173 
feedback parameter (Wm-2K-1). Thus, α and F can be obtained by regressing N as a function of 174 
time against ∆Tsurf. α is a characteristic quantity of a given model system, because its magnitude 175 
approximates the surface temperature response to a radiative forcing introduced to the system. 176 
Here, the positive sign convention is used, meaning that a negative α implies a stable climate 177 
system that will eventually attain equilibrium. Any positive/negative change in α implies an 178 
additional surface warming/cooling at equilibrium in response to a radiative forcing. 179 

 The Gregory method, and more generally energy budget considerations, are often extended 180 
by the assumption that the net climate feedback parameter α (and accordingly F) can be 181 
approximated by a linear superposition of processes that contribute to the overall climate response 182 
to an imposed forcing, i.e. 183 

α = ∑ αi𝑖  (2.1) 184 
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 𝐹 = ∑ 𝐹i𝑖  (2.2) 185 

Accordingly, one can decompose α and F into separate radiative components [Andrews et al., 186 
2012] 187 

α = αCS + αCRE = αCS,LW + αCS,SW + αCRE,LW + αCRE,SW  (3.1) 188 

F = FCS + FCRE = FCS,LW + FCS,SW + FCRE,LW + FCRE,SW  (3.2) 189 

providing individual short-wave (SW) and long-wave (LW) components for Clear-Sky (CS) 190 
radiative fluxes and the Cloud Radiative Effect (CRE). The CS values refer to idealized radiative 191 
calculations in which any cloud effects are left out. The CRE component then represents the 192 
difference between the all-sky calculations including clouds and this CS component. In this 193 
method, the CRE contains direct effects due to changes in clouds and indirect cloud masking 194 
effects, for example due to persistent cloud cover over certain areas of the globe that mask surface 195 
albedo changes in the all-sky calculation [Soden et al., 2004, 2008; Zelinka et al., 2013]. The 196 
individual α and F components can be obtained by component-wise regressions of the radiative 197 
fluxes against ∆Tsurf. 198 

3 Results 199 

3.1 Surface Warming Response 200 

 Figure 1a shows ∆Tsurf for all runs relative to the average of piControl. Following a sharp 201 
increase after the abrupt 4xCO2 forcing, surface temperatures for the tropopause-matched runs 202 
D1/D2 level off towards a higher equilibrium value than for fully interactive run B. Specifically, 203 
the global mean surface warming after 75 years is ~7% larger in D1/D2 than in B, which is about 204 
one third of the effect of neglecting ozone feedbacks entirely for the same model [Nowack et al., 205 
2015]. As expected, there is still a remaining temperature trend after 200 years in all 4xCO2 runs 206 
due to the long oceanic time-scales involved in attaining equilibrium [Li et al., 2013; Knutti and 207 
Rugenstein, 2015]. Due to the different warming trajectories, the percentage difference decreases 208 
slightly over time, approaching ~6.5% towards the end of the 200 years runtime. 209 

 Regional surface temperatures also differ significantly between D1/D2 and B and have a 210 
specific regional structure (Figures 1b-e). This implies that the stratospheric representation of 211 
ozone does not only alter the scaling of the surface temperature response to CO2 forcing in a 212 
globally uniform manner, but has a specific forcing-response pattern and alters regional feedbacks 213 
[Boer and Yu, 2003a, 2003b; Shindell and Faluvegi, 2009; Voulgarakis and Shindell, 2010]. A 214 
detailed discussion of regional impacts is beyond the scope of this simple global energy budget 215 
paper. However, ozone-induced differences in the El Niño Southern Oscillation between the 216 
simulations [Nowack et al., 2017], associated changes in atmospheric teleconnections, or a 217 
modulating effect of ozone changes on the Atlantic Meridional Overturning Circulation [Muthers 218 
et al., 2016] could explain some of these regional responses. The pattern and magnitude of the 219 
surface temperature anomalies is mostly very similar for D1 and D2, implying that the surface 220 
impacts related to zonal averaging of the ozone climatology are small compared to the ones 221 
between B and D1/D2. The existing regional anomalies, for example in the Barents Sea, could be 222 
related to the effects of the different zonal structure of the ozone fields used in D1 and D2 on the  223 
stratospheric temperature structure and dynamics [Gabriel et al., 2007] and by extension their 224 
possible tropospheric impacts. However, a proper analysis would have to take into account a 225 
number of other factors, including the state of the ocean and its interaction with sea ice feedbacks. 226 
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 227 
Figure 1. (a) Global, annual mean surface temperature anomalies. The time axis is extended to 228 
Figure 1 in Nowack et al. [2015]. Red dashed/dotted lines denote runs D1/D2, respectively. (b, c) 229
Regional differences as labeled, averaged over years 275-425 of  (a), i.e. years 50-200 after the 230 
initialization of the 4xCO2 forcing. (d, e) The same regional differences given as percentage 231 
changes relative to the warming under 4xCO2 for B. The global mean difference is ~7%. Non-232 
significant changes (95% confidence level, two-tailed Student's t-test) are marked by stippling. 233 
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 234 

Figure 2. Gregory regressions for all 4xCO2 simulations as labeled. For (a) the total net TOA 235 
radiative flux, (b-e) the four subcomponents. The inset tables give the slopes (i.e. the effective 236 
feedback parameters α) and regression coefficients (Rcorr). 237 
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3.2 Global Energy Budget Analysis 238 
 To illustrate key differences between the simulations, we carried out the linear regression 239 
analysis as described in section 2.3. The results for the all-sky regression and the four individual 240 
CS and CRE components are given in Figures 2a-e. 241 

 The α feedback parameters of B, D1 and D2 are almost identical (Figure 2a, inset table). 242 
The individual CS and CRE components reveal that this is primarily the result of two cancelling 243 
factors: the αCS,LW parameters in D1/D2 are less negative (by ~0.1 Wm-2K-1, Figure 2b), thus 244 
indicating an additional surface warming effect in agreement with the results shown in Figure 1. 245 
However, this less negative feedback in D1/D2 is largely compensated by simultaneous, opposite 246 
sign αCRE,LW changes (~0.07 Wm-2K-1, Figure 2c). The additional surface warming in D1/D2 247 
relative to B would be even more significant without this compensating CRE-LW feedback. 248 

 In comparison, changes in the SW components play a minor role (Figures 2d,e). Overall, 249 
this gives rise to the very similar, however still slightly less negative total α parameters in D1/D2, 250 
consistent with the greater surface warming in these runs. This surplus warming is enhanced by 251 
~0.2 Wm-2 more positive effective forcings F in D1/D2 (y-intercepts in Figure 2a). These 252 
characterize fast (and actually non-linear; the data deviates from the regression lines towards ∆Tsurf 253 
= 0) adjustments in response to the CO2 forcing [Forster et al., 2013; Zelinka et al., 2013; 254 
Sherwood et al., 2015]. 255 

3.3 The Mechanism 256 

The differences in global warming between the simulations can mainly be understood from 257
the representation of ozone and associated SVW and cirrus cloud feedbacks. This argument is 258 
equivalent to the mechanism described in Nowack et al. [2015] but the absolute and relative 259 
magnitude of each contribution differs. As a result, surface temperatures in D1/D2 are closer to B 260 
than if ozone feedbacks are neglected altogether (as done in our previous study). 261 

 Figures 3a,b show latitude-height cross sections of percentage changes in annual, zonal 262 
mean ozone mass mixing ratios under 4xCO2 for both the fully interactive and the tropopause-263 
matched runs (here discussed for D2, but with equivalent results for D1). We find characteristic 264 
decreases in tropical UTLS ozone within ~30N-30S. This is an ubiquitous feature in chemistry-265 
climate model simulations under increased atmospheric greenhouse gas concentrations that has 266 
mainly been explained by an acceleration of the stratospheric Brewer-Dobson circulation [SPARC, 267 
2010; Lin and Fu, 2013]. Middle-upper stratospheric ozone increases found in the fully interactive 268 
run B under CO2-induced cooling of the stratosphere are also well understood [Haigh and Pyle, 269 
1982; Jonsson et al., 2004].  270 

 However, the tropopause-matching method fails to capture the full magnitude and spatial 271 
extent of the ozone decreases in the tropical UTLS (compare Figures 3a and 3b; for the actual 272 
difference between B and D2 see Figure 3c). The proximity to the fixed ozone boundary 273 
conditions above tends to level out the ozone decrease below by diffusion. More advective in-274 
mixing of stratospheric ozone into the tropical UTLS via the shallow branch of the Brewer-275 
Dobson circulation will support this effect. The larger mid-to-upper tropospheric ozone increases 276 
in D1/D2 than in B are likely the sum of elevated lightning NOx emissions under greenhouse gas 277 
forcing and this greater in-mixing of ozone. In addition, the lack of temperature-driven increases in 278 
upper stratospheric ozone in D1/D2 enhances ozone production in the tropical UTLS relative to B 279 
due to the reverse self-healing effect of the ozone column [Pyle, 1980; Haigh and Pyle, 1982; 280 
Meul et al., 2014], i.e. changes in ozone formation at different altitudes are anti-correlated as 281 
increases in ozone at high altitudes allow less radiation to propagate to lower levels of the 282 
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atmosphere, thus reducing ozone production there. Finally, while less important for the climate 283 
sensitivity response discussed here, we also find significant differences in the lower stratospheric 284 
high latitude response of ozone in D2 compared to B (Figures. 3a-c). The smaller ozone mass 285 
mixing ratios found in D2 (and D1) are likely due to the lower ozone concentrations in air 286 
transported downwards from the upper stratosphere into this region as part of the upper branch of 287 
the Brewer-Dobson circulation [Plumb, 2002; Butchart, 2014]. 288 

 289 
Figure 3. Zonal mean ozone and water vapor percentage differences, as labeled, for years 50-200 290 
after the 4xCO2 forcing. Non-significant changes at the 95% confidence level using a two-tailed 291 
Student's t-test are hatched out. Small artifacts at overwritten altitudes in (b) result from ozone 292 
changes between the dynamical and chemistry model time-steps, which occur before the ozone 293 
field is reset to preindustrial values. (c) shows the difference between (a) and (b). 294 
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 Ozone is a key radiative heating agent in the tropical UTLS [Fueglistaler et al., 2009]. 295 
Therefore, the decreases in ozone have a pronounced cooling effect there, which accordingly is 296 
smaller in D1/D2 than in B (Figures 3c, 4a). This has two important consequences, which mainly 297 
explain the less negative αCS-LW parameters in D1/D2: 298 

1) Ozone is a particularly effective greenhouse gas in the tropical UTLS [Lacis et al., 1990; 299 
Hansen et al., 1997; Stuber et al., 2005]. Therefore, the smaller circulation-driven decreases in 300 
tropical UTLS ozone in D1/D2 will contribute to the CS-LW differences, compared to B. 301 

2) Higher tropical UTLS temperatures increase the entry rates of water vapor into the stratosphere 302 
[Fueglistaler et al., 2005; Dessler et al., 2013], resulting in higher SVW concentrations in D1/D2 303 
than in B (Figure 3d). Since SVW is a greenhouse gas, this amplifies the greenhouse warming 304 
effect of the positive ozone anomaly in D1/D2 relative to B [Stuber et al., 2001]. SVW mixing 305 
ratios increased by an additional 1.5-2 ppmv in D1/D2 compared to B (absolute increases under 306 
4xCO2 are ~1-1.5 ppmv in B and ~3 ppmv in D1/D2; in fact the latter results closely match the 307 
HadGEM2-ES results in CMIP5). 308 

Following our argument in Nowack et al. [2015], we thus conclude that both changes in 309 
tropical UTLS ozone and the associated SVW feedback are the key drivers behind the less 310 
negative αCS-LW parameters (and thus global warming) in D1/D2 than in B. 311 

 In D1/D2 the resulting meridional temperature gradient is smaller than in B (Figure 4a). As 312 
expected, we find the corresponding weakening of the annual mean mid-latitude stratospheric jet 313 
in B (Figure 4b). Within the troposphere, the Hadley cell contracts in B (relative to D2), with 314 
stronger zonal winds equatorward, but weaker poleward. This ozone-change induced dynamical 315 
response opposes the response to increased CO2. Chiodo and Polvani (2016) discussed a similar 316 
phenomenon in the Southern Hemisphere in their sensitivity study, although a direct comparison is 317 
difficult, due to slightly different experimental design. 318 

We can also link the feedback differences in the CRE-LW component to a previously 319 
described mechanism (see Nowack et al. [2015] for details). The temperature effect (Figure 4a) of 320 
the underestimated tropical UTLS ozone changes in D1/D2 relative to B leads to reduced 321 
formation of upper tropospheric cirrus clouds (Figure 5), which trap LW radiation in the 322 
atmosphere [Kuebbeler et al., 2012; Zelinka et al., 2013; Nowack, 2015]. Consequently, we find 323 
more negative αCRE-LW parameters in D1/D2 than in B, which reduces the global warming gap 324 
between the simulations. In terms of absolute magnitude, this compensating effect almost cancels325
the CS-LW feedback differences, which gives rise to a much smaller discrepancy in the total 326 
feedback parameter α than if the model is run using fixed ozone throughout the entire atmosphere 327 
[Nowack et al., 2015]. However, percentage-wise the difference remains almost the same, with the 328 
CRE-LW effect being ~60% (70%) of the CS-LW effect for fixed ozone (D1/D2). 329 

Finally, the more positive effective forcing F (larger by ~0.2 Wm-2 in the linear 330 
approximation) in D1/D2 than in B will contribute to the global warming differences, however, it 331 
is mechanistically more difficult to assign. It is the net result of differences in each of the four 332 
radiative components (see y-intercepts in Figures 2b-e) that are too small to link to specific 333 
processes in a statistically robust manner. However, it is intuitive that fast ozone (and 334 
corresponding water vapor, temperature) changes have potential to affect the CS forcings, whereas 335 
their impact on absolute temperatures and lapse rates could indirectly affect the CRE forcings. We 336 
note that upper stratospheric ozone increases such as the ones suppressed in D1/D2 have mostly 337 
been associated with negative SW radiative forcing in studies with idealized ozone perturbations 338 
[e.g. Lacis et al., 1990; Hansen et al., 1997]. We find no clear effect of ignoring upper 339 
stratospheric ozone changes on the CS-SW effective forcing (Fig. 2d), which might simply be the  340 
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 341 

Figure 4. Zonal mean temperature and zonal wind differences, as labeled, for years 50-200 after 342 
the 4xCO2 forcing. In (a), the color scale is constrained to highlight the changes around the 343 
tropical tropopause, while the contour lines show the full extent of all changes as 0.5K intervals. 344 
The thick dashed lines show the average height of the thermal tropopause for A (black), B (blue) 345 
and D2 (red), which is calculated based on the WMO lapse rate definition [WMO, 1957]. In (b), 346 
contours show the climatology of run B. 347 

 348 

Figure 5. Differences in ice clouds, as labeled, for years 50-200 after the 4xCO2 forcing. Non-349 
significant changes at the 95% confidence level using a two-tailed Student's t-test are hatched out. 350 
The contour lines show the climatology of simulation B. 351 

result of its relatively small magnitude as compared to the tropical UTLS LW feedback associated 352 
with ozone, in agreement with the SW effects found in other studies [Dietmüller et al., 2014; 353 
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Marsh et al., 2016]. The reverse self-healing effect of the ozone column, which was not 354 
considered in the idealized perturbation studies, is presumably one reason for the small magnitude. 355 
The corresponding opposite sign upper and lower stratospheric changes in ozone are intrinsically 356 
coupled and have compensating SW effects. 357 

4 Summary & Conclusions 358 

 We have discussed the impact of a specific climate model representation of ozone on the 359 
outcome of a standard climate sensitivity simulation. In this representation, ozone changes are 360 
only considered in the troposphere and the lowermost three model levels of the stratosphere. 361 
Comparing the model response to results obtained when including a fully interactive atmospheric 362 
chemistry scheme, we find a larger global warming resulting from (widely even more significant) 363 
regional surface temperature changes. These effects are mainly driven by the greenhouse effect of 364 
changes in tropical UTLS ozone and the related SVW feedback which, however, is largely 365 
balanced by the radiative impact of simultaneous upper tropospheric cirrus cloud changes. We 366 
further find that fast adjustments [Zelinka et al., 2013; Sherwood et al., 2015] as a sum over all 367 
radiative components (clouds, clear-sky long-wave and short-wave) make a contribution to the 368 
larger global warming response. However, these are difficult to assign mechanistically in a 369 
statistically significant manner. 370 

 Our study has several implications. First, we identify a need to check influences of ozone's 371 
representation in climate sensitivity simulations, which are often poorly documented. One example 372 
for a non-interactive, but somewhat adaptive ozone representation in a climate sensitivity 373 
simulation was given by Li et al. [2013]. Using the climate model ECHAM5, they found a very 374 
large equilibrium surface warming effect of neglecting ozone changes. They thus decided to shift 375 
ozone from the highly sensitive upper troposphere into the upper stratosphere during the 376 
simulation, arguing that high levels of stratospheric ozone would otherwise continuously be 377 
shifted into the troposphere under CO2-forced tropospheric expansion. Such physically 378 
inconsistent methods will become redundant as more sophisticated atmospheric chemistry 379 
components play a key role in the ever increasing complexity of climate models. However, we 380 
hope that our study will help to understand past model results better and to motivate further studies 381 
in this direction. Ultimately, this could be helpful in tracking progress in climate modeling. For 382 
instance, using the same ozone representation, we find SVW increases very similar to those 383 
obtained with the predecessor model HadGEM2-ES in CMIP5. Our results thus imply that the use 384 
of a fully interactive chemistry scheme could have at least halved the SVW increase found then 385 
(from ~3 ppmv to ~1.5 ppmv), which is important for global energy budget considerations as well 386 
as atmospheric chemistry [Shindell, 2001; Stenke and Grewe, 2005; Stenke et al., 2008, 2009; 387 
Solomon et al., 2010]. In addition, our study could motivate further research into how model 388 
representations of ozone affect regional climate change projections [Shindell, 2014; Marvel et al., 389 
2015a, 2015b; Shindell et al., 2015] and key modes of climate variability such as the ENSO 390 
[Chiodo and Polvani, 2016a; Nowack et al., 2017] rather than just global mean surface 391 
temperature change. Finally, our results also bear implications for the efficacy of ozone forcings 392 
considering simultaneous cloud feedbacks [Hansen et al., 1997, 2005; Stuber et al., 2005]. 393 

 In conclusion, we highlight the need to better understand the effects of various model 394 
representations of ozone on surface climate change projections, in particular with regard to their 395 
impact on results of typical climate sensitivity simulations and the corresponding model-396 
dependency. Among current estimates, the model used here lies at the upper end when it comes to 397 
the climate sensitivity impact of neglecting ozone feedbacks entirely, even if the sign of the 398 
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response and mechanisms found across most models are robust [Dietmüller et al., 2014; Muthers 399 
et al., 2014; Nowack et al., 2015]. Another model showed hardly any net effect on surface 400 
temperature [Marsh et al., 2016]. The relatively large sensitivity of our model might imply an also 401 
relatively larger effect of the tropopause-height matching implementation on the modeled global 402 
warming. However, as implied by Figure 1, even relatively small global mean effects, such as the 403 
one found here (6-7%), can correspond to highly significant regional surface temperature changes. 404 
We therefore hope that future studies will provide a more complete picture of the impacts of ozone 405 
representations on global and regional climate sensitivity estimates. 406 

 407 
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