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#### Abstract

Perturbed rotational motions of a rigid body that are close to regular precession in the Lagrange case when the restoring moment is variable are investigated, depending on the Euler's angles and the components of angular velocity. Such restoring moment is introduced by making the rotation of the rigid body in an electro-magnetic field It is assumed that the angular velocity of the body is large, its direction is close to the axis of dynamic symmetry of the body. and that the three projections of the vector of the perturbing moment onto the principal axes of inertia of the body are small as compared to the restoring moment The average method is employed and the averaged system of equations of motion is solved in the first and second approximations Examples are considered. Numencal results are obtained, for the averaged system of equations of motion, and are discussed in details
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## 1. Introduction

In the last few decades, considerable interest arose in the generalization of the classical problem of motion of a rigid body about a fixed point. The motion of charged rigid body in uniform gravitational and magnetic fields was also considered [1-4]. In [5,6], the restoring moment is taken as a function of nutation angle only.

In the present work, we get a restoring moment as a function of more than one variable, namely, the Euler's angles and the components of the angular velocity.

## 2. Formulation of the problem

We consider the motion of dynamically symmetrical rigid body about a fixed point 0 under the action of variable restoring moment and perturbing moments, the equations of motion can be written in the form :

$$
\begin{align*}
& A \dot{p}+(c-A) q r=k \sin \theta \cos \phi+M_{1} \\
& A \dot{q}+(A-c) p r=-k \sin \theta \sin \phi+M_{2} \\
& c \dot{r}=M_{3} \\
& \dot{\psi}=(p \sin \phi+q \cos \phi) \operatorname{cosec} \theta  \tag{1}\\
& \dot{\theta}=p \cos \phi-q \sin \phi \\
& \dot{\phi}=r-(p \sin \phi+q \cos \phi) \operatorname{ctg} \theta
\end{align*}
$$

Dynamic equations (1) are written in projections onto the principal axes of inertia of the body, passing through the fixed point 0 . Here $p, q, r$ are the projections of the angular velocity vector of the body onto these axes; $M_{1}(i=1,2,3)$ are the projections of the vector of the perturbing moment onto these axes, which are $2 \pi$-periodic of the Euler angles $\psi, \theta$, $\phi ; A$ and $c$ are the equatorial and axial moments of inertia of the body relative to the fixed point $0, A \neq c$.

The perturbing moments $M_{1}$ in (1) are assumed to be known functions of their arguments, when $M_{i}(i=1,2,3)=0$ and $k=m g L=$ const., then the system of equations (1) corresponds to the Lagrange case. Here $m$ is the mass of the body; $g$ is acceleration due to gravity; and $L$ is the distance from fixed point 0 to the center of gravity of the body. Equations (1) may describe motions of a Lagrange top acted upon by perturbations of various physical origin, as well as motions of a free rigid body relative to the center of mass, when this body is acted upon by a restoring moment generated by aerodynamic forces, and certain perturbing moments.

We make the following initial assumptions :

$$
\begin{equation*}
p^{2}+q^{2}\left\langle\left\langle r^{2}, c r^{2}\right\rangle\right\rangle k,\left|M_{i}\right|\langle(k, \quad(i=1,2,3) \tag{2}
\end{equation*}
$$

which means that the direction of the angular velocity of the body is close to the axis of dynamic symmetry; the angular velocity is large, so that the kinetic energy of the body is much greater than the potential energy resulting from the restoring moment; the three projections of the vector of perturbing moment onto the principal axes of inertia of the body are small as compared to the restoring moment. Inequalities (2)-allow us to introduce the small parameter $\varepsilon \ll 1$ and to set

$$
\left.\begin{array}{l}
p=\varepsilon P, q=\varepsilon Q, k=\varepsilon K  \tag{3}\\
M_{1}=\varepsilon^{2} M_{1}^{*}(P, Q, r, \psi, \theta, \phi, t) \quad(i=1,2,3)
\end{array}\right]
$$

The new variables $P$ and $Q$, as well as the variables and constants $r, \psi, t, \theta, \phi, K$, $A, c, M_{i}^{*}(i=1,2,3)$ are assumed to be bounded quantities of order unity as $\varepsilon \rightarrow 0$.

The problem under investigation is the study of the asymptotic behaviour of the solution of the system (1) for small $\varepsilon$ when the conditions (2) and (3) are satisfied. This will be done by employing the average method [7-9], which is extensively employed in
problens of dynamic of rigid bodies in a time interval of order $\boldsymbol{\varepsilon}^{-1}$. Moiseev [8], reported that this method was employed to investigate a variety of problems of dynames. essentially for bodies with dynamic symmetry. Chernous'ko [10] was the first to periorm averaging with respect to Euler-Poinsot motion for a symmetrical body. A number of workers [11-14], have investigated perturbed motions of a rigid body.

## 3. Treatment of average

Introducing the change of variables (3) into (1), we get :

$$
\begin{align*}
& A P+(c-A) Q r=K \sin \theta \cos \phi+\varepsilon M_{i}^{*} \\
& A \dot{Q}+(A-c) P r=-K \sin \theta \sin \phi+\varepsilon M_{2}^{*} \\
& c \dot{r}=\varepsilon^{2} M_{3}  \tag{4}\\
& \psi=\varepsilon(P \sin \phi+Q \cos \phi) \operatorname{cosec} \theta \\
& \theta=\varepsilon(P \cos \phi-Q \sin \phi) \\
& \phi=r-\varepsilon(P \sin \phi+Q \cos \phi) \operatorname{ctg} \theta
\end{align*}
$$

Let us consıder the zero-approximation system; by putting $\varepsilon=0$ in (4). The last four cyuations in (4) yreld:

$$
\begin{equation*}
r=r_{0}, \psi=\psi_{0}, \theta=\theta_{0}, \phi=r_{0} t+\phi_{0} \tag{5}
\end{equation*}
$$

Here $I_{0}, \psi_{11}, \theta_{10}, \phi_{0}$ are constants equal to the initual values of the corresponding variables at $t=0$ Substituting (5) into the first two equations of the system (4) for $\varepsilon=0$, and inlegrating the resultant system of the two linear equations for $P$. $Q$. The solution is given in the lown

$$
\begin{align*}
& P=a \cos \gamma_{0}+b \sin \gamma_{0}+\lambda_{0} \sin \left(r_{0} t+\phi_{0}\right), \\
& Q=a \sin \gamma_{0}-b \cos \gamma_{0}+\lambda_{0} \cos \left(r_{0} t+\phi_{0}\right), \\
& a^{(0)}=P_{0}-\lambda_{0} \sin \theta_{0},  \tag{6}\\
& b^{(0)}=-Q_{0}+\lambda_{0} \cos \phi_{0},
\end{align*}
$$

such that

$$
\begin{array}{ll}
\lambda_{0}=K_{0} c^{-1} r_{0}^{-1} \sin \theta_{0}, & \gamma_{0}=n_{0} t \\
n_{0}=(c-A) A^{-1} r_{0} \neq 0, & \left|n_{0} / r_{0}\right| \leq 1, \quad K_{0}=\left.K\right|_{t=0}
\end{array}
$$

Here $P_{0}, Q_{0}$ are the initial values of the new variables $P, Q$, introduced in accordance will (3), while the variable $\gamma=\gamma$, has the meaning of the oscillation phase and is defined by the equation

$$
\begin{equation*}
\gamma=n, \quad \gamma(0)=0, \quad n=(c-A) A^{-1} r \tag{7}
\end{equation*}
$$

For $\varepsilon=0$ we have $\gamma=\gamma_{0}=n_{0} t$ which is consistant with (6). The two systems (5) and (6) deline the general solution of the system (4) for $\varepsilon=0$. By eliminating the constants
with allowance for (5), it is possible to rewrite the first two expressions in (6) in the equivalent form :

$$
\left.\begin{array}{l}
P=a \cos \gamma+b \sin \gamma+\lambda \sin (\gamma+\phi)  \tag{8}\\
Q=a \sin \gamma-b \cos \gamma+\lambda \cos (\gamma+\phi)
\end{array}\right]
$$

and to solve for $a, b$

$$
\begin{align*}
& a=P \cos \gamma+Q \sin \gamma-\lambda \sin (\gamma+\phi) \\
& b=P \sin \gamma-Q \cos \gamma+\lambda \cos (\gamma+\phi) \tag{9}
\end{align*}
$$

System (4) is essentially nonlinear (the natural oscillation frequency of the variables $P, Q$ depends on the slow variable $r$ ) and therefore an additional variable $\delta$ is introduced, which is defined by the equation

$$
\begin{equation*}
r=r_{0}+\varepsilon \delta \tag{10}
\end{equation*}
$$

Now. let us consider system (4) for $\varepsilon \neq 0$ and expressions (8) and (9) as change of variables formulae (that contain the variable $\gamma$. This defines a change from variables $P, Q$ to variables $a, b$ of the Van der pol type [7] and vice versa. Using these formulac is system (4), we convert from the variables $P, Q, r, \psi, \theta, \phi, \gamma$ to the new variables $a, b, r, \psi, \theta, \alpha, \delta$ where

$$
\begin{equation*}
\alpha=\gamma+1 \tag{I1}
\end{equation*}
$$

After some manipulations, a system of seven equations is obtained, which is more convenient for subsequent investigation, then the six equations in (4) will take the form :

$$
\begin{align*}
\dot{a}= & \varepsilon A^{-1}\left[M_{1}^{0} \cos \gamma+M_{2}^{0} \sin \gamma\right]+A^{-1} K_{0} \sin \theta \cos \alpha-A^{-1} K_{0} \sin \theta \cos \alpha \\
& -\varepsilon K_{0} c^{-1} r_{0}^{-1} \cos \theta\left(b-K_{0} c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right)-\varepsilon c^{-1} r_{0}^{-1} \sin \theta \sin \alpha \frac{\partial K_{0}}{\partial \theta} \\
& \times(a \cos \alpha+b \sin \alpha)+\varepsilon^{2} K_{0} c^{-1} r_{0}^{-2} \delta \cos \theta\left(b-2 K_{0} c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right) \\
& +\varepsilon^{2} c^{-1} r_{0}^{-2} \delta \sin \theta \sin \alpha \frac{\partial K_{0}}{\partial \theta}(a \cos \alpha+b \sin \alpha)+\varepsilon^{2} K_{0} c^{-2} r_{0}^{-2} M_{3}^{0} \sin \theta \sin \alpha \\
& -\varepsilon^{2} c^{-2} r_{0}^{-1} M_{3}^{0} \frac{\partial K_{0}}{\partial r} \sin \theta \sin \alpha  \tag{12.1}\\
b= & \varepsilon A^{-1}\left[M_{1}^{0} \sin \gamma-M_{2}^{0} \sin \gamma\right]-A^{-1} K_{0} \sin \theta \sin \alpha+A^{-1} K_{0} \sin \theta \sin \alpha \\
& +\varepsilon K_{0} c^{-1} r_{0}^{-1} \cos \theta\left(a+K_{0} c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right)+\varepsilon c^{-1} r_{0}^{-1} \sin \theta \cos \alpha \frac{\partial K_{0}}{\partial \theta} \\
& \times(a \cos \alpha+b \sin \alpha)-\varepsilon^{2} K_{0} c^{-1} r_{0}^{-2} \delta \cos \theta\left(a+2 K_{0} c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right) \\
& -\varepsilon^{2} c^{-1} r_{0}^{-2} \delta \sin \theta \cos \alpha \frac{\partial K_{0}}{\partial \theta}(a \cos \alpha+b \sin \alpha)-\varepsilon^{2} K_{0} c^{-2} r_{0}^{-2} M_{3}^{0} \sin \theta \cos \alpha \\
& +\varepsilon^{2} c^{-2} r_{0}^{-1} M_{3}^{0} \frac{\partial K_{0}}{\partial r} \sin \theta \cos \alpha \tag{12.2}
\end{align*}
$$

$$
\begin{align*}
& \dot{\delta}=\varepsilon c^{-1} M_{3}^{0}  \tag{12.3}\\
& \dot{\psi}=\varepsilon \operatorname{cosec} \theta(a \sin \alpha-b \cos \alpha)+\varepsilon K_{0} c^{-1} r_{0}^{-1}-\varepsilon^{2} K_{0} c^{-1} r_{0}^{-2} \delta  \tag{12.4}\\
& \dot{\theta}=\varepsilon(a \cos \alpha+b \sin \alpha) \tag{12.5}
\end{align*}
$$

Here $M_{1}^{0}$ denotes functions obtained from $M_{1}^{*}$ as a result of substitution (8)-(10), i.e.,

$$
\begin{equation*}
M_{1}^{0}(a, b, r, \psi, \theta, \alpha, \gamma, t)=M_{1}^{*}(P, Q, r, \psi, \theta, \phi, t), \quad i=1,2,3 \tag{13}
\end{equation*}
$$

The system of equations (12) can be written in the form :

$$
\begin{align*}
& \dot{x}=\varepsilon F_{1}(x, y)+\varepsilon^{2} F_{2}(x, y), x(0)=x_{0},  \tag{14.1}\\
& \dot{y}^{\prime}=\omega_{1}+\varepsilon g_{1}(x, y)+\varepsilon^{2} g_{2}(x, y), y^{1}(0)=y^{10},  \tag{14.2}\\
& \dot{y}^{2}=\omega_{2}+\varepsilon h_{1}(x, y)+\varepsilon^{2} h_{2}(x, y), y^{2}(0)=y^{20}, \tag{14.3}
\end{align*}
$$

where the vector-function $x=\left(x^{1}, x^{2}, \ldots, x^{5}\right)$ represents slow variables $a, b, \delta, \psi, \theta$, while $y^{1}$ and $y^{2}$ represent fast variables $\alpha, \delta \operatorname{In}(4) \omega_{1}, \omega_{2}$ are constants phases and equal to $c\left(A^{0}\right)^{-1} r_{0}$ and $\left(c-A^{0}\right)\left(A^{0}\right)^{-1} r_{0}$, respectively. The vector-functions $F_{1,} g_{1,}, h_{1}(i=1,2)$ determine the ught hand sides of system equations (12) and construction treatment of approximate system (14) is described in References [7] and [9]. In accordance with this treatment we will change to variables :

$$
\begin{aligned}
& x=x^{*}+\varepsilon u_{1}\left(x^{*}, y^{*}\right)+\varepsilon^{2} u_{2}\left(x^{*}, y^{*}\right)+\ldots, \\
& y=y^{*}+\varepsilon v_{1}\left(x^{*}, y^{*}\right)+\varepsilon^{2} v_{2}\left(x^{*}, y^{*}\right)+\ldots \\
& y=\left(y^{4}, y^{2}\right), \quad x^{*}=\left(x^{*-1}, \ldots, x^{* 5}\right) \\
& y^{*}=\left(y^{*}, y^{* 2}\right), \quad\left(g_{1}, h_{1}\right)=z_{1}
\end{aligned}
$$

Thus system of equations (14) in new variables $\left(x^{*}, y^{*}\right)$ takes the form :

$$
\begin{align*}
& \ddot{x}^{*}=\varepsilon A_{1}\left(x^{*}\right)+\varepsilon^{2} A_{2}\left(x^{*}\right)+\ldots  \tag{15.1}\\
& \ddot{y}^{*}=\omega+\varepsilon B_{1}\left(x^{*}\right)+\varepsilon^{2} B_{2}\left(x^{*}\right)+\ldots, \quad \omega=\left(\omega_{1}, \omega_{2}\right) \tag{15.2}
\end{align*}
$$

It is known [9], that the equations of vector-functions $u_{1}, v_{1}$ have the form :

$$
\begin{align*}
& \omega \frac{\partial u_{1}}{\partial y^{*}}=F_{1}\left(x^{*}, y^{*}\right)-A_{1}\left(x^{*}\right)  \tag{16.1}\\
& \omega \frac{\partial v_{1}}{\partial y^{*}}=z_{1}\left(x^{*}, y^{*}\right)-B_{1}\left(x^{*}\right) \tag{16.2}
\end{align*}
$$

and through ( $\partial F / \partial x$ ) we express the differential matrix with respect to fast variables $\left\|\partial F_{1} / \partial x,\right\|(i, j=1, \ldots, 5)$ functions $A_{1}\left(x^{*}\right), B_{1}\left(x^{*}\right)$ are determined in the form :

$$
\begin{equation*}
A_{1}\left(x^{*}\right)=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} F_{1}\left(x^{*}, y^{*}\right) d y^{*} d y^{* 2} \tag{17.1}
\end{equation*}
$$

$$
\begin{equation*}
B_{1}\left(x^{*}\right)=\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi} z_{1}\left(x^{*}, y^{*}\right) d y^{*} d y^{*} \tag{17.2}
\end{equation*}
$$

The function $u_{2}\left(x^{*}, y^{*}\right)$ is the solution of the following equation

$$
\begin{align*}
\frac{\partial u_{2}}{\partial y^{*}} \omega & =F_{2}\left(x^{*}, y^{*}\right)+\frac{\partial F_{1}}{\partial x^{*}} u_{1}+\frac{\partial F_{1}}{\partial y^{*}} v_{1}-\frac{\partial u_{1}}{\partial x^{*}} A_{1}\left(x^{*}\right) \\
& -\frac{\partial u_{1}}{\partial y^{*}} B_{1}\left(x^{*}\right)-A_{2}\left(x^{*}\right),  \tag{18}\\
A_{2}\left(x^{*}\right) & =\frac{1}{4 \pi^{2}} \int_{0}^{2 \pi} \int_{0}^{2 \pi}\left(F_{2}+\frac{\partial F_{1}}{\partial x^{*}} u_{1}+\frac{\partial F_{1}}{\partial y^{*}} v_{1}-\frac{\partial u_{1}}{\partial x^{*}} A_{1}\right. \\
& \left.-\frac{\partial u_{1}}{\partial y^{*}} B_{1}\right) d y^{*} d y^{* 2} \tag{19}
\end{align*}
$$

where

We determine the first approximation of averaging system of equations of slow variables as :

$$
\begin{equation*}
\ddot{x}_{1}^{*}=\varepsilon A_{1}\left(x_{1}^{*}\right), \quad x_{1}^{*}(0)=x_{10} \tag{20}
\end{equation*}
$$

and the second approximation for slow variables as :

$$
\begin{equation*}
\dot{x}_{2}^{*}=\varepsilon A_{1}\left(x_{2}^{*}\right)+\varepsilon^{2} A_{2}\left(x_{2}^{*}\right), \quad x_{2}^{*}(0)=x_{20} \tag{21}
\end{equation*}
$$

and the second approximation of system of equations for tast variables as:

$$
\begin{equation*}
\ddot{y}_{2}^{*}=\omega+\varepsilon B_{1}\left(x_{1}(t)\right), \quad y_{2}^{*}(0)=y^{0}, \quad y^{0}=\left(y^{10}, y^{20}\right) \tag{22}
\end{equation*}
$$

which is directly integrated to give

$$
\begin{equation*}
y_{2}^{*}(t)=y^{0}+\omega t+\varepsilon \int_{0}^{t} B\left(x_{1}^{*}(s)\right) d s \tag{23}
\end{equation*}
$$

It is convenient to introduce an independent variable $\tau=\varepsilon t$ for investigating the second approximation system (21), so the system (21) takes the form :

$$
\begin{equation*}
d x_{2}^{*} / d t=A_{1}\left(x_{2}^{*}\right)+\varepsilon A_{2}\left(x_{2}^{*}\right) \tag{24}
\end{equation*}
$$

Thus, the time interval $(0, T / \varepsilon)$ which we considered in the initial system (14), will be ( 0.7 ) and is independent of the small parameter $\varepsilon$. We will assume a solution of the system (24) in the form :

$$
\begin{equation*}
x_{2}^{*}(\tau)=x^{(1)}(\tau)+\varepsilon x^{(2)}(\tau)+0\left(\varepsilon^{2}\right) \tag{25}
\end{equation*}
$$

Substituting in (14) we get the following system of equations for vector-function $x^{j}(\tau)=x_{i}(\tau),(\tau=\varepsilon t, i=1,2)$;

$$
\begin{equation*}
d x^{(1)} / d \tau=A_{1}\left(x^{(1)}\right), \quad x^{(1)}(0)=x_{0} \tag{26}
\end{equation*}
$$

$$
\begin{equation*}
d x^{(2)} / d \tau=A_{1}^{\prime}\left(x^{(1)}(\tau)\right) x^{(2)}+A_{2}\left(x^{(1)}(\tau)\right), \quad x^{(2)}(0)=0 \tag{27}
\end{equation*}
$$

where $A_{1}^{\prime}$ denotes the matrix of differential components of vector-function $A_{1}(x)$ by fast variables.

Denoting by $X(\tau, c)$, the general solution of the first approximation of system (25) :

$$
X_{\tau}^{\prime}=A_{1}(X), \quad X(0, c)=c=X_{0}
$$

Thus, the functions $x^{(1)}(\tau), x^{(2)}(\tau)$ will take the following forms

$$
\begin{equation*}
x^{(1)}(\tau)=X\left(\tau, x_{0}\right), \quad x^{2}(\tau)=\phi(\tau) \int_{0}^{\tau} \phi^{-1}\left(\tau_{1}\right) \eta\left(\tau_{1}\right) d \tau_{1} \tag{28}
\end{equation*}
$$

where

$$
\begin{aligned}
& \phi(\tau)=\|\partial X(\tau, r) / \partial c\|_{c=x_{0}} \\
& \eta(\tau)=A_{2}\left(x^{(1)}(\tau)\right)=A_{2}\left(X\left(\tau, x_{0}\right)\right)
\end{aligned}
$$

We define the vector-function

$$
\begin{align*}
\tilde{x}_{F}(t) & =x^{(1)}(\varepsilon t)+\varepsilon x^{(2)}(\varepsilon t)+\varepsilon u_{1}\left(x^{(1)}(\varepsilon t), y^{0}+\omega t\right. \\
& \left.+\varepsilon \int_{0}^{t} B_{1}\left(x^{(1)}(\varepsilon s)\right) d s\right)  \tag{29.1}\\
\tilde{y}_{\varepsilon}(t) & =y^{0}+\omega t+\varepsilon \int_{0}^{1} B_{1}\left(x^{(1)}(\varepsilon s)\right) d s \tag{29.2}
\end{align*}
$$

Thus, the approximate solutions $\bar{x}_{\varepsilon}(t), \bar{y}_{\varepsilon}(t)$, are obtained as follows: with the aid of Fourier series, we solve equations (16) and (18). Hence, using formula (19) we construct the vector-function $A_{2}\left(x^{*}\right)$, and in accordance with (28) we determine the solutions $x^{(1)}(\tau)$, $x^{(2)}(\tau)$ from eqs. (26) and (27). Finally using formula (29), we get the required approximation.

## 4. The case of variable restoring moment

As an example, restoring moment depends on the components of the angular velocity and further on the angles $\theta$ and $\phi$. Consider the rotation of a symmetrical rigid body in an eiectromagnetic field such that the magnetic field of strength $D$ is horizontal and a point charge ( $e$ ), on the axis of symmetry. Thus the motion of the rigid body is under the force of gravity and Lorentz force which equal $e(\underline{w} \wedge \underline{D})[15]$ where $\underline{w}$ is the vector of the angular velocity of the rigid body. The resultant of restoring moment $K$, taking into account of the inequalities (2), can be written in the form :

$$
\begin{equation*}
K=m g L+e D L^{\prime}\left[r-\frac{1}{2} r^{-1}(p \sin \phi \sin \theta+q \cos \phi \sin \theta+r \cos \theta)^{2}\right] \tag{30}
\end{equation*}
$$

where $L^{\prime}$ is the distance of the position of point charge (e) from the origin.
ln the following, we will employ the above technique to consider some specific exaraples of perturbed motions of a rigid body.

## 5. The case of linear-dissipative perturbed moments

Let us consider perturbed Lagrange motion with allowance for the moments acting on the rigid body from the environment. We will assume that the perturbing moments $M_{1}(i=1,2,3)$ are linear and dissipative [16] :

$$
\begin{equation*}
M_{1}=-\varepsilon^{2} I_{1} P, M_{2}=-\varepsilon^{2} I_{1} Q, M_{3}=-\varepsilon^{2} I_{3} r, I_{1}, I_{3}>0 \tag{31}
\end{equation*}
$$

where $I_{1}, I_{3}$ are constant coefficients of proportionality that depend on the properties of the medium and the shape of the body. The first three eqs. of (12) for the considered problem, with the variables ( $a, b, \delta, \psi, \theta, \alpha, \eta)$ take the form :

$$
\begin{align*}
& \dot{a}=-\varepsilon A^{-1} I_{1}\left(a+\lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right) \varepsilon A^{-1} \mu \sin ^{2} \theta \cos \theta[a \sin \alpha \cos \alpha \\
& \left.-b \cos ^{2} \alpha+\lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right] \varepsilon \lambda c^{-1} r_{0}^{-1} \cos \theta\left(b-\lambda c^{-1} r_{0}^{-1} \sin \theta(\cos \alpha)\right. \\
& -\varepsilon c^{-1} \mu \sin ^{2} \theta \cos \theta \sin \alpha(a \cos \alpha+b \sin \alpha)+\varepsilon^{2} \lambda c^{-1} r_{0}^{-2} \delta \cos \theta \\
& \times\left(b-2 \lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right)-\varepsilon^{2} \lambda c^{-2} r_{0}^{-1} I_{3} \sin \theta \sin \alpha+\frac{1}{2} \varepsilon^{2} c^{-2} I_{3} \mu \\
& \times\left(1+\sin ^{2} \theta\right) \sin \theta \sin \alpha-\frac{1}{2} \varepsilon^{2} A^{-1} \mu r_{0}^{-1} \sin ^{3} \theta \cos \alpha(a \sin \alpha-b \cos \alpha \\
& \left.+\lambda c^{-1} r_{0}^{-1} \sin \theta\right)^{2}+\varepsilon^{2} \lambda c^{-1} A^{-1} \mu r_{0}^{-2} \delta \sin ^{3} \theta \cos \theta \cos \alpha \\
& +\varepsilon^{2} A^{-1} I_{1} \lambda c^{-1} r_{0}^{-2} \delta \sin \theta \sin \alpha,  \tag{32.1}\\
& \dot{b}=-\varepsilon A^{-1} I_{1}\left(b-\lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right)+\varepsilon A^{-1} \mu \sin ^{2} \theta \cos \theta\left(a \sin ^{2} \alpha\right. \\
& \left.-b \sin \alpha \cos \alpha+\lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right)+\varepsilon \lambda c^{-1} r_{0}^{-1} \cos \theta \\
& \times\left(a+\lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right)+\varepsilon c^{-1} \mu \sin ^{2} \theta \cos \theta \cos \alpha(a \cos \alpha+b \sin \alpha) \\
& -\varepsilon^{2} \lambda c^{-1} r_{0}^{-2} \delta \cos \theta\left(a+2 \lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right)+\varepsilon^{2} \lambda c^{-2} r_{0}^{-1} I_{3} \sin \theta \cos \alpha \\
& -\frac{1}{2} \varepsilon^{2} c^{-2} I_{3} \mu\left(1+\sin ^{2} \theta\right) \sin \theta \cos \alpha+\frac{1}{2} \varepsilon A^{-1} \mu r_{0}^{-1} \sin ^{3} \theta \sin \alpha(a \sin \alpha \\
& \left.-b \cos \alpha+\lambda c^{-1} r_{0}^{-1} \sin \theta\right)^{2}-\varepsilon^{2} \lambda c^{-1} A^{-1} \mu r_{0}^{-2} \delta \sin ^{3} \theta \cos \theta \sin \alpha \\
& -\varepsilon^{2} A^{-1} I_{1} \lambda c^{-1} r_{0}^{-2} \delta \sin \theta \cos \alpha,  \tag{32.2}\\
& \dot{\delta}=-\varepsilon c^{-1} I_{3} r_{0}-\varepsilon^{2} c^{-1} I_{3} \delta, \tag{32.3}
\end{align*}
$$

where

$$
\begin{align*}
M_{1}^{0} \cos \gamma+M_{2}^{0} \sin \gamma= & -\varepsilon I_{1} A^{-1}\left[a+\lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right] \\
& +\varepsilon^{2} A^{-1} I_{1} \lambda c^{-1} r_{0}^{-2} \delta \sin \theta \sin \alpha  \tag{33.1}\\
M_{1}^{0} \sin \gamma-M_{2}^{0} \cos \gamma= & -\varepsilon I_{1} A^{-1}\left[b-\lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right] \\
& -\varepsilon^{2} A^{-1} I_{1} \lambda c^{-1} r_{0}^{-2} \delta \sin \theta \cos \alpha \tag{33.2}
\end{align*}
$$

The other four equations are the same as in (12).

Applying the last described average method to the system of equations (33), the components of vector-functions $A_{1}$ and $B_{1}$ which are defined by the formula (17) take the form :

$$
\begin{align*}
A^{(1)}= & -A^{-1} I a-\lambda c^{-1} r^{-1} b \cos \theta-\frac{1}{2} c^{-1} \mu b \sin ^{2} \theta \cos \theta \\
& +\frac{1}{2} A^{-1} \mu b \sin ^{2} \theta \cos \theta,  \tag{34.1}\\
A_{1}^{(2)}= & -A^{-1} I_{1} b+\lambda c^{-1} r_{0}^{-1} a \cos \theta+\frac{1}{2} c^{-1} \mu a \sin ^{2} \theta \cos \theta \\
& +\frac{1}{2} A^{-1} \mu a \sin ^{2} \theta \cos \theta,  \tag{34.2}\\
A_{1}^{(3)}= & -c^{-1} I_{3} r_{0}, \quad A_{1}^{(4)}=\lambda c^{-1} r_{0}^{-1}, \quad A_{1}^{(5)}=0,  \tag{34.3}\\
B_{1}^{(1)}= & c A^{-1} \delta-\lambda c^{-1} r_{0}^{-1} \cos \theta,  \tag{34.4}\\
B_{1}^{(2)}= & (c-A) A^{-1} \delta . \tag{34.5}
\end{align*}
$$

The components $u_{1}^{(4)}$ and $u_{1}^{(5)}$ of vector-function $u_{1}=\left\{u_{1}^{(t)}\right\},(i=1,2, \ldots, 5,5)$ take the form :

$$
\begin{align*}
& u_{1}^{(4)}=-c^{-1} A r_{0}^{-1} \operatorname{cosec} \theta(a \cos \alpha+b \sin \alpha)  \tag{35.1}\\
& u_{1}^{(5)}=c^{-1} A r_{0}^{-1}(a \sin \alpha-b \cos \alpha) \tag{35.2}
\end{align*}
$$

The expressions of $M_{1}^{0} \cos \gamma+M_{2}^{0} \sin \gamma$ and $M_{1}^{0} \sin \gamma-M_{2}^{0} \cos \gamma$, as obtained from eqs. (33) are independent of the variable $\gamma$ and right hand side of these equations contain only one fast variable $\alpha$. This fact is maintained in [17] as enough condition for possibility of averaging the equations of motion only by the angle of nutation.

Using formula (19), the components of vector-function $A_{2}\left(x^{*}\right)$, take the form :

$$
\begin{align*}
A_{2}^{(1)} & =c^{-1} r_{0}^{-1} b\left[\lambda r_{0}^{-1} \delta \cos \theta+\frac{1}{2} A^{-1} \mu r_{0}^{-1} \lambda \sin ^{4} \theta-\frac{1}{8} c^{-1} \mu^{2} \sin ^{4} \theta \cos ^{2} \theta\right. \\
& \times\left(A c^{-1}-1\right)-\frac{1}{2} c^{-2} A r_{0}^{-2}\left(\lambda^{2} \cos ^{2} \theta-\lambda^{2} \sin ^{2} \theta+2 r_{0} \lambda \mu \sin ^{2} \theta \cos ^{2} \theta\right) \\
& +\frac{1}{2} \mu c^{-1} r_{0}^{-1}\left(r_{0} \mu \sin ^{4} \theta \cos ^{2} \theta+3 \lambda \sin ^{2} \theta \cos ^{2} \theta-\lambda \sin ^{4} \theta\right) \\
& \left.-\frac{1}{2} \lambda^{2} A c^{-2} r_{0}^{-2} \cos ^{2} \theta+\frac{1}{2} \mu \lambda c^{-1} r_{0}^{-1} \sin ^{2} \theta \cos ^{2} \theta\right]-\frac{1}{2} I_{1} a c^{-2} r_{0}^{-2} \\
& \times\left[2 \lambda \cos \theta+r_{0} \mu \sin ^{2} \theta \cos \theta\right]  \tag{36.1}\\
A_{2}^{(2)} & =c^{-1} r_{0}^{-1} a\left[-\lambda r_{0}^{-1} \delta \cos \theta+\frac{1}{2} A^{-1} \mu r_{0}^{-1} \lambda \sin ^{4} \theta+\frac{1}{8} c^{-1} \mu^{2} \sin ^{4} \theta \cos ^{2} \theta\right. \\
& \times\left(A c^{-1}-1\right)-\frac{1}{2} c^{-2} A r_{0}^{-2}\left(\lambda^{2} \cos ^{2} \theta-\lambda^{2} \sin ^{2} \theta+2 r_{0} \lambda \mu \sin ^{2} \theta \cos ^{2} \theta\right) \\
& +\frac{1}{2} \mu c^{-1} r_{0}^{-1}\left(r_{0} \mu \sin ^{4} \theta \cos ^{2} \theta+3 \lambda \sin ^{2} \theta \cos ^{2} \theta-\lambda \sin ^{4} \theta\right) \\
& \left.+\frac{1}{2} \lambda^{2} A c^{-2} r_{0}^{-2} \cos ^{2} \theta+\frac{1}{2} \mu \lambda c^{-1} r_{0}^{-1} \sin ^{2} \theta \cos ^{2} \theta\right]-\frac{1}{2} I_{1} b c^{-2} r_{0}^{-2} \\
& \times\left[2 \lambda \cos \theta+r_{0} \mu \sin ^{2} \theta \cos \theta\right] \tag{36.2}
\end{align*}
$$
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$$
\begin{align*}
& A_{2}^{(3)}=-c^{-1} I_{3} \delta,  \tag{36.3}\\
& A_{2}^{(4)}=-\lambda c^{-1} r_{0}^{-2} \delta+A \lambda^{2} c^{-3} r_{0}^{-3} \cos \theta,  \tag{36.4}\\
& A_{2}^{(5)}=\lambda I_{1} c^{-2} r_{0}^{-2} \sin \theta \tag{36.5}
\end{align*}
$$

Hence, the solution of the averaged system equations (20) in the first approximation for slow and fast variables takes the form :

$$
\begin{align*}
& a^{(1)}=\exp \left(-\varepsilon A^{-1} I_{1} t\right)\left(a^{0} \cos \eta t-b^{0} \sin \eta t\right),  \tag{37.1}\\
& b^{(1)}=\exp \left(-\varepsilon A^{-1} I_{1} t\right)\left(b^{0} \cos \eta t+a^{0} \sin \eta t\right),  \tag{37.2}\\
& \delta^{(1)}=-\varepsilon c^{-1} I_{3} r_{0} t,  \tag{37.3}\\
& \psi^{(1)}=\varepsilon \lambda c^{-1} r_{0}^{-1} t+\psi_{0},  \tag{37.4}\\
& \theta^{(1)}=\theta_{0},  \tag{37.5}\\
& \alpha^{(1)}=c A^{-1} r_{0} t-\varepsilon \lambda c^{-1} r_{0}^{-1} \cos \theta_{0} t-\frac{1}{2} \varepsilon^{2} A^{-1} I_{3} r_{0} t^{2}+\phi_{0},  \tag{37.6}\\
& \gamma^{(1)}=n_{0} t-\frac{1}{2} \varepsilon^{2}(c-A) A^{-1} c^{-1} I_{3} r_{0} t^{2},  \tag{37.7}\\
& \eta=\varepsilon\left[\varepsilon \lambda c^{-1} r_{0}^{-1} \cos \theta-\frac{1}{2} c^{-1} \mu \sin ^{2} \theta \cos \theta\right]^{2}-\varepsilon\left[\frac{1}{2} \mu A^{-P} \sin ^{2} \theta \cos \theta\right]^{2},
\end{align*}
$$

where
and the quantities $a^{0}, b^{0}, n_{0}$ are determined in accordance with (6); $\psi_{0}, \theta_{0}, \phi_{0}$ are constants and equal to the initial values of the corresponding angles at $t=0$.

On the basis of a given formulac (29), we can construct the components of the functions $x_{f}(t)$ and $\psi_{\varepsilon}(t)$ for the variables $\psi, \theta$ to take the form :

$$
\begin{align*}
\tilde{\psi}_{\varepsilon}(t) & =\psi_{0}^{\prime}+\varepsilon\left[\lambda c^{-1} r_{0}^{-1} t-c^{-1} r_{0}^{-1} A \operatorname{coscc} \theta \exp \left(-\varepsilon A^{-1} I_{1} t\right)\right. \\
& \times\left[a^{0} \cos \left(\alpha^{(1)}-\eta t\right)+b^{0} \sin \left(\alpha^{(1)}-\eta t\right)\right]+\varepsilon^{2}\left(-\lambda c^{-1} r_{0}^{-2} \delta^{(1)}\right. \\
& \left.\left.+A \lambda^{3} c^{-3} r_{0}^{-3} \cos \theta\right)\right],  \tag{38.1}\\
\bar{\theta}_{\varepsilon}(t) & =\theta_{0}+\varepsilon c^{-1} r_{0}^{-1} A_{0} \exp \left(-\varepsilon A^{-1} l_{1}\right)\left[\dot{a}^{0} \sin \left(\eta t-\alpha^{(1)}\right)\right. \\
& \left.+b^{0} \cos \left(\eta t-\alpha^{(1)}\right)\right] . \tag{38.2}
\end{align*}
$$

Thus, we have constructed the solution of the second approximation system for the precession and nutation angles. The above equations are solved numerically. Figure 1 shows the behaviour of $\psi_{s}(t)$ at given initial $\psi_{0}=\pi / 4$ for different values of magnetic field. From this figure, it is observed that the rotation of $\psi$ is steady at the beginning for a short time and hence will be oscillatory. The intervals of steady rotation and oscillations are increasing with increasing of time. Also, we note that the behaviour of $\psi_{d}(t)$
at various values of magnetic field is similar but there exist dilatation in time Figure 2 shows the behaviour of angle $\theta_{\varepsilon}(t)$ at initial $\theta_{0}=\pi / 4$ and for different values of magnetic


Figure 1. Shows the hehaviour of $W(I)$ for a given initial value $\psi_{0}=\pi / 4$ and for different values of magnetic field $(\varepsilon=0.01, D=-0.2 .06,08)$
ineld, we note that all the motions are oscillatory. Also, we note that the period of time is increasing with the decrease of the magnetic ficld.

## 6. The case of perturbed moments producing from a cavity filled with high viscous fluid

Let us consider perturbed rotational motion of a symmetrical rigid body containing a cavity filled with incompressible viscous fluid. The components of the vector of perturbing moment in this case, take the form [18] :

$$
\begin{align*}
M_{1} & =\rho A^{-2} c^{-1} P v^{-1}\left[c^{2}(A-c) p r^{2}+K c(c-A) r \sin \theta \sin \phi\right. \\
& +K A c p \cos \theta], \tag{39.1}
\end{align*}
$$

$$
\begin{align*}
M_{2} & =\rho A^{-2} c^{-1} P v^{-1}\left[c^{2}(A-c) q r^{2}+K c(c-A) r \sin \theta \cos \phi\right. \\
& +K A c q \cos \theta]  \tag{39.2}\\
M_{3} & =\rho A^{-2} c^{-1} P v^{-1}\left[A c(c-A)\left(p^{2}+q^{2}\right) r\right. \\
& \quad-K A c \sin \theta(p \sin \phi+q \cos \phi)] \tag{39.3}
\end{align*}
$$

Here, $\rho$ and $v$ are the density and the kinematic viscosity of the fluid. The constant symmetric tensor $P$ depends only on the form and dimensions of the cavity. Since in the


Figure 2. Shows the behaviour of $\theta(t)$ for a given initial value $\theta_{0}=\pi / 4$ and for different values of magnetic field ( $\varepsilon=0.01, D=0.2,0.8,1.5$ ).
considerable case of heigh viscous fluid, Reynold's number is small, thus we can replace $v^{-1}$ by the small parameter $\varepsilon$. The first three equations of (12) in this case, take the form :

$$
\begin{aligned}
\dot{a} & =\varepsilon A^{-3} \rho P c(A-c) r_{0}^{-2} a-\varepsilon \mu A^{-1} \sin ^{2} \theta \cos \theta\left[a \sin \alpha \cos \alpha-b \cos ^{2} \alpha\right. \\
& \left.+\lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right]-\varepsilon \lambda c^{-1} r_{0}^{-1} \cos \theta\left(b-\lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right) \\
& -\varepsilon \mu c^{-1} \sin ^{2} \theta \cos \theta \sin \alpha(a \cos \alpha+b \sin \alpha)+2 \varepsilon^{2} A^{-3} \delta r_{0} P \rho(A-c) a
\end{aligned}
$$

$$
\begin{align*}
& -\varepsilon^{2} \mu \rho P r_{0} A^{-3}(c-A) \sin ^{2} \theta \cos \theta\left(a \sin ^{2} \alpha-b \sin \alpha \cos \alpha\right. \\
& \left.+\lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right)+\varepsilon^{2} \lambda c^{-1} r_{0}^{-2} \delta \cos \theta\left(b-2 \lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right) \\
& -\frac{1}{2} \varepsilon^{2} A^{-1} r_{0}^{-1} \sin ^{3} \theta \cos \alpha\left(a \sin \alpha-b \cos \alpha+\lambda c^{-1} r_{0}^{-1} \sin \theta\right)^{2} \\
& +\varepsilon^{2} \lambda c^{-1} A^{-1} \mu r^{-2} \delta \sin ^{3} \theta \cos \theta \cos \alpha  \tag{40.1}\\
\dot{b} & =\varepsilon A^{-3} \rho P c(A-c) r_{0}^{-2} b-\varepsilon \mu A^{-1} \sin ^{2} \theta \cos \theta\left[a \sin ^{2} \alpha-b \sin \alpha \cos \alpha\right. \\
& \left.+\lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right]+\varepsilon \lambda c^{-1} r_{0}^{-1} \cos \theta\left(b+\lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right) \\
& +\varepsilon \mu c^{-1} \sin ^{2} \theta \cos \theta \cos \alpha(a \cos \alpha+b \sin \alpha)+2 \varepsilon^{2} A^{-3} \delta r_{0} P \rho(A-c) b \\
& +\varepsilon^{2} \mu \rho P r_{0} A^{-3}(c-A) \sin ^{2} \theta \cos \theta(a \sin \alpha \cos \alpha-b \cos 2 \\
& \left.+\lambda c^{-1} r_{0}^{-1} \sin \theta \cos \alpha\right)-\varepsilon^{2} \lambda c^{-1} r_{0}^{-2} \delta \cos \theta\left(a+2 \lambda c^{-1} r_{0}^{-1} \sin \theta \sin \alpha\right) \\
& +\frac{1}{2} \varepsilon^{2} c^{-1} A^{-1} \mu r_{0}^{-2} \delta \sin ^{3} \theta \sin \alpha\left(a \sin \alpha-b \cos \alpha+\lambda c^{-1} r_{0}^{-1} \sin \theta\right)^{2} \\
& -\varepsilon^{2} \mu A^{-1} \delta c^{-1} \lambda r_{0}^{-2} \sin ^{3} \theta \cos \theta \sin \alpha  \tag{40.2}\\
\delta & =0 \tag{40.3}
\end{align*}
$$

The other four equations will be the same as in (12).
Utilizing the last described average method for the system of eqs. (40), the components of vector-functions $A_{1}$ and $B_{1}$ which are defined by the formula (17), take the form.

$$
\begin{align*}
A_{1}^{(1)} & =A^{-3} \rho P c(A-c) r_{0}^{2} a-\lambda c^{-1} r_{0}^{-1} b \cos \theta-\frac{1}{2} b c^{-1} \mu \sin ^{2} \theta \cos \theta \\
& +\frac{1}{2} \mu b A^{-1} \sin ^{2} \theta \cos \theta,  \tag{41.1}\\
A_{1}^{(2)} & =A^{-3} \rho P c(A-c) r_{0}^{2} b+\lambda c^{-1} r_{0}^{-1} a \cos \theta+\frac{1}{2} a c^{-1} \mu \sin ^{2} \theta \cos \theta \\
& +\frac{1}{2} \mu a A^{-1} \sin ^{2} \theta \cos \theta,  \tag{41.2}\\
A_{1}^{(3)} & =0,  \tag{41.3}\\
A_{1}^{(1)} & =\lambda c^{-1} r_{0}^{-1},  \tag{41.4}\\
A_{1}^{(5)} & =0,  \tag{41.5}\\
B_{1}^{(1)} & =c A^{-1} \delta-\lambda c^{-1} r_{0}^{-1} \cos \theta .  \tag{41.6}\\
B_{1}^{(2)} & =(c-A) A^{-1} \delta . \tag{41.7}
\end{align*}
$$

The components $u_{1}^{(4)}$ and $u_{1}^{(5)}$ of vector-function $u_{1}=\left\{u_{1}^{(1)}\right\},(i=1,2, \ldots, 5)$ take the form :

$$
\begin{align*}
& u_{1}^{(4)}=-A c^{-1} r_{0}^{-1} \operatorname{cosec} \theta(a \cos \alpha+b \sin \alpha)  \tag{42.1}\\
& u_{1}^{(5)}=A c^{-1} r_{0}^{-1}(a \sin \alpha-b \cos \alpha) \tag{42.2}
\end{align*}
$$

Here, the expressions for $M_{1}^{(0)} \cos \gamma+M_{2}^{(0)} \sin \gamma$ and $M_{1}^{(0)} \sin \gamma-M_{2}^{(0)} \cos \gamma$, depend only on one fast variable $\alpha$, which allow averaging the equations of motion only by the angle of nutation $\boldsymbol{\theta}$, as mentioned above.

The components of vector-function $A_{2}\left(x^{*}\right)$, using formula (19), take the form :

$$
\begin{align*}
A_{2}^{(1)} & =\frac{1}{2} \rho P A^{-3} a r_{0}(A-c)\left[4 \delta c+\mu \sin ^{2} \theta \cos \theta\right]+b c^{-1} r_{0}^{-1}\left\{\lambda \delta r_{0}^{-1} \cos \theta\right. \\
& +\frac{1}{2} A^{-1} \mu \lambda r_{0}^{-1} \sin ^{4} \theta-\frac{1}{8} c^{-1} \mu^{2} \sin ^{4} \theta \cos ^{2} \theta\left(c^{-1} A-1\right) \\
& -\frac{1}{2} c^{-2} r_{0}^{-2} A\left(\lambda^{2} \cos ^{2} \theta-\lambda^{2} \sin ^{2} \theta+2 r_{0} \lambda \mu \sin ^{2} \theta \cos ^{2} \theta\right) \\
& +\frac{1}{2} \mu c^{-1} r_{0}^{-1} \times\left(r_{0} \mu \sin ^{4} \theta \cos ^{2} \theta+3 \lambda \sin ^{2} \theta \cos ^{2} \theta-\lambda \sin ^{4} \theta\right) \\
& \left.-\frac{1}{2} \lambda^{2} A c^{-2} r_{0}^{-2} \cos ^{2} \theta+\frac{1}{2} \mu \lambda c^{-1} r_{0}^{-1} \sin ^{2} \theta \cos ^{2} \theta\right\},  \tag{43.1}\\
A_{2}^{(2)} & =\frac{1}{2} \rho P A^{-3} b r_{0}(A-c)\left[4 \delta c+\mu \sin ^{2} \theta \cos \theta\right]-a c^{-1} r_{0}^{-1}\left\{\lambda \delta r_{0}^{-1} \cos \theta\right. \\
& +\frac{1}{2} A^{-1} \mu r_{0}^{-1} \sin ^{4} \theta-\frac{1}{8} c^{-1} \mu^{2} \sin ^{4} \theta \cos ^{2} \theta\left(c^{-1} A-1\right) \\
& -\frac{1}{2} c^{-2} r_{0}^{-2} A\left(\lambda^{2} \cos ^{2} \theta-\lambda^{2} \sin ^{2} \theta+2 r_{0} \lambda \mu \sin ^{2} \theta \cos ^{2} \theta\right) \\
& -\frac{1}{2} \mu c^{-1} r_{0}^{-1}\left(r_{0} \mu \sin ^{4} \theta \cos ^{2} \theta+3 \lambda \sin ^{2} \theta \cos ^{2} \theta-\lambda \sin ^{4} \theta\right) \\
& \left.-\frac{1}{2} \lambda^{2} A c^{-2} r_{0}^{-2} \cos ^{2} \theta+\frac{1}{2} \mu \lambda c^{-1} r_{0}^{-1} \sin ^{2} \theta \cos ^{2} \theta\right\},  \tag{43.2}\\
A_{2}^{(3)} & =0,  \tag{43.3}\\
A_{2}^{(4)} & =-\lambda \delta c^{-1} r_{0}^{-2}+A \lambda^{2} c^{-3} r_{0}^{-3} \cos ^{2} \theta,  \tag{43.4}\\
A_{2}^{(5)} & =0, \tag{43.5}
\end{align*}
$$

The averaged system equations of the first approximation (20) are determined, for slow and fast variables to take the form :

$$
\begin{align*}
& a^{(1)}=\exp \left(\varepsilon A^{-3} \rho P c(A-c) r_{0}^{2} t\right)\left(a^{0} \cos \eta t-b^{0} \sin \eta t\right),  \tag{44.1}\\
& b^{(1)}=\exp \left(\varepsilon A^{-3} \rho \operatorname{Pc}(A-c) r_{0}^{2} t\right)\left(b^{0} \cos \eta t+a^{0} \sin \eta t\right),  \tag{44.2}\\
& \delta^{(1)}=\delta^{(0)}, \tag{44.3}
\end{align*}
$$

$$
\begin{align*}
& \psi^{(1)}=\varepsilon \lambda c^{-1} r_{0}^{-1} t+\psi_{0}  \tag{44.4}\\
& \theta^{(1)}=\theta_{0}  \tag{44.5}\\
& \alpha^{(1)}=c A^{1} r_{0} t-\varepsilon \lambda c^{-1} r_{0}^{-1} \cos \theta_{0} t-\frac{1}{2} \varepsilon^{2} A^{-1} t^{2}+\phi_{0}  \tag{44.6}\\
& \delta^{(1)}=n_{0} t-\frac{1}{2} \varepsilon^{2}(c-A) A^{-1} c^{-1} t^{2}  \tag{44.7}\\
& \eta=\varepsilon\left[\lambda c^{-1} r_{0}^{-1} \cos \theta_{0}+\frac{1}{2} c^{-1} \mu \sin ^{2} \theta_{0} \cos \theta_{0}-\frac{3}{4} \mu A^{-1} \sin ^{2} \theta_{0} \cos \theta_{0}\right]^{2}
\end{align*}
$$

where
The quantities $a^{0}, b^{0}, n_{0}$ are determined in accordance with (6); $\psi_{0}, \theta_{0}, \phi_{0}$-are constants and equal to the initial values of the corresponding angles.

On the basis of the given formulae, we can construct the components of the function $\lambda_{E}^{v}$ lor the variables $\psi, \theta$ to take the form :

$$
\begin{align*}
\psi_{\varepsilon}^{v}(t) & =\psi_{0}+\varepsilon\left\{\lambda c^{-1} r_{0}^{-1} t-c^{-1} r_{0}^{-1} A \operatorname{cosec} \theta_{0} \exp \left(\varepsilon A^{-3} \rho P c(A-c) r_{0}^{2} t\right)\right. \\
& \times\left\{a^{0} \cos \left(\alpha^{(1)}-\eta t\right)+b^{0} \sin \left(\alpha^{(1)}-\eta t\right)\right\}+\varepsilon^{2}\left(-\lambda c^{-1} r_{0}^{-2} \delta^{(0)}\right. \\
& \left.+A \lambda^{2} c^{-3} r_{0}^{-3} \cos \theta_{0}\right)  \tag{45.1}\\
\theta_{\varepsilon}^{v}(t) & =\theta_{0}+\varepsilon c^{-1} r_{0}^{-1} A \exp \left(\varepsilon A^{-3} \rho P c(A-c) r_{0}^{2} t\right)\left\{a^{0} \sin \left(\alpha^{(1)}-\eta t\right)\right. \\
& \left.-b^{0} \cos \left(\alpha^{(1)}-\eta t\right)\right\} \tag{45.2}
\end{align*}
$$



Figure 3. Shows the behaviour of $\theta(t)$ for a given initial value $\theta_{0}=\pi / 4$ and for different values of magnetic field ( $\varepsilon=0.00 \mathrm{I}, D=0.2,0.8$, 1.5).

Now, we will solve the above equations numerically to show the dependence of $\boldsymbol{\theta}_{\boldsymbol{\varepsilon}}$ and $\psi_{c}$ on the value of magnetic field with time. From Figure 3 it is noticed that $\theta_{\varepsilon}(t)$ is a periodic function with time and it is increasing with the increase of the magnetic field. From Figure 4 we notice that $\psi_{\varepsilon}(t)$ increases at decreasing of magnetic field with time.


Figure 4. Shows the behaviour of $\psi(t)$ for a given initial value $\psi_{0}=\pi d 4$ and for different values of magnetic field ( $\varepsilon=0.01, D=0.2,0.8, I .5$ )

The variation of $\psi_{\varepsilon}$ has no regularity and the effect of magnetic field is very small at large time and this effect is negligible at small time.

## References

[1] H M Yeha Vesin. M G U Ser. I. Mat. Mekn. No. 560 (1985)
[2] H M Yehia J. Mecan Theor Appl 5747 (1986)
[3] H M Yehia J. Mecan. Theor. Appl. 5755 (1986)
[4] H M Yehia J. Mecan. Theor. Appl 5935 (1986)
[5] D D Leshcenko and S N Sallam PMM 52224 (1990)
[6] D D Leshcenko and S N Sallam Izv. A. N. S. S S. R, Mekh. Tvoord. relu No. 5 16 (1990)
[7] N N Bogolyubov and Yu A Mitropol'skii Asymptotic Methods in the Theory of Nonlinear Oscillations (Moscow : Nauka) (Russian) (1974)
[8] N N Moiseev A.symptohc Methods of Nonlinear Mechanics, (Moscow: Nauka) (Russian) (1981)
[9] V M Volosov and B I Morgunov Method of Averaging in the Theory of Nonlinear Oscillatory systems (Moscow : Izd-vo M. G. U.) (Russian) (1971)
[10] F L Chernous'ko PMM 27474 (1963)
[1 1 ] M Arribas and A Elipe Celes. Mech. No. 55243 (1993)
[12] B P lvashchenko Dokl. A. N. Ukr. S. S. R. ser. A No. 9794 (1976)
[13] L. M Markhashov Izv. A. N. S. S. S. R Mekh Tvyord. tela No. 3771 (1980)
[14] V S Sergeev PPM 47 163 (1983)
[15] Wangsness and K Roald Electromagnetic fields (New York • John Wiley \& Sons) (1979)
[16] V N Koshlyakov PMM 17137 (1953)
[17] D D Leshchenko and A C Tamaeev Izv. A. N. S. S. S R. Mekh. Tyord Telu No. 68 (1987)
[18] F L Chernous'ko Motion of a Rigid Body with Cavittes Comtannug Viscous Fluid. (Computing Center. A. N. S. S. S. R., Moscow) (Russian) (1968)

