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Abstract

M
ULTI -hop wireless networks are usually defined as a collection of nodes

equipped with radio transmitters, which not only have the capability to

communicate each other in a multi-hop fashion, but also to route each others’ data

packets. The distributed nature of such networks makes them suitable for a variety of

applications where there are no assumed reliable central entities, or controllers, and

may significantly improve the scalability issues of conventional single-hop wireless

networks.

This Ph.D. dissertation mainly investigates two aspects of the research issues

related to the efficient multi-hop wireless networks design, namely: (a) network

protocols and (b) network management, both in cross-layer design paradigms to

ensure the notion of service quality, such as quality of service (QoS) in wireless mesh

networks (WMNs) for backhaul applications and quality of information (QoI) in

wireless sensor networks (WSNs) for sensing tasks. Throughout the presentation of

this Ph.D. dissertation, different network settings are used as illustrative examples,

however the proposed algorithms, methodologies, protocols, and models are not

restricted in the considered networks, but rather have wide applicability.

First, this dissertation proposes a cross-layer design framework integrating

a distributed proportional-fair scheduler and a QoS routing algorithm, while using

WMNs as an illustrative example. The proposed approach has significant perfor-

mance gain compared with other network protocols. Second, this dissertation pro-

poses a generic admission control methodology for any packet network, wired and

wireless, by modeling the network as a black box, and using a generic mathematical
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function and Taylor expansion to capture the admission impact. Third, this dis-

sertation further enhances the previous designs by proposing a negotiation process,

to bridge the applications’ service quality demands and the resource management,

while using WSNs as an illustrative example. This approach allows the negotiation

among different service classes and WSN resource allocations to reach the optimal

operational status. Finally, the guarantees of the service quality are extended to

the environment of multiple, disconnected, mobile subnetworks, where the question

of how to maintain communications using dynamically controlled, unmanned data

ferries is investigated.
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Statement of Originality

To the author’s best of knowledge, the following aspects of this Ph.D. dissertation

are believed to be original contributions:

1. A novel cross-layer design solution to support QoS requirements in wireless

mesh networks is proposed, including:

(a) A QoS routing algorithm, which overcomes the NP completeness of inte-

grating multiple QoS performance metrics, including packet delay, packet

error rate (PER), and throughput, in a unified utility function.

(b) An integrated QoS routing and distributed scheduling algorithm to en-

force the long-term QoS experience.

(c) A multi-level QoS management scheme for grade of service (GoS), which

allows connections to adapt their levels of QoS requirements to fit the

network conditions.

2. A generic admission control (GAC) methodology is proposed for any packet

networks, wired and/or wireless, completely transparent to the lower protocol

layers, where:

(a) A subnetwork between a pair of ingress and egress nodes is modeled as a

“black box” for the amount of available network resources to share.

(b) The potential connection admission is mathematically characterized as

the input change to the black box, and the impact of this admission event

on the overall network QoS satisfaction is analyzed in a closed-form.
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(c) A GAC methodology is proposed to enforce the QoS control of the new

connection without violating existing connections’ QoS experience.

3. A QoI-aware network operation and management (O&M) framework for wire-

less sensor networks (WSNs) is proposed, where key design elements include:

(a) The QoI satisfaction index of tasks, which quantifies the degree to which

the required QoI is satisfied by the WSN;

(b) The QoI network capacity, which expresses the ability of the WSN to

host a new task (with specific QoI requirements) without sacrificing the

QoI of other currently hosted tasks;

(c) A negotiation process, which iteratively reconfigures and optimizes the

usage of network resources and the degree of QoI acceptance of prioritized

tasks.

4. The design of control policies for unmanned data ferries to maintain com-

munications among multiple, disconnected, mobile subnetworks is proposed,

including:

(a) A Partially Observable Markov Decision Process (POMDP) mathemat-

ical model with a reward structure to maximize the total number of ef-

fective contacts with an exponential discount;

(b) An efficient policy computation algorithm, based on the belief space quan-

tization which limits the computation on the dimension of the simplex

one smaller than the original simplex.
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Chapter 1

Introduction

T
HE past decade has seen enormous development in wireless technologies,

which significantly boost the growth of diverse wireless networks, from single-

hop wireless networks to multi-hop wireless networks. In the former, such as cellular

networks and wireless local area networks (WLANs), every node is within one hop

of a central controlled entity (e.g., base stations, access points, etc.), and only com-

municates with the entity through single hop transmissions. Such networks require

much infrastructure support, hence are expensive to deploy.

In comparison, multi-hop wireless networks are usually defined as a collection

of nodes equipped with radio transmitters, which not only have the capability to

communicate each other in a multi-hop fashion, but also be able to route data

packets as a relay from the source to the destination. It is commonly popular in

areas in which there is little or no communication infrastructure, or the existing

infrastructure is expensive or inconvenient to use, where wireless users (or nodes)

may still be able to communicate through the formation of a multi-hop wireless

network. In other words, each node operates not only as a host but also as a router,

forwarding packets for other nodes in the network (through discovering multi-hop

routes) that may not be within direct wireless transmission range of each other.

The idea of multi-hop wireless networking is sometimes also called infrastructure-
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less networking, since nodes in the network dynamically establish routing among

themselves to form their own network “on the fly.”

The distributed nature of multi-hop wireless networks makes them suitable

for a variety of applications where there are no assumed reliable central entities, or

controllers, and their usage may significantly improve the scalability of conventional

single-hop wireless networks. Some existing applications include but not limited

to wireless backhaul networks supporting multimedia traffic, students using laptop

computers to participate in an interactive lecture, business associates sharing infor-

mation during a meeting, soldiers relaying information for situational awareness on

the battlefield, and emergency disaster relief personnel coordinating efforts after a

hurricane or earthquake, etc. Without loss of generality, multi-hop wireless networks

can be further classified into three categories: mobile ad hoc networks (MANETs),

wireless mesh networks (WMNs, [1]), and wireless sensor networks (WSNs, [2]).

1.1 Background Information

The initial research on multi-hop wireless networks started in the early 1970’s when

packet radio networks were studied. They received much wider attention since late

1990’s, thanks to the IEEE standardization efforts and the commercial success in

wireless networks. In this section, a brief background research is given on these

networks.

1.1.1 Mobile Ad Hoc Networks (MANETs)

A mobile ad-hoc network consists of a collection of “peer” mobile nodes that are

capable of communicating with each other without help of a fixed infrastructure

[3, 4]. Each node is an end user as well as a router. The interconnections among

nodes may change on a continual and arbitrary basis. Nodes within each other’s
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radio range communicate directly via wireless links, while those far apart use other

nodes as relays in a multi-hop fashion. MANETs are suited for scenarios where

an infrastructure does not exist, e.g., in disaster recovery situations where existing

communication networks are destroyed, and communications on battle fields where

military units may move constantly and multi-hop connectivity may be desired.

There has been extensive research on MANETs, especially the scheduling, routing

and transport issues [5, 6].

1.1.2 Wireless Mesh Networks (WMNs)

The ongoing proliferation of wireless broadband data services is expected to lead

to the increasing needs of wireless backhaul networks, where the typical upgrade

of wired lines to high-speed fibre networks is not always an available and/or eco-

nomically attractive solution [1,7–11]. In these scenarios, WMNs, transporting data

between the access network and the wired Internet, could potentially offer an ap-

pealing alternative. It could be widely adopted not only in hot-spots or fully wireless

hot zones, but also in broader entire metropolitan area. WMNs must meet a number

of technical requirements, namely, (a) the high capacity to forward the aggregated

traffic from multiple access points, (b) the guarantees of a set of quality of service

(QoS) requirements (e.g., packet error rate (PER), throughput, and packet delay)

of the end user applications, and (c) a large enough effective communication range.

In order to satisfy these requirements, a range of novel techniques have to be ex-

ploited, including, but not limited to, multi-hopping, multiple antennas techniques,

novel medium access control (MAC), routing, and admission control (AC) algo-

rithms. However, it is also worth to note that WMNs are not restricted to wireless

backhaul applications, but could be used for client access, scanning (required for

high speed handover in mobile applications) applications, etc. as well.
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1.1.3 Wireless Sensor Networks (WSNs)

A WSN consists of potentially large number of sensors, which are small, low-cost,

low-power, and resource-constrained devices [2,12–14]. Similar to MANETs, the op-

erations of WSNs do not require the infrastructure support, but sensors can prop-

agate the sensed and partially-processed data over multiple hops. Furthermore,

there are usually some sink nodes in WSNs, which are responsible for collecting the

data, and may send the data to a processing unit via other wired or wireless links.

WSNs are especially suited for environment monitoring in hazard or inaccessible

places, where sensors are deployed densely and randomly, and the notion of quality

of information (QoI) is required, such as the information accuracy, timeliness and

completeness. Applications of WSNs include but are not limited to health care sys-

tems to monitor and assist patients, surveillance and targeting systems, smart home,

etc. Many research efforts have been made on WSNs, especially energy efficiency,

fault tolerance and scalability [2, 15] are among the active research topics due to

resource constraints of sensors.

1.2 Thesis Motivations

Multi-hop wireless networks are becoming a new attractive network design paradigm

owing to their low cost and ease of deployment, and have found more and more ap-

plications. However, to fully achieve the promising features of multi-hop wireless

networks, many research problems still remain to be solved, from two general cate-

gories: the network protocols, and the network management.
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1.2.1 Network Protocols

Medium Access Control (MAC) Protocols

MAC protocols, including scheduling algorithms, are responsible for coordinating

the access from active nodes [16, 17]. They are responsible for providing efficient

packet exchange between two or more nodes of the network. The challenges come

from the error-prone nature of wireless channel, co-channel interference from adja-

cent concurrent transmissions, and the hidden/exposed-terminal problems. Since

the MAC layer has a direct bearing on how reliably and efficiently packets can be

transmitted among nodes along the routing path in the network, it does affect the

QoS satisfaction of the network. Therefore, the design of a MAC protocol should

address the unreliable time-varying channel properties in physical layer, scheduling

conflicts, and applications’ QoS issues together.

Routing Protocols

Routing is one of the core problems for packet exchange among nodes in multi-hop

wireless networks [18, 19]. For QoS routing, it is not sufficient to only find a route

from a source to one (or multiple) destination(s). This route also has to satisfy

one (or more) QoS constraint(s). As the use of delay and bandwidth sensitive ap-

plications (e.g., voice or video streams) increase, so does the need for QoS routing

protocols in multi-hop wireless networks. The challenges thus arise. First, because

of the nature of error-prone wireless links, resource reservations on adjacent links

can influence each other in a 2-hop range, and thus it complicates the computa-

tion and the management of the bandwidth and delay restrictions. Second, even

with successful reservations, the time-varying resource availability cannot always be

guaranteed due to the dynamic aspects of the network.
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Admission Control (AC) Schemes

The great deal of research attention for AC increases significantly recently [20–25],

due to the growing popularity of multimedia applications (e.g., voice, video, and

broadband data services) and the central role AC scheme plays in QoS provision-

ing (in terms of the connection quality, blocking probabilities, packet delay, and

throughput etc.) The challenges come from the inefficiency of lower layer protocols

for the network resource management, where AC algorithms play major roles for

QoS supports, not only for the individual user performance, but also for the overall

network performance. Arriving new connections are granted, or denied, access to

the network by the AC scheme based on predefined criteria, such as the network

traffic conditions and resource availability. On the other hand, the heterogeneous

nature of the protocols to use in any multi-hop wireless networks does require a

degree of transparency of the AC algorithm, so that whatever advanced technologies

to use, the AC scheme can always efficiently control the connection admission by

estimating network resource availability.

1.2.2 Network Management

Building usually on top of the communication protocol layers, the core functionalities

of the network management include network planning, deployment, configuration,

operation, monitoring, tuning, repairing, and changing communication networks

[26–31]. The difficulties of performing the network management come from the

complexity of the network structure, stochastic traffic pattern, and heterogeneous

operational contexts of communication protocols in use. Particularly, multi-hop

wireless networks pose the new challenges as follows.
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Large scale:

Multi-hop wireless networks such as WSNs and WMNs are expected to span a

large scale, with respect to both the number of nodes and the size of the coverage

area. WSNs may consist of tens of thousands of sensors, while WMNs may have

tens to hundreds of nodes in a metropolitan area. To design efficient algorithms,

methodologies, and network protocols to control such a large-scale network is a

challenging issue.

The Notion of Service Quality:

Due to the nature for the majority of multi-hop wireless networks to support some

notion of service quality, like QoS in WMNs and MANETs for delay and throughput

sensitive applications, and QoI in WSNs to guarantee the sensing data quality, the

new challenges for the network management thus come from the question of how

to optimally allocate limited network resources serving multiple tasks with different

data quality requirements at different time. Especially when these tasks dynamically

come and go (which happens in most network scenarios), the resource availability

also changes from time to time.

Inter-domain Communications:

There are not much research exposure on how to maintain inter-domain communica-

tions to support a notion of service quality, bridging wireless communications among

multiple, disconnected, mobile subnetworks, which have not direct contact due to

territory obstacles or extreme scenarios. How to perform the network management

within such context to guarantee a notion of service quality is still an open issue.
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1.3 Thesis Objectives

The overall aim of this Ph.D. dissertation is to propose several cross-layer design

solutions to guarantee the notion of service quality in a variety of multi-hop wireless

networks. The proposed design protocols, models, mythologies and policies belong

to several layers of conventional communication protocols, e.g., scheduling in MAC

layer, routing and admission control in network layer, network management in ap-

plication layer etc. Furthermore, this dissertation is also trying very hard to provide

a few generic solutions wherever possible to a variety of underlined networks, wired

and wireless. The main objective of this Ph.D. dissertation is to show that using

some cross-layer design frameworks is a practical and effective way of improving

the overall network performance and satisfying the applications’ service quality re-

quirements. To meet this objective, the dissertation addresses the following eight

goals:

1. to propose a QoS routing algorithm to tackle the well-known NP-completeness

problem of finding an optimal route in a wireless network with multiple QoS

constraints;

2. to propose a cross-layer design solution integrating QoS routing and dis-

tributed scheduling algorithms, and to testify its efficiencies in a comprehensive

OPNET simulation platform for WMNs;

3. to propose a generic admission control methodology to perform QoS control for

any packet networks, wired and wireless, to show its applicability, scalability

and feasibilities, and finally to testify the efficiencies of the proposed solution

in a WMN scenario.

4. to propose a novel network management framework to fill the research gap

between the external applications’ service quality requirements and the inter-
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nal network resource management, to derive the fundamental relationships for

the trade-off among the service quality requirements, network lifetime, and

task arrival and departure rate, to show the proposed solution’s applicability,

scalability and complexity, and finally to testify the its efficiencies in a WSN

scenario.

5. to propose a POMDP control model to bridge communications among multi-

ple, disconnected, and mobile subnetworks, to discuss the existence of the op-

timal policy and its computation complexity, to propose a heuristic algorithm

for policy computation, and finally to show the efficiencies of the proposed

algorithm compared with a few other schemes.

1.4 Thesis Structure

To address these research challenges, this Ph.D. dissertation proposes several cross-

layer design solutions to ensure the notion of service quality, for instance the QoS

supports in WMNs for backhaul applications and the QoI supports in WSNs for

sensing tasks. An illustrative figure to show the thesis structure could be found in

Figure 1.1; details of the motivations for each Chapter is introduced as follows.

Within the context of multi-hop wireless networks design, most of the current

research on protocol designs are mainly based on a layered approach. By providing

modularity and transparency in between, the layered approach has proven to be the

robust and scalable in the Internet and become the de facto architecture for wire-

less systems. However, the spatial reuse of the spectral frequency, the broadcast,

unstable, and error-prone nature of the wireless channel, and different operational

time scales for protocol layers, all make the layered approach suboptimum for the

overall network performance. For instance, bad resource scheduling in MAC layer

can lead to huge amount of interference that affect the performance of the physical
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Chapter 2 An Integrated QoS Routing and Scheduling Algorithm

Chapter 3 A Generic Admission Control Methodology for QoS

Chapter 4 Network Operations and Management through Negotiations

Chapter 5 Data Ferrying Among Multiple Disconnected Mobile Subnetworks
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Figure 1.1: The structure of this Ph.D. dissertation in an illustrative figure.

(PHY) layer due to the reduced signal quality and ultimately deteriorate the overall

network performance. Local capacity optimization with opportunistic scheduling

techniques that exploit the multi-user diversity gain may increase the overall outgo-

ing throughput of the nodes but they can also generate new bottlenecks in several

routes in the network, etc.

Chapter 2 is thus motivated to adopt a cross-layer design approach, integrat-

ing a multi-constrained QoS routing algorithm and a distributed proportional-fair

scheduling algorithm. The routing algorithm selects the satisfactory route to guar-

antee the end-to-end QoS, while the distributed scheduling algorithm enforces the

routing demands in terms of aggregated link throughput to achieve in the long-run.

Chapter 3 is motivated by the research finding in Chapter 2 that one can-
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not allow arbitrary large number of connections admitted into the network, and

thus admission control needs to be enforced. Admission control is usually achieved

by knowing the network capacity, however known to be difficult to estimate [32].

Especially for the multimedia traffic, connections with dynamic QoS requirements

will consume different amount of network resources, making the network capacity

highly dynamic and the estimation of the remaining resources extremely difficult.

Furthermore, due to the co-channel interference and wireless channel fluctuations,

the uncontrollable admission of the improper new connection can highly affect the

resources of adjacent transmissions. Precise knowledge of the admission impact on

overall network QoS will help the network perform optimal decision to the new

connection without jeopardizing the proper operations of the existing connections.

Chapter 3 make three contributions. First, a subnetwork is generically mod-

eled as a “black box”, where the ingress node aggregates traffic as the input to the

black box with parameters of the required QoS requirements, and an egress node

serves as an output from the black box with a single defined parameter called QoS

performance index. Second, the potential connection admission is characterized as

the input change to the black box, and the change of output is approximated in a

closed-form. Finally, admission control is performed by comparing the new output

QoS performance index with its upper-bounded satisfactory value 1. Without loss

of generality, we show that the proposed admission control methodology is generic,

and has wide applicability to any packet networks, wired and/or wireless, and we

discuss various feasibility issues of the proposed approach, e.g., the impact of large

connection throughput requirements, statistics feedback delay, and statistics collec-

tion time on the estimation accuracies.

Chapter 4 extends the contributions in previous chapters by identifying the

research gap bridging applications’ service quality demands (or, the “external” op-

erations) and the network resource management (or, the “internal” operations). In
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other words, how to optimally manage the network resources to satisfy all appli-

cations’ service quality requirements (the bottom-up approach), and how to adapt

the applications’ service quality demands to fit in the network status (the top-down

approach), should be addressed together in the research. In this chapter, the service

quality is interpreted as QoI, like information accuracy, timeliness, and complete-

ness, etc., from the applications’ perspective for sensing tasks (or simply “tasks”

used later) in WSNs, rather than the traditional QoS for backhaul applications.1

Different from existing approaches to always maximize a network utility [33,

34] known as a priori, first, we conduct runtime learning of the QoI benefit provided

by the WSN to the tasks it supports by monitoring the level of QoI satisfaction

(or, the QoI satisfaction index of a task) they attain in relation to the QoI they

request. This relaxes the requirement for a priori knowledge of utility functions and

facilitates the dynamic accommodation of tasks with heterogeneous requirements.

Second, by proposing the concept of QoI network capacity, the ability of a WSN

to host a new task (with specific QoI requirements) is expressed without sacrificing

the QoI of existing tasks. Finally, an adaptive negotiation process is proposed to

dynamically configure the usage of network resources to best accommodate all tasks’

QoI requirements.

Chapter 5 is motivated by maintaining communications among multiple dis-

connected mobile subnetworks. Due to complex terrains (e.g., obstacles or danger

zone in between), the nodes operating in different network domains may not have

direct contacts. Yet, to maintain the applications’ service quality, communications

are needed, for instance the emergency response scenarios in military coalition net-

works. We propose to use unmanned, sensor mounted data ferries (i.e., the sen-

sors are mounted on controllable mobile platforms such as UAVs [35]) to assist the

1It is interesting to see that QoI and QoS may have slightly different interpretations for their
targeted applications, but they both focus on the broader aspects of service quality.
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communications in a load-carry-and-deliver manner. In practice, complete sensing

coverage of data ferries may not always be possible due to ground obstacles, vast

network area, limitations of sensors, or simply because of the need of keeping the

UAVs from being exposed to the adversary. In this chapter, we study in detail how

to bridge communications in such challenged scenarios using dynamically controlled,

unmanned data ferries.

Each data ferry is equipped with certain sensing, communications, and stor-

age capabilities, and most importantly, with a programmable control logic which can

control its navigation. Periodically, the data ferry senses the presence of nodes and

uploads/downloads data upon contact, after which it will move to the next sensing

point specified by the control logic and repeat the process. Meanwhile, the mobility

of nodes make them move within their local network domain constantly. Although it

is possible to infer statistically properties of their movements, it is often impractical

to accurately predict how these nodes will move due to runtime randomness. The

questions we investigate are: how should one control the data ferries to move intel-

ligently based on the prior knowledge of node movements and the real-time partial

observations? To the best of our knowledge, this is the first effort to address both

runtime randomness and incomplete observations in the data ferry control.

To sum up, the notion of “cross-layer” design is carried through the presen-

tation of this dissertation. We start from the integrated distributed scheduling and

QoS routing algorithms, where the former exploits the multi-user diversity gain of the

PHY layer and enforces the routing demands of the latter, while the latter requests

QoS demands from the application layer to the former. Then, this dissertation fur-

ther investigates the admission control aspect by estimating the admission impact,

where it explicitly considers the QoS needs of application layer and exploits the PHY

and MAC layer information to indicate the degree of QoS satisfaction. Next, this

dissertation aims to further improve the design efficiency by proposing a negotiation-
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based network management framework among applications’ service quality demands

and the network resource management in lower layers. Finally, the cross-layer de-

sign extends to maximize the link-level throughput (i.e., the service quality) from

the application’s perspective among multiple disconnected subnetworks, where this

dissertation proposes to use unmanned data ferries with programmable control logic.

Extensive simulations have shown in each Chapter to verify the design efficiencies

of the proposed models, protocols, methodologies and policies. Results have proved

that the overall design framework achieves the best network performance compared

with conventional network protocols or designs. Finally, conclusions are drawn and

some future work is identified in Chapter 6.
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Chapter 2

An Integrated QoS Routing and

Scheduling Algorithm

T
HIS Chapter aims to tackle the afore-mentioned challenges for multi-hop wire-

less network design from network protocol perspectives, while using WMNs

as illustrate examples. Cross-layer design for QoS in WMNs has attracted much

research interest recently. Such networks are expected to support various types of

applications with different and multiple QoS requirements. In order to achieve this,

several key technologies spanning all layers, from physical up to network layer, have

to be exploited and novel algorithms for harmonic and efficient layer interactions

must be designed. Unfortunately, most of the existing works on cross-layer design

so far focus on the interactions of up to two layers while different operational time

scales for different protocol layers have been overlooked. In this chapter, we propose

a unified framework that exploits the physical channel properties and multi-user di-

versity gain of WMNs, and by performing intelligent route selection and scheduling,

we provide QoS satisfactions to a variety of underlying applications.
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2.1 Introduction

WMNs are a relatively new and promising key technology for the next generation

wireless networking that have recently attracted both the academic and industrial

interests [36]. Such networks are expected gradually to partially substitute the

wired network infrastructure functionality by being able to provide a cheap, quick

and efficient solution for wireless data networking in urban, suburban and even rural

environments. Their popularity comes from the fact that they are self-organized,

self-configurable and easily adaptable to different traffic requirements and network

changes. WMNs are composed of static wireless nodes/mesh routers (WMR) that

have ample energy supply, as shown in Figure 2.1. Each node operates not only as

an conventional access point (AP)/Internet gateway (IGW) to the internet but also

as a wireless router able to relay packets from other nodes without direct access to

their destinations [1]. The destination can be an IGW or a mobile user served by

another AP in the same mesh network. Moreover, some nodes may only have the

backhauling functionality, meaning that they do not serve any mobile user directly

but their purpose is to forward other APs’ packets.

WMNs must meet a number of technical requirements. First, they must

meet the high capacity needs of the access nodes that have to forward the aggre-

gated traffic of their underling users. Second, they have to cope with multiple,

strict QoS requirements of the end user applications. Generally, QoS requirements

can be divided into different groups according to their nature related to packet net-

works, e.g., additive constraints, multiplicative constraints, and concave constraints.

Let d(ni, nj) be a metric for link (ni, nj) and p = (n1, n2, . . . , nm) be a multi-hop

route between the source node n1 and the destination node nm. Then the named
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Figure 2.1: A typical wireless mesh network scenario.

constraints are defined as follows:

Additive : d(p) = d(n1, n2) + d(n2, n3) + ... + d(nm−1, nm),

Multiplicative : d(p) = d(n1, n2)× d(n2, n3)× . . .× d(nm−1, nm),

Concave : d(p) = min (d(n1, n2), d(n2, n3), . . . , d(nm−1, nm)) . (2.1)

The most commonly used constraints in WMNs are end-to-end (ETE) throughput,

delay, and packet error rate (PER). Throughput (concave) denotes the amount of

traffic along a certain route and is limited by the bottleneck link with the lowest

throughput along this route. Delay (additive) indicates the time between sending

out a packet from the source node and the reception of this packet at the destination

node. ETE PER (multiplicative) refers to the probability of a packet to be erroneous

on its way to the destination node, e.g., because of collisions, topology changes or
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weak radio signals etc.1

Finally, WMNs must provide a large enough effective communication range

to ensure that no APs (or groups of APs) are isolated from the Internet gateways.

In order to satisfy the above requirements, a range of novel techniques has to be

exploited. Such technology enablers include but not limited to multi-hopping, vari-

ous multiple antennas techniques, novel medium access control (MAC), and routing

algorithms.

Furthermore, in traditional cellular network settings, the grade-of-service

(GoS) has been a fundamental parameter to define the quality of voice services

[37, 38], as a benchmark to define the desired performance of a particular trunked

system by specifying a desired likelihood of a user obtaining channel access. How-

ever, in WMNs with different QoS requirements, the GoS can be defined as the

probability that a specific QoS level will be guaranteed throughout the whole dura-

tion of the connection. Therefore, this GoS threshold can help control the number

of connections that can be allowed at each level.

To provide both QoS and GoS provisions, unfortunately, most of the current

work on WMNs protocol analysis and design is mainly based on a layered approach.

This layered architecture by providing modularity and transparency between the

layers, led to the robust scalable protocols in the Internet and it has become the de

facto architecture for wireless systems. However, the spatial reuse of the spectral fre-

quency, the broadcast, unstable and error prone nature of the channel and different

operational time scales for protocol layers, make the layered approach suboptimum

for the overall network performance. For instance, bad resource scheduling in MAC

layer can lead to a significant amount of co-channel interference that affects the per-

1Besides these constraints, there are other interesting metrics for WMNs. The number of hops
(additive) represents the number of links in a path. Energy (additive) takes the energy needed to
send a packet from source to destination into account. Further QoS metrics include, e.g., , signal
strength (concave) and distance (additive).
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formance of the PHY layer due to the reduced signal-to-interference-plus-noise-ratio

(SINR) and ultimately deteriorates the overall network performance. Local capac-

ity optimization with opportunistic scheduling techniques that exploit the multi-user

diversity may increase the overall outgoing throughput of the transceivers but they

can also generate new bottlenecks in several routes in the network, etc.

These are primarily why cross-layer designs for improving the network per-

formance have been a focus of much recent work. In a cross-layer paradigm, the

joint optimization of control over two or more layers can significantly yield perfor-

mance improvement. Caution needs to be exercised though, since cross-layer design

may potentially destroy the modularity and make the overall system fragile. Other

importance challenges that have to be taken into account during the design of cross-

layered solution for WMNs is the different operational time scales between coding,

scheduling and routing algorithms; especially in the case that system performance

estimations in different layers have to be performed. Moreover, since WMNs have to

support a wide variety of applications and services, the multi-dimensionality of QoS

requirements requires the joint satisfaction by the cross-layer approach, but proven

to be NP-complete [39].

In this chapter, we propose a novel cross-layer design paradigm to support

QoS in WMNs that includes a multi-constrained QoS routing algorithm in the net-

work layer and a distributed opportunistic proportional fair (OPF) scheduler in

MAC layer. Our contributions are summarized as follows:

1. We propose a multi-constrained QoS routing algorithm to overcome the NP

completeness of integrating three QoS metrics, delay, throughput and PER,

in a unified utility function.

2. We manage to successfully integrate the proposed routing algorithm with a

novel opportunistic scheduling scheme to maximize the network throughput.
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3. We propose a GoS management scheme supporting multi-level QoS require-

ments for connections, where network resources are organized and used in an

optimal way.

The remainder of the Chapter is organized as follows. After summarizing

the related work in Section 2.2, the system model is introduced in Section 2.3. The

proposed QoS routing algorithm is discussed in Section 2.4. Section 2.5 describes the

distributed opportunistic scheduler and its interaction with the routing algorithm.

The GoS management for multi-level QoS is demonstrated in Section 2.6. Extensive

simulation results follow on Section 2.7 while Section 2.8 summarizes this chapter.

2.2 Related Work

Cross-layer designs have been widely used to improve the network performance [40–

44] that generally includes two aspects of design methods: theoretical mathematical

modeling and practical protocol designs.

Layered protocol architecture is one of the most important factors that have

made networking so successful. However, there has been a lack of a systematic

approach to analyze whether layering of protocols is optimal or not. The layering as

optimization decomposition [45] fills a gap between theoretical methods and practical

aspects of protocol design. In this method, various protocol layers are integrated

into one single coherent optimization function, in which asynchronous distributed

computation over the network is applied to solve a global optimization problem in the

form of generalized network utility maximization (NUM). The key idea of layering

as optimization decomposition is to decompose the optimization problem into sub-

problems, each corresponding to a protocol layer and functions of primal or Lagrange

dual variables, coordinating these sub-problems correspond to the interfaces between

layers. However, the above formulation is based on a deterministic fluid model that
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cannot capture the packet-level details, microscopic queuing dynamics, and wireless

link fluctuations.

On the other hand, cross-layer design through individual (or some) protocol

layer(s) can significantly improve the network performance in two ways: loosely cou-

pled and tightly coupled. In the loosely coupled cross-layer design, optimization is

carried out without crossing layers but focusing on one protocol layer. Parameters in

other protocol layers are taken into account by information exchange and deliveries

from multiple layers to enforce the cross-layer design. With such information, the

performance is improved because a better (i.e., more accurate and reliable) param-

eter is used, but the algorithm itself does not need a modification. Nevertheless,

in the tightly coupled cross-layer design, merely information sharing between layers

is not enough, but algorithms in different layers are optimized altogether as one

optimization problem. Our proposed cross-layer design architecture takes the ad-

vantage of loosely coupled design paradigm where scheduling and routing algorithms

exchanges QoS information like delay, throughput, and PER, and they both obtain

PHY layer information like SINR. Due to optimization execution across layers, we

can expect that a better performance improvement can be achieved, and the advan-

tage of adopting this design approach does not totally abandon the transparency

between protocol layers.

Researchers, meanwhile, have been focusing on individual protocol layer de-

sign for QoS in wired/wireless networks. The problem of finding a path subject to

two or more independent additive and/or multiplicative constraints in any possible

combination, also known as the multi-constrained path (MCP) problem, is NP-

Complete. QoS Routing is NP-Complete when the QoS metrics are independent,

real numbers or unbounded integers. The proof of NP-Completeness relies heavily

on the correlation of the link weight metrics. Garey and Johnson [46] were the first

to list the MCP problem with there are only two metrics as being NP-complete, but
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they did not provide a proof. Wang and Crowcroft have provided this proof for more

than two metrics in [39,47], which basically consisted in reducing the MCP problem

for a two metrics case to an instance of the partition problem, a well-known NP-

complete problem [46]. [48,49] have addressed extensively on multi-constrained QoS

routing algorithms in wired network based on network state [50,51] to overcome the

NP-complete difficulties of providing optimal routes that guarantee multiple QoS

constraints [39]. Meanwhile, QoS routing algorithms for wireless ad-hoc networks

have been previously explored in [52–56]. However, they either overlook the multi-

hop queuing delays since only the packet processing time was considered or simply

calculate the available bandwidth in terms of slot and reserved for QoS connections

that fails to exploit the opportunistic scheduling gain in fast-fading channels.

Scheduling for WMNs has drawn a lot of research attention recently that gen-

erally includes centralized [57,58] and distributed solutions. Centralized scheduling

algorithms are based on graph theory assuming that a central controller has full

knowledge on network. The method finds the optimal set of non-overlapping links

with the highest total throughput of the graph, however proven NP-complete [59,60].

Distributed solutions like [61] is commonly used as the MAC protocol in wireless

ad-hoc networks, and IEEE 802.16 standard specifies its own MAC layer in [62].

However, due to the completely random link selection, neither of the algorithms

takes advantage of multi-user diversity in the wireless environments, nor providing

QoS with routing algorithms.

2.3 System Model

Consider a WMN comprises a set of nr number of WMRs, denoted as VR = {vr|r =

1, 2, . . . , nr} and a set of ng number of IGWs denoted as VG = {vg|g = 1, 2, . . . , ng}.

If further consider an arbitrary node i, it may have Ji one-hop neighbors within fixed
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transmission range, where these neighbors are denoted as {j = 1, 2, ..., Ji}. The

MAC layer, or scheduling algorithm, of each node maintains a set of queues for each

direction of transmission, i.e., the queue for direction (i, j)&(j, i), ∀j = 1, 2, ..., Ji.

In other words, newly arrived packets (the reception) will be placed into the cor-

responding queue according to the pre-determined route that they belong to, and

the outgoing packets (the transmission) will be popped up from the corresponding

queue as well.

We assume that the network runs under a time-division multiple access

(TDMA) slotted framework while we also assume that all nodes are synchronized

to the slot boundaries2. Each time frame consists of the control phase, comprises

fc fixed-size time slots for control messages, and the data transmission phase that

consists of fd fixed-size time slots for data. During the period of one time frame, we

assume the block fading channel that remains relatively constant. Scheduling deci-

sions are taken by all nodes in the network simultaneously at the beginning of each

time frame at the control phase, and stay unchanged until the next frame. The PHY

layer employs adaptive modulation and coding techniques (AMC), where there are a

finite V transmission modes, each of which corresponds to a unique modulation and

coding scheme and one particular interval of the received SINR. The transmission

rate at each mode is proportional to its spectral efficiency, i.e., transmission mode

v can transmit maximum cv packets in one time slot, or H = fdcv packets in a

time frame, where v = 1, 2, ..., V ,. Furthermore, in order to reduce the interference

to adjacent concurrent transmissions and increase the frequency reuse and channel

capacity, the WMRs are equipped with directional antennas with steerable-beam.

Power control is not considered in this phase, i.e., all the nodes have the same fixed

transmission power.

2The investigation of providing full synchronization among all WMRs is out of the scope of this
Ph.D. dissertation, but could be found in [63–65]
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Each WMR independently generates traffic, or connections, according to

some stochastic traffic arrival and departure processes. Each connection q has

to fulfill a set of QoS constraints that include ETE packet delay Dr
q , throughput

T r
q , and PER Er

q , where superscript r denotes the required value. We denote this

QoS requirement set as (Dr
q , T

r
q , Er

q ). We also consider the multi-level QoS case in

the network where a typical application could be the transmission of the hierarchi-

cally encoded video where the video bit stream is composed of a set of hierarchical

sub streams, each one of which enhances the quality through different level of re-

quired bit streams (e.g., in MPEG video). Without loss of generality, we assume

there are two levels of QoS requirements associated with the connection, high level

(HQoS) and low level (LQoS). We further denote the the LQoS requirement set as:

(Dr,l
q , T r,l

q , Er,l
q ).

Let Ωsg denote the possible route set from a source WMR s to a particular

IGW g. A route Ωk
sg from a source WMR with index s to a destination IGW indexed

g within the route set Ωsg is concatenated by a set of links {(vi, vj)}, ∀vi, vj ∈

VR

⋃
VG. Therefore, we could formally express the route from s to g as (2.2), where

total m candidate routes exist. For the kth route,

Ωk
sg =

{⊎
(vi, vj)

∣∣∣∣∀{vi, vj} ∈ VR ∪ VG

}
, (2.2)

where k = 1, 2, . . . , m, and notation
⊎

denotes the concatenation of a set of links.

In the following discussions, we use (vi, vj) and (i, j) for the link between node vi

and vj interchangeably.

2.4 QoS Routing Algorithm

As it has been mentioned above that the problem of providing an optimal route

that guarantees multiple QoS constraints has been proven to be NP-complete [39].
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Therefore, in order to facilitate the information delivery and exchange among PHY,

MAC and network layers, we define a generalized QoS utility that unifies multiple

QoS constraints into one metric to uniquely denote the level of QoS satisfaction.

Given a connection q with three QoS requirements (Dr
q , T

r
q , Er

q ), ETE delay,

throughput, and PER respectively, we introduce a concept of the QoS outage ratio,

R, which is experienced by each QoS metric, defined as the ratio between the at-

tained parameter measurement and the requested value. It is worth to note that the

attained value here is the value attained by previous completed connections, which

have traversed a particular route, but not the attained performance measurement of

its own connection. More specifically, we define the ratio “R” for each of the QoS

requirement as follows:

Delay Outage Ratio:

For connection q, ETE packet delay outage ratio RD
q (k) on route Ωk

sg is defined as

the ratio between the attained delay measurement Da(k) (including queuing and

transmission delays), and the required delay value Dr
q , i.e.,

RD
q (k) =

Da(k)

Dr
q

. (2.3)

Suppose that the receiving end of link (vi, vj) keeps track of the packet delay for

each packet, and the mean value is denoted as Da(i, j), then the ETE packet delay

on multi-hop route Ωk
sg could be derived as:

Da(k) =
∑

(i,j)∈Ωk
sg

Da(i, j). (2.4)
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PER Outage Ratio:

For connection q, PER outage ratio RE
q (k) on route Ωk

sg is defined as the ratio

between the attained PER Ea(k), and the required PER value Er
q . Therefore, we

have:

RE
q (k) =

Ea(k)

Er
q

. (2.5)

Suppose that the receiving end of link (vi, vj) keeps track of the number of erro-

neous packets Ne(i, j) received at vj within an predetermined time interval, then

the attained PER over the wireless link (vi, vj) could be approximated by the ratio

of:

Ea(i, j) =
Ne(i, j)

Ne(i, j) + Nc(i, j)
, (2.6)

where Nc(i, j) denotes the number of correct packets. Next, without loss of generality

we assume the errors occurred on each link is independent of the others, then the

attained ETE PER over the multi-hop route Ωk
sg could be derived as:

Ea(k) = 1−
∏

(i,j)∈Ωk
sg

[1−Ea(i, j)] , (2.7)

as it is a multiplicative constrain.

Throughput Outage Ratio:

For connection q, throughput outage ratio RT
q (k) on route Ωk

sg is formulated as the

ratio between the throughput requirement T r
q and attained bottleneck link through-

put T a(k). Therefore, we have:

RT
q (k) =

T r
q

T a(k)
. (2.8)

Suppose that the receiving end of link (vi, vj) keeps track of the amount of packets

received at vj within an predetermined time interval tinterval, then the the throughput
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could be computed within the sliding time window as:

T a(i, j) =
L(Ne(i, j) + Nc(i, j))

tinterval
, (2.9)

where L denotes the packet length, and Ne(i, j), Nc(i, j) denote the number of erro-

neous and correct packets respectively. Then, the bottleneck throughput over the

multi-hop route Ωk
sg could be derived as:

T a(k) = min
(i,j)∈Ωk

sg

T a(i, j). (2.10)

Averaging the Measurements:

The proposed QoS routing algorithm is a measurement-based approach, where the

measurements collections and processing are central of the algorithm. Next we

briefly introduce our approach. After each packet flow over the wireless link (i, j), it

will receive the per-link delay, throughput, and PER information. These measure-

ments are constantly averaged by exponential smoothing to obtain the average link

quality measurement Da(i, j), T a(i, j), Ea(i, j), and used for QoS routing.

2.4.1 QoS Routing Objective Function

It is worth noting that some constraints may not be critical in some applications

(for instance, many broadband data services may not be delay sensitive). In order

to efficiently cope with this issue we introduce the indication function 1p, where

p = D, T, E, expressed as:

1p =






1 if parameter p is critical for connection q,

0 otherwise.
(2.11)

An example of the resource reservation margin factors and indication func-
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Table 2.1: The values of resource reservation factors β for different applications

voice-over-IP Interactive-video Broadband Data

1D 1 1 0
1T 1 1 1
1E 1 1 1

tions chosen for three types of traffic in the network, namely, (a) voice-over-IP, (b)

interactive-video, and (c) broadband data services respectively, is demonstrated in

Table 2.1.

Therefore, to fulfil the set of QoS requirements, a source-to-gateway route

Ωk
sg will be feasible if and only if all defined outage ratios are less than one, or

mathematically to the maximum of the three ratios has to be less than one, i.e.,

max
[
1DRD

q (k), 1TRT
q (k), 1ERE

q (k)
]
≤ 1, ∀Ωk

sg ∈ Ωsg. (2.12)

2.4.2 Route Selection to Support QoS

The proposed route selection criterion is given by the minimum of the maximum

QoS outage ratios for a set of route Ωsg, as:

Ωk∗

sg ←− min
∀Ωk

sg∈Ωsg

max
[
1DRD

q (k), 1TRT
q (k), 1ERE

q (k)
]
, (2.13)

and route Ωk∗

sg is finally chosen if and only if the value of the right hand side is

smaller or equal than 1; otherwise there is no satisfactory route for connection q.

In other words, we are choosing the route with the minimum overall QoS outage

probability.
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2.4.3 Routing Procedures

Routing discovery phase requires each receiving node on one side of edge (i, j) records

one-hop delay, link throughput and PER information. Delay information is collected

by stamping the packet when it arrives at the transmission node vi and when it

reaches the receiving node vj ; throughput information is collected by monitoring

the amount of receiving traffic within an interval; PER information is collected by

tracking the probability a packet to be erroneous over the wireless link (i, j).

It is worth noting that the proposed routing procedure is similar to probe

based routing algorithm in [66–68], also the follow-up work in [69–71], and the QoS

routing in cognitive packet networks [72]. For the former, probes are launched to

detect different routes between a source and a given destination to collect routing

information. QoS routing decisions are based on the success of probes, and this

decision is usually not the optimal one but a satisfactory one. For the latter, smart

or cognitive packets are used to discover routes for connections; they are routed

using a reinforcement learning algorithm based on a QoS goal. However, the main

contribution of our QoS routing algorithm is the unique way to integrate multiple

QoS constraints into one single representative utility function, and used for route

selection, but not he routing procedure itself. In other words, our defined QoS

routing metric can also be implemented in any probe based routing algorithms and

routing in cognitive networks.

Next, by introducing an example of routing discovery procedures in Fig-

ure 2.2, we show the mechanism of our proposed QoS routing algorithm. Routing

discovery procedure is initialized when new connections are accepted by certain

nodes. In Figure 2.2, suppose WMR 1 serves as the source, and in order to find

the route to carry the connection, it generates a request packet REQ containing

the required QoS constraints. Then, it sends the REQ to its one-hop neighbours
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through the allocated time slot in the control frame, while ticking a clock with a

certain duration of expiration. Before this clock expires, if WMR 1 does not receive

any reply message REP, it will try to regenerate a request packet and broadcasts

it to the whole network due to previous packet loss (but only limited REQ packets

will be generated). In Figure 2.2(a), when WMR 2 receives the REQ from WMR 1,

it computes the average of all previously received values for one-hop delay measure-

ments Da(1, 2), link throughput measurements T a(1, 2), and PER measurements

Ea(1, 2), which are then piggybacked in the original REQ packet. The next step is

to send this packet to WMR 1, WMR 3 and WMR 6 through the allocated time

slots in control frame. Nevertheless, WMR 1 will simply discard the packet as it is

just bounced back from WMR 2 without reaching the destination. Correspondingly,

when WMR 3 receives the REQ packet, they will average the delay measurement

Da(2, 3), throughput measurement T a(2, 3), and PER measurement Ea(2, 3), over

the wireless link (v2, v3), and piggyback into the original REQ packet. Same pro-

cedure applies to WMR 6. Up to now, the REQ packet has information over two

routes, 1→ 2→ 3 and 1→ 2→ 6.

All other nodes in the network repeat the above procedures until the gateway

node WMR 5 receives the REQ packet. Afterwards, the reply procedure is initialized

as shown in Figure 2.2(b), where WMR 5 sends a reply packet REP back to WMR 1

through two different routes, i.e., 5→ 4→ 3→ 2→ 1 and 5→ 4→ 7→ 6→ 2→

1. By calculating the value of right hand side in (2.13), WMR 1 chooses the “best”

route obtained before the clock expires, where the “best” means the minimum QoS

outage or the maximum QoS satisfaction. It is also worth to note that WMR 1

does not need to wait for all REQ packets to come back, not only because of the

exponential number of possible routes even for reasonable network size, but also we

only need to find a route to meet certain QoS requirements, but unnecessarily find

the “optimal” one if generating too much control overhead. This is controlled by
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Figure 2.2: An example to demonstrate the route discovery procedures. (a)
WMRs send REQ packets to their immediate neighbors, and (b) Gateway
node sends REP packets back to source through the routes just found.

ticking the clock in WMR 1.

2.5 Distributed Opportunistic Proportional Fair

Scheduling Algorithm

Once the route from the source to the destination is found to meet certain QoS

requirements, the task is left for MAC layer, or the scheduling algorithm, to enforce

the packet switching at a much finer time scale, i.e., time slot by time slot. We

assume that each node schedules one of the links associated with it in the control

frame. Then the objective of our scheduling algorithm is to identify not only the

duplex mode (transmitting or receiving) but also the specific direction (to or from

which neighbour) of the next communication in an opportunistic manner (by “op-

portunistic”, we mean by exploiting the multiuser diversity inherent in multiuser

wireless networks to enhance total system throughput). For example, if a node is
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receiving a great deal of interference, it may be more appropriate for the node to

choose to transmit, provided that the intended receiver is expected to receive prop-

erly. On the contrary, if a node finds that one of its incoming links of the highest

profit among all of its associated links, then the node may prefer to receive from

that link. In our scheduling algorithm, every directional link is assigned with a

utility representing the benefit of transmitting on this link in the next time frame,

and hence the opportunistic approach is to choose a combination of concurrent links

with the highest aggregated instantaneous utility.

On the other hand, uncertainty of link capacity in WMNs due to randomness

of PHY layer protocols and wireless channel may degrade the performance of routing

protocols. Furthermore, it is difficult to guarantee system performance if an oppor-

tunistic MAC layer is deployed, because opportunistic approaches usually introduce

more fluctuating instantaneous performance at individual nodes. Therefore, it is

important to propose a scheduling utility (or metric), denoted as Uij for link (i, j),

which not only achieves opportunistic gain but also supports QoS as committed by

the routing algorithm in use. Otherwise, the QoS promised by the routing protocol

to its applications cannot be guaranteed.

The proposed co-operation between the scheduling and routing algorithms is

in a “request-enforce” manner. It is desirable for the routing layer to specify a target

throughput allocation for each link, and then request the scheduling algorithm to

enforce such throughput allocation. It is worth noting that rather than achieving

the precise target throughput for each link, (or “hard” QoS), the objective of our

scheduling algorithm is to achieve the relative target throughput scaled by a per-

node (not per-link) proportional constant, (or “soft” QoS).
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Figure 2.3: The routing demand for incoming and outgoing links of node i.

2.5.1 The Link Utility

Since we are aiming to propose a distributed scheduling framework, we shall focus

on one individual node in the following derivation of a new utility definition. Here

we treat the incoming and outgoing links equally as competitors. For an arbitrary

node i with Ji neighboring nodes, it has maximum 2Ji candidate links to schedule

in every time slot. The routing algorithm periodically estimates the throughput

demand on each link associated with a pair of nodes in the next time frame, and

provides the scheduler with a vector of target throughput to achieve, dented as

τ i = (τi1, τi2, . . . , τiJi
, τ1i, τ2i, . . . , τJii), where τij denotes the target throughout over

link (vi, vj), as shown in Figure 2.3. In our proposed QoS routing algorithms, routing

demand τij is computed as,

τij =
∑

∀q

βT T r
q , if (i, j) ∈ Ωk∗

sg (q), (2.14)

where Ωk∗

sg (q) denotes the chosen route by QoS routing algorithm for connection q,

and τij represents the accumulated throughput demands of all connections running

through link (i, j).
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Then3 our goal here is to define an appropriate utility with which the sched-

uler’s allocation of the long-run throughput φ
i
= (φi1, φi2, . . . , φiJi

, φ1i, φ2i, . . . , φJii)

for all links is proportional to the target allocation τ i, i.e., φ∗

i
= ciτ i, where ci is

a positive and proportional constant for node i and φ∗

i
is the optimal solution for

node i. [74] proved that if the optimization problem for each node i is to maximize

the objective function f(φ
i
) as,

{φ∗
i } = arg max

φ
i

f(φ
i
)

= arg max
φ

i

Ji∑

j=1

(τij log φij + τji log φji) (2.15)

subject to:

Ji∑

j=1

(φij + φji) ≤ Ci, ∀i,

where Ci denotes the node capacity, and under the assumptions of half-duplexing

and single antenna model, the node capacity equals to the link capacity. Then the

optimal solution φ∗

i
= (φ∗

i1, φ
∗
i2, . . . , φ

∗
iJi

, φ∗
1i, φ

∗
2i, . . . , φ

∗
Jii

) is directly proportional to

τ i element by element. Correspondingly, the physical meaning of the above pro-

portionality is that the optimal solution φ∗

i
for the optimization problem is propor-

tional to the target throughput allocation τ i. Therefore, by using the scheduling

utility (or metric) for all outgoing link (i, j), ∀j = {1, 2, . . . , Ji}, and incoming link

(j, i), ∀j = {1, 2, . . . , Ji} of node i as:

Uij = τij

ρij

φij

, (2.16)

the routing demands is successfully enforced in the long-run. In (2.16), ρij denotes

the instantaneous link capacity for (i, j), which is calculated from Shannon’s capacity

3For the completeness of this dissertation and for the purpose of enforcing the overall under-
standing of the proposed cross-layer approach, the rest of this subsection is necessary and thus
referenced from Dr. Yun Hou’s Ph.D. dissertation made in 2009 at Imperial College London [73].
However the author of this dissertation does not claim as his own contribution.
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formula, as:

ρij = W log(1 + κt
ijγ

t
ij), (2.17)

and φij is the long-time average of ρij . W is the system bandwidth, γt
ij is the

receiving SINR and κt
ij captures the unpredicted interference effects.

2.5.2 The Scalability

The major concern of the scalability issues of the used distributed scheduling frame-

work comes from the assumption of full time synchronization of the WMRs; however

it has proven feasible in [63–65]. On the other hand, one may argue that the MAC

layer of each WMR needs to maintain a set of queues for each direction of trans-

mission/reception, which is feasible for static deployment of WMRs with sufficient

power supply and computation capability. Other solutions may include using a pri-

oritized queue for all directions of transmission/receptions and further algorithm to

support this is needed.

2.6 Multi-Level QoS Management for GoS

In order to increase the flexibility of the network resource management to han-

dle both the existing and the new connections, we introduce a novel multi-level

QoS management scheme. The aim of this scheme is to reduce the blocking prob-

ability of the new connections, while at the same time maintaining a low outage

probability for all existing ones, i.e., we are trying to maximize the number of si-

multaneous connections with satisfactory QoS experience offered by the network. A

typical application of the considered multi-level QoS scheme is the transmission of

the hierarchically encoded video where the video bit stream is composed of a set of

hierarchical sub streams, each one of which enhances the quality through different

level of required bit streams (e.g., in MPEG video).
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However, we will not allow all connections to degrade their service quality

to release network resources, but a certain level of GoS has to maintain. Under

the proposed multi-level QoS context, we define GoS as the ratio of the number of

accepted high-QoS (or, HQoS) connections over the overall number of the served

connections in the network, if we assume another level of QoS is denoted as low-

QoS (or, LQoS). This GoS definition can thus be translated to the probability a

connection to be served in HQoS, which has to be higher than the GoS threshold

G0, i.e.,

GoS =
NHQoS

NHQoS + NLQoS

≥ G0. (2.18)

It is worth noting that in real network scenarios, there is a mixed of connection

where some applications may have strict QoS requirements, but not degradable;

and this will be simulated later.

The novelty of the proposed algorithm is that given that at any time

GoS ≥ G0 has to be satisfied, we allow the QoS routing algorithm to degrade

the ongoing HQoS connections’ service quality to the low level, or LQoS. In this

way, it maximizes the number of simultaneous connections in the network while it

optimizes the provided end-user QoS experience. The functionality of the proposed

multi-level QoS management scheme (for simplicity, only two-levels of throughput

have been considered) is described in the following steps:

1. The source node uses the proposed QoS routing algorithm to initiate the route

discovery phase to collect statistics for each route, including ETE packet delay

Da(k), throughput T a(k), and PER Ea(k). These statistics are passed to the

source node for satisfactory route selection.

2. Given the high QoS requirement of the new connection (Dr
q , T

r
q , Er

q ), the source

node use (2.13) to find the best route to support. If it fails to find any route

that provides HQoS requirement, it re-computes (2.13) trying to accommodate
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the connection with low-level QoS (LQoS) requirement (Dr,l
q , T r,l

q , Er,l
q ).

3. If it fails again to guarantee LQoS requirement, before performing the re-

jection, it tries to degrade the level of ongoing HQoS connections to LQoS

requirements, given that the condition GoS ≥ G0 must be satisfied. Then, the

routing procedure is called to accommodate LQoS requirement until one route

k∗ is found, and an admission signal is released; otherwise the new connection

is unfortunately rejected.

Figure 2.4 depicts the real-time performance of the proposed scheme. The GoS

threshold has been set to G0 = 0.9 while the QoS requirements of LQoS connections

are around half of that of the HQoS ones; for instance in video transmission, the

throughput demand of HQoS connections is around 2Mbps, while that of the LQoS

connections is around 1Mbps. It can be observed that the offered GoS converges to

the GoS threshold as more connections arrive and are served by the network.

2.7 Simulation Results

2.7.1 OPNET Simulator

We uniquely develop a time-slotted, event-driven OPNET [75] simulator which com-

prises a number of randomly deployed clients/servers, WMRs, and IGWs in 2-D

square in a way that no disconnected clusters of nodes exist in the network, as

shown in Figure 2.7. A number of client and servers are attached to the backhaul

network to emulate the access points, where traffic is generated from the clients

according to the Poisson process to be routed to certain IGWs, or servers. For

each WMR, we employ the conventional layered communication protocols including

PHY, MAC, network, and application layers, but we allow information exchange

among layers to facilitate the proposed cross-layer design.
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Figure 2.4: Real-time simulation of the offered GoS as a function of the number
of accepted connections from time to time, where it can be seen that the offered
GoS decreases and gradually approximates the predetermined GoS threshold
value G0 = 0.9 when more connections arrive.

The conventional OPNET PHY layer by default only has omni-directional an-

tenna model and large scale path loss fading model, where we significantly enhance

this model to include the adaptive modulation and coding (AMC) schemes, the

Rayleigh fading channel model [76] and directional antenna with steerable beams.

Figure 2.5 shows the way to compute the received PER with the corresponding re-

ceived SINR value, where different combinations of modulation and coding schemes

are used. Figure 2.6 shows the used directional antenna model where the main lobe

is 30dB higher than the side lobe. The transmission power is computed to guarantee

the reach of fixed transmission range without interference and the SNR should be

above certain threshold. An important feature of this directional antenna model is

the steerable beam, i.e., when the scheduling decision is made by the MAC layer

of each WMR, the beam of each antenna is switched pointing to the corresponding

transmitter/receiver so that the amount of co-channel interference could be largely
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Figure 2.5: The used mapping from the received SINR (dB) to the PER with
different combinations of modulation and coding schemes.

avoided and link-level throughput is increased.

The proposed distributed opportunistic proportional fair scheduling algo-

rithm is implemented in each WMR’s MAC layer, where it also maintains a set

of queues for the incoming packets (the reception) to place in and for the outgoing

packets (the transmission) to be removed. The proposed QoS routing algorithm is

implemented in the network layer of each WMR where the WMR, if served as the

source, sends out the REQ packet for find the satisfactory route.

Two application profiles are considered in this simulation, including VoIP

and FTP, each of which is attached with three QoS constraints, i.e., throughput,

ETE packet delay and PER. Table 2.2 and Table 2.3 indicate the most important

parameters. The simulation parameters are summarized in Table 2.4.
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1 2

Figure 2.6: An example of the used directional antenna model where the main
lobe is 30dB higher than the side lobe. When the scheduling decision is made
by the MAC layer of each WMR, the beam of each antenna is switched to point
to the corresponding transmitter/receiver so that the amount of co-channel
interference could be largely avoided and link level throughput is increased.

Table 2.2: FTP application profiles

Parameter Value

Inter-arrival Time Poisson distribution with 1/λ = 20ms, variable

File Size Constant 1 MBytes

Type of Service Best Effort

Delay Requirement —

Throughput Requirement 100kbps-2Mbps

PER Requirement 0

GoS Levels HQoS with average throughput 1Mbps

and LQoS with average throughput 200kbps

The performance of the proposed cross-layer solution highly depends on the

accurate estimation of multiple parameters in different protocol layers which are

required for the QoS routing and distributed scheduling, which include real-time

monitored per-link statistics like throughput on link (i, j), or T a(i, j), queuing and

transmission delay on link (i, j), or Da(i, j), and PER on link (i, j), or Ea(i, j).

These statistics are tracked and updated periodically according to the scheduling

and routing operational time scales to represent the most recent channel qualities

and queue status.
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Figure 2.7: An example of the standard scenario used in our OPNET simu-
lation platform. The WMN consists of eighteen WMRs with six client and
server pairs to serve as the sources of traffic and the destinations.

2.7.2 Network Performance

The proposed integrated multi-constrained QoS routing (IQoSR) and distributed

scheduling (Dist) algorithms are assessed here, compared with the combination of

conventional Round Robin scheduler (RR, [77]) and AODV routing protocol. Table

2.5 summarizes these four comparisons, while Figure 2.8 and Figure 2.9 demonstrate

the gateway goodput and the average QoS outage probability with different traffic

loads, respectively. Gateway goodput is computed as the time average goodput of

the gateway node counting in the successful connections but without those QoS is

not guaranteed. The average QoS outage probability is the percentage of successful

connections with satisfactory QoS experience of all completed connections.
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Table 2.3: VoIP application profiles

Parameter Value

Encoder scheme G.729A

Voice frame per packet 1

Type of Service Interactive Voice

Duration 10s-500s

Delay Requirement 100ms-300ms

Throughput Requirement 17kbps-106kbps

PER Requirement 0.1%

GoS Levels Only HQoS is allowed, not degradable

Figure 2.8 shows that the “Dist OPF” scheduler in our framework can guar-

antee high gateway goodput even for the small traffic inter-arrival time when the

offered network traffic is getting high. On the other hand, the “RR+AODV” scheme

provides a much lower goodput compared with all other three schemes since the RR

scheduler fails to exploit the multi-user diversity gain of wireless channel (or, channel

resources are reserved and pre-allocated as a round robin fashion), and AODV rout-

ing protocol creates bottleneck links in the network by transporting traffic through

always the route with the minimum hop. “Dist+AODV” and “RR+IQoSR” per-

form between the lower-bound performance of “RR+AODV” and the upper-bound

performance of “Dist+IQoSR”, because either they take advantage of wireless chan-

nel to provide high throughput or they manage to select the best candidate route

to ensure QoS, but unfortunately not both.

The above judgement for the four schemes become even clearer in Figure 2.9

that demonstrates the average QoS outage probability for all completed connections.

It can be seen that all four schemes successfully guarantee better QoS if we increase

the traffic inter-arrival time, or less traffic load are offered in the network. However,

when more traffic is injected into the network without using an efficient admission
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Table 2.4: OPNET simulation parameters for network configurations

Parameter Value

Channel Model Rayleigh fading model
Path Loss Coefficient 3.5
Directional Antenna Pattern Side lobe: -25dB, Main lobe: 30◦

Adaptive Modulation and Coding BPSK, QPSK, 8PSK, 16PSK
16QAM, 32QAM, 64QAM

Doppler Frequency 25Hz
System Bandwidth 50MHz
Slot Duration 80G0s
Slots per Frame 100
Frame Duration 8ms
MAC Packet Length 1024 bytes
Number of WMR 5-35, Typical number 18
Number of Client/Server pair 6
Network Area 10 miles by 10 miles
Transmission Range 2 miles
Traffic Patterns FTP and VoIP
Queue Length Infinite

Table 2.5: Scheduling and routing performance comparisons

MAC Routing Cross-Layer Term

Distributed OPF IQoSR Dist+IQoSR
Distributed OPF AODV Dist+AODV
Round Robin IQoSR RR+IQoSR
Round Robin AODV RR+AODV

control scheme, the outage probability always increases due to the severe impacts of

the new connections on the QoS of the existing running ones in the network. This

proves the importance of using certain admission control scheme in the multi-hop

wireless network, and drives the research in Chapter 3.

Figure 2.10 demonstrates the effect of the proposed scheme on the average

number of admitted and successful connections in the network as a function of the

GoS threshold. As expected, when GoS threshold increases the total number of

connections with LQoS requirements decreases to allow more resources for connec-
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Figure 2.8: Simulation result of the average gateway goodput with respect to
(w.r.t.) the different new connection inter-arrival time for different combina-
tions of scheduling and routing algorithms.

tions with HQoS requirements. However, the total number of connections admitted

is going down because more stringent QoS is expected. Overall, this figure shows

the capability of our multi-level QoS management scheme to successfully maintain

a few levels of QoS requirement given the satisfactory GoS threshold G0.

2.8 Summary

Cross-layer designs to support QoS in wireless mesh networks have attracted much

research interests from both academic and industrial communities. Unlike existing

works that focus either on global optimization decomposition or barely information

delivery among layers, in this chapter, we propose a novel cross-layer framework that

includes a QoS routing algorithm in the network layer and a distributed opportunis-

tic proportional fair scheduling algorithm in the MAC layer. We defined a novel
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Figure 2.9: Simulation result of the average QoS outage probability w.r.t.
the different new connection inter-arrival time for different combinations of
scheduling and routing algorithms.

utility function that is requested by a multi-constrained QoS routing algorithm and

finally enforced by an efficient distributed opportunistic proportional fair scheduler.

Extensive simulation results and analysis shows the success of our framework to

combine algorithms and techniques from three different layers and achieve the best

overall performance as compared to other schemes.
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Chapter 3

A Generic Admission Control

Methodology for QoS

T
HIS Chapter is motivated by the research finding in Chapter 2 that one can-

not allow arbitrary number of connection admitted to the network otherwise

QoS experience cannot be guaranteed. This admission control decision is usually

made by knowing the network capacity as a priori, however it is well-known to be

very difficult to estimate due to the operational characteristics of a variety of com-

munication protocols, dynamic connection behaviors, and their associated multiple

QoS requirements. These make the network capacity generally cannot be easily

parameterized by a single (or a set of) variable(s).

To address this challenge and facilitate the admission control, a packet net-

work, which may consist of multiple heterogeneous subnetworks, between a pair

of source and destination routers in the network is modelled as a “black box”. A

generic mathematical function is then used to map the multiple input variables to

a single output parameter, called the QoS performance index. By using the Tay-

lor expansion, we propose a generic AC (GAC) methodology to predict the impact

of the potential admission of a new connection on the QoS experience of existing

connections. The uniqueness of the proposed methodology is its wide applicabil-
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ity to many type of packet networks, wired and/or wireless, independent of the

communication protocols or standards in use at the lower protocol layers. Finally,

extensive simulations have shown a significant network goodput increase and QoS

outage probability decrease if compared with other statistical based methods and

conventional network protocols.

3.1 Introduction

With the rapid development of Internet applications and wireless devices, networking

has lately experienced unprecedented advances that have been pushing high-speed

wired networking into new domains, making mobile and wireless networking much

more ubiquitous, and driving the needs for all optical, 3G wireless, and QoS-based

packet networks [78–80]. Moreover, the increase in processing power and memory

availability of current user devices such as PDAs, game consoles and laptops, give

rise to a new wave of bandwidth-hungry and delay-sensitive mobile services and

applications that will push the quality-of-service (QoS) demands to their limits or

beyond.

To satisfy the QoS of all connections in a packet network, we have identified

the following four challenges when designing an efficient network architecture or

network protocols.

First, the multi-dimensional QoS requirements of the multimedia traffic. The

question of how to support the multimedia traffic, like voice-over-IP (VoIP), interac-

tive video, and broadband data services, is always central for the design of efficient

network architecture or protocols like routing and scheduling, which are always as-

sociated with different combination of QoS metrics to be enforced by the network.

These metrics include but not limited to end-to-end (ETE) throughput, packet de-

lay, packet-error-rate (PER), etc. It is proven NP complete in finding an optimal



3.1 Introduction 74

route satisfying more than one metric simultaneously [39], and thus challenging to

mathematically accurately quantify the overall QoS experience for the completed

connections who have finished the service and for the newly arrived connections

who will be admitted into the packet network in the near future.

Second, the limited amount of network resources cannot allow arbitrary large

number of connections with strict and multiple QoS requirements admitted into the

network, which can easily jeopardize ongoing connections’ QoS experience in net-

work and make the overall network inefficient and fragile. Furthermore, in wireless

networks, due to the co-channel interference and channel fluctuations, the improper

admission of the new connections can highly affect the resource availability of adja-

cent transmissions.

Third, estimating the network capacity (or the amount of available network

resources) in a single wireless network is already very challenging. It is well known

that the network capacity is one of the key network design parameters for QoS pro-

visions that has different interpretations at different protocol layers and different

networks. Nevertheless, it is known difficult to estimate even in a single wireless

network [32]; especially for the support of multimedia traffic, connections with dif-

ferent QoS requirements will consume different amount of network resources, making

the network capacity highly dynamic and the estimation of the remaining resources

extremely difficult.

Finally, estimating the ETE network capacity is even more challenging. For

connections going through several subnetworks from an ingress node of a packet

network to an egress node, the heterogeneous features of network protocols in use

in the individual subnetwork make the modelling the ETE QoS experience and the

estimation of ETE network resource availability extremely difficult.

All these challenges drive us to redesign a new generic AC methodology
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(GAC) to enforce the QoS control in packet networks where we make the following

three contributions, followed by the description of the details of each contribution.

First is the proposal of aggregating multiple QoS metrics into one single

performance index, called the QoS performance index. By using this index, the

degree of QoS stratification a connection has received for multi-dimensional QoS

requirements is quantified to a scalar, with the range from 0 to infinity, whereas the

satisfactory bound for this index belongs to the range [0, 1].

Second is the modelling of a packet network between an ingress node and

an egress node as a “black box” for the amount of available network resources to

share. The ingress node aggregates traffic as the input to the network, and an egress

node serves as an intended destination. The input parameters to the black box (i.e.,

network status, traffic pattern, QoS requirements) are mapped to a single output

parameter (or the defined QoS performance index ), where we adopt a runtime anal-

ysis for such black box using only the inputs and the output, without specifically

knowing the detailed operational contexts of the communication protocols in differ-

ent subnetworks as a priori. In other words, we hide the heterogeneous operational

features of network protocols in several subnetworks and treat the packet network

homogenously.

Third is the proposal of using Taylor approximation to estimate the QoS im-

pact of admitting the new connection. To facilitate the AC decision, we characterize

the potential new connection admission as the input change to the black box, and

the change of output is estimated by Taylor approximation in a closed-form. The

only unknown variables are partial derivatives which can be easily obtained from

the shape of the curve produced by learning the packet network. Later, the AC is

performed by comparing the new projected QoS performance index as the output

with its satisfactory value 1.
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Finally, we show that the proposed GAC methodology has wide applicability

to any packet networks, wired and/or wireless. It is completely transparent to

the lower protocol layers (e.g., physical (PHY), medium access control (MAC) and

network layers), i.e., irrespectively of any advanced technology to use, the proposed

algorithm can still efficiently collect statistics and make them applicable to the AC

algorithm. However, this does not mean at all we are developing a layered approach,

but later they key design element, QoS performance index, successfully integrate all

lower layer parameters together, and thus as a cross-layer approach. We also discuss

various important feasibility issues like the impact of large connection throughput

requirement, statistics feedback delay, and statistics collection time.

The rest of this Chaper is organized as follows. After introducing the re-

lated work in Section 3.2, the system model is described in Section 3.3 and the QoS

performance index is introduced in Section 3.4. Followed by the mathematical pre-

sentation of our system model in Section 3.5, Section 3.6 presents the methodology

for estimating the impacts on QoS performance index by connection admission. Sec-

tion 3.7 describes the steps of performing the proposed GAC methodology. Next,

numerical results and detailed analysis are given in Section 3.8. Finally, Section 3.9

presents the discussions on the applicability and the feasibility issues, and a sum-

mary is drawn in Section 3.10.

3.2 Related Work

The great deal of research attention increases significantly recently for AC algorithm

in a variety of packet networks [20–25], due to the growing popularity of multimedia

applications (such as voice, video, and broadband data) and the central role AC

scheme plays in QoS provisioning (in terms of the connection blocking probabilities,

packet delay, and throughput etc.). The challenges come from the inefficiency of
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lower layer protocols in use to provide satisfactory network resource management

and QoS supports, not only for the individual per-node performance but also for

the ETE network performance. Arriving new connections are granted/denied access

to the network by the AC based on predefined criteria, taking the network loading

conditions and resource availability into consideration. On the other hand, het-

erogeneous nature of multi-hop wireless networks require a degree of transparency

of AC scheme to lower layer protocols, such that whatever advanced technologies

to use, the AC scheme can always efficiently control the connection admission by

estimating network resource availability.

Much research work has been done on AC algorithms in mobile ad hoc wire-

less networks [81], as well as in wireless mesh networks (WMNs). [82] proposed an

algorithm to support rate and delay requirements, but it assumed no channel fad-

ing and co-channel interferences among wireless links, and uses a tree-structure [83]

MAC scheduling. The distributed AC algorithm is proposed in [84] for each node to

estimate the used bandwidth of all neighbours. A set of papers in [85–87] studied

the design of optimal joint admission control and routing that can maximize the

overall revenue while guaranteeing the QoS for multiple classes in mesh networks

has not been addressed, where the AC problem is formulated as a semi-Markov de-

cision process (SMDP), then solved by a linear programming (LP) based algorithm.

Unfortunately, the notion of QoS is only denoted as the SNR constraint. In [88],

an adaptive admission control (AAC) protocol estimates the resource availability in

contention-based WLAN MAC layer to control QoS, however neither provide a de-

gree of transparency to lower protocol layers nor the guarantee of multi-dimensional

QoS requirements; followed by a similar approach in [89] and [90]. In [91], a joint

centralized scheduling and time slot allocation based AC algorithm is proposed for

WiMAX networks, which allowed to admit a connection if extra unused slots are suf-

ficient to satisfy bandwidth requirement. The integrated framework of routing and
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admission control for IEEE 802.16 distributed mesh networks was studied in [92].

It estimated available bandwidth in a token bucket to perform AC with minimum

time slot requirement for each connection, and it used shortest-widest efficient band-

width metric for route discovery. [93] is much related to our previous work in [94]

that makes admission decision by estimating the achievable capacity between any

pair of ingress and egress nodes with only packet loss constraint, assuming traf-

fics arrive according to Gaussian distribution. Works [95] studied extensively on

the integrated QoS routing protocol and the actual interface between the schedul-

ing and routing schemes, to provide optimum routes that guarantee multiple QoS

constraints.

In a summary, the existing AC algorithms in the literature do assume certain

operational characteristics of the underlying communication protocols in use and

AC schemes are developed for specific network settings. Furthermore, none of these

have accurately estimate the admission impact in terms of QoS experience, nor the

wide applicability to many other packet network; and these become the central of

our Chaper and the research path in general.

3.3 System Model

Consider a packet network that comprises a set of subnetworks, as shown in Fig-

ure 3.1, each of which is further composed of a finite number of nodes. The indi-

vidual subnetwork can be an access network, backhaul network, backbone network,

etc. For the packet network, traffic comes from application layer and reaches the

ingress node, and intends to be transferred to the egress node (potentially) across

several subnetworks, as shown in Figure 3.1. Connection q ∈ Q (where Q denotes

the connection set currently being served) is attached with a set of performance

requirements, namely: ETE packet delay Dr
q , throughput T r

q , and PER Er
q , where
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subnetwork 2

subnetwork 1 subnetwork 3

Ingress

node

Egress

node

Access network + backhaul network 

+ backbone network

Black box

(Possible 

ingress node A)

(Possible egress 

node B)

Packet Network

Figure 3.1: An illustrative example of a packet network consisting of three
separate subnetworks. The packet network is modelled as a black box between
a pair of ingress and egress nodes. Traffic starts from the ingress node, and
intends to communicate with the egress node. This figure also shows that
the black box model can be applied to one single subnetworks where possible
ingress and egress node are denoted as A and B respectively in subnetwork 2.

superscript r denotes the required value.

Within the packet network, concurrent connections share limited amount of

network resources, which include, but not limited to, buffer, bandwidth, transmis-

sion power, time slot, etc. To overcome the difficulties of dealing with a variety of

operational communication protocols in different subnetworks, we treat the packet

network between a pair of ingress and egress nodes as a “black box” as shown in

Figure 3.1, where the detailed operational contexts for protocols beneath the appli-

cation layer are not transparent to the ingress and egress nodes’ application layers.

We opt to go around the issue of modelling these communication protocols in some

closed-form expressions, but we adopt a runtime analysis such that connections are

probed (or monitored) by the ingress and egress nodes for the satisfactory QoS ex-

perience. In other words, the benefit a packet network can provide to each served

connection across several heterogeneous subnetworks is constantly monitored at the
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egress node and informs back to the ingress node through the feedback loop, so that

the availability of the current packet network to support certain QoS is known.

The Inputs

Typical parameters include, but not limited to, the number of ongoing connections,

multiple QoS requirements, etc.

The Output

One single output is used at the egress node to reflect the degree of QoS satisfaction

and the service quality of the black box, which is the defined QoS performance index.

It is worth noting that our black model does not constrain in the considered

packet network, but also applies to any single subnetwork, as shown in Figure 3.1

where a pair of possible ingress and egress nodes in subnetwork 2 is modelled in the

same way.

3.4 The QoS Performance Index

Per-connection QoS Performance Index

The key for admission control is to identify how the new connection, if accepted,

will experience and impact the QoS of existing connections in the considered packet

network. To this end, a unique, time-varying QoS utility function based on the

QoS outage ratio, dented as R, is defined for each QoS parameter, i.e., RD
q (t) for

ETE packet delay, RT
q (t) for throughput, and RE

q (t) for PER, ∀q ∈ Q. These

ratios are defined between the attained real-time parameter measurement denoted

by superscript a, and the required (and fixed) QoS value denoted by superscript r,



3.4 The QoS Performance Index 81

i.e.,

RD
q (t) =

Da
q (t)

Dr
q

, RT
q (t) =

T r
q

T a
q (t)

, RE
q (t) =

Ea
q (t)

Er
q

, ∀q ∈ Q, ∀t. (3.1)

The advantage of using a set of QoS outage ratios, but not exploring the poten-

tial interrelations of each pair of parameters is mainly because of the nature of

heterogeneous communication protocols in use in different network settings, which

ultimately contribute to the relationship modelling of these parameters. However,

our method uses relative degree of QoS satisfaction in a normalized form (as implied

in the ratio), and easy extendable to other QoS parameters if not considered in this

chapter.

Next, we briefly introduce the way to obtain the required values of these

three performance metrics. Delay information is collected by stamping each packet

of connection q when it arrives at the ingress node at time tsend
q (j) and when it

reaches the egress node at time trecvq (j), and calculated as the difference; throughput

is monitored by the amount of receiving packets at the egress node within an prede-

termined time interval tinterval; and finally PER information is collected by tracking

the probability a packet to be erroneous when it is received by the egress node, and

calculated as the ratio. Therefore, we have:

Da
q (t) =

1

Ne + Nc

Ne+Nc∑

j=1

[
trecvq (j)− tsend

q (j)
]
, (3.2)

T a
q (t) =

l(Ne + Nc)

tinterval
, (3.3)

Ea
q (t) =

Ne

Ne + Nc

, (3.4)

where l denotes the packet length, Ne, Nc denote the number of received erroneous

and correct packets of connection q respectively.

Due to the multi-dimensional nature of the QoS requirements, even though
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we use a set of QoS outage ratios
(
RD

q (t), RT
q (t), RE

q (t)
)

to denote the degree of

satisfaction for each performance metric, it is also very difficult to judge the overall

QoS experience any connection has received. Meanwhile, the degree of overall QoS

satisfaction, but not the individual QoS performance metric, is most important for

the end-user or service provider. Therefore, we are in need of a simple, but represen-

tative and quantitative scalar to uniquely denote the level of QoS satisfaction. These

are primarily why we introduce a novel concept of per-connection QoS performance

index θq(t), ∀q ∈ Q, which is defined as,

θq(t) , max
(
RD

q (t), RT
q (t), RE

q (t)
)
, ∀q ∈ Q, ∀t (3.5)

where max operator combines multiple QoS parameters into one single performance

index. Therefore, it follows immediately from the definition of QoS performance

index that:

Lemma 3.4.1. For any connection q ∈ Q, its multi-dimensional QoS requirements

are simultaneously satisfied within a packet network if and only if θq(t) ∈ [0, 1] at

any time t.

The uniqueness and main essence of using this QoS performance index are

mainly two folds. First, this index hide the heterogeneous nature of network pro-

tocols to use in several subnetworks but only use attained and required QoS values

to calculate a scalar, and thus t is completely transparent to lower protocol layers

and technologies (e.g., routing, scheduling, advanced PHY layer modulation, coding

and antenna, etc.) in use. Second, although simple, but it always represents and

reflects the degree of resource availability for maintaining certain QoS performance

in real-time.
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Network-wide QoS Performance Index

The per-connection QoS performance index θq(t), ∀t is constantly monitored by the

egress node when any connection q is being serviced in the packet network. Fur-

thermore, it will pass to the corresponding ingress node through a feedback loop,

and thus we would expect the ingress node to consistently know the most recent

real-time QoS performance index θq(t), ∀t. Then, we define use a network-wide QoS

Performance Index (or, simply QoS performance index used later in this chapter)

I(t), ∀t to indicate the ETE network-wide QoS satisfaction that combines the most

recent received QoS performance index of the completed connection. This parameter

evolves over time through exponential smoothing as:

I(t) = γθq(t) + (1− γ)I(t− 1), ∀t, (3.6)

where γ ∈ (0, 1) is the weight factor and the initial value I(0) = 0.

Lemma 3.4.2. For all ongoing connections q ∈ Q, their multi-dimensional QoS

requirements are simultaneously satisfied within a packet network if and only if I(t) ∈
[0, 1] at any time t.

3.5 The Mathematical Representation of the

Packet Network

After properly defining the inputs (e.g., the number of current served connections

and QoS requirements) and the output (the QoS performance index) of our black

model, the key step is to use some mathematical functions to appropriate the re-

source space of the packet network, or to estimate the black box. Without loss

of generality, we use a generic mathematical function f to represent the opera-

tional characteristics of the packet network, which maps Mb-dimensional input vec-

tor x(t) = (x1(t), x2(t), ..., xMb(t)) ∈ RMb to a scalar output y(t) ∈ R, which denotes
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the degree of resource occupancy within the packet network (i.e., the black box).

In other words, we use the mapping

f : RMb → R, or y(t) = f(x(t)) (3.7)

to represent a (Mb+1)-dimensional space, where Mb input variables x(t) capture the

system status at any given time t, like the number of connections and required QoS

requirements. Furthermore, as we use the QoS performance index in the output, we

have:

y(t) , I(t). (3.8)

Input Change by the Connection Admission

Next, the new connection admission is characterized as an input change ∆x(t) =

(∆x1(t), ∆x2(t), ..., ∆xMb(t)) for each dimension of the input variables into the black

box, which will result in a change of output to:

ỹ(t) = f(x(t) + ∆x(t)). (3.9)

It is worth noting that the mapping f is usually quite complicated, which

generally cannot be expressed in a closed-form expression. However, we can actually

approximate this mapping by real-time measurements. When the network is just

initialized and empty, the connections can be freely admitted and flow through the

network to the egress node, and this is when the construction of the mapping f

starts and repeats the following five steps as:

1. The admitted connections will cause the ingress node to update the Mb-

dimensional input vector x(t). For instance, if the inputs are the number

of served connections N(t) and total served throughput T (t), then the new
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connection admission would increase the number of ongoing connections in-

creased by 1, and the total served throughput is increased by the corresponding

throughput requirement of the new connection.

2. For any running connection q ∈ Q, the egress node constantly monitors its

received QoS performance index calculated in Eqn. (3.5) and further expo-

nentially smoothed by Eqn. (3.6) to obtain an updated network-wide ETE

QoS performance index I(t).

3. ETE QoS performance index I(t), ∀t is passed to the ingress node through a

feedback loop.

4. When the ingress node receives the new statistics I(t) and knows certain con-

nection has just completed, it updates the input vector x(t) again. For in-

stance, the new connection completion would cause the number of ongoing

connections decreased by 1, and the total served throughput decreased by the

throughput requirement of the finishing connection.

5. Go back to Step 2 and continue.

Therefore, iteratively, if enough connection performance is monitored and

statistics are recorded, the shape of the curve produced by the mapping f could

be approximated by a set of statistics (x(t), I(t)). Next, we need to estimate the

potential admission impact on QoS performance index. It is not difficult to observe

that we could use the Taylor expansion of the right hand side of (3.9) to approximate

its left hand side. However, the accurate expansion requires infinite orders of Taylor

series, which may not be needed in the engineering problems; we also notice that

the first order derivatives usually represent the long-term average, and second order

derivatives usually represent the fast change, or the variance. Then, it is natural to
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take only the first and second order partial derivatives, as:

ỹ(t) = f(x(t) + ∆x(t)) ≈ f(x(t)) +

Mb∑

i=1

∂f

∂xi(t)
∆xi(t)

+
1

2

(
Mb∑

i=1

∂2f

∂xi(t)2

(
∆xi(t)

)2
+

Mb∑

i=1

∑

j 6=i

∂2f

∂xj(t)∂xi(t)
∆xi(t)∆xj(t)

)
.

(3.10)

It is worth noting that we do not have explicit assumptions of the convex-

ity/concavity of the mapping f , but this mapping is learned by system measure-

ments in real-time. Furthermore, Taylor expansion does not at all require any con-

vexity/concavity feature of the function, but uses the partial derivatives to approxi-

mate the value of it. Finally, in the above equation, as introduced later, y(t), ∆x(t)

are also known, whereas the only unknown variable is ỹ(t).

3.6 Impacts on the QoS Performance Index by

Admission

This section aims to estimate the impacts of the new connection admission on the

QoS performance index, which is the central part to perform the accurate admission

control.

3.6.1 The Scalar Input

For illustration purposes, we start by using only a scalar input, i.e., Mb = 1, as

an illustrative example to demonstrate the steps of estimating this impact, i.e.,

x(t) , N(t) ∈ R, as shown in Figure 3.2. In other words, within the black box,

the number of ongoing connections N(t) is used; and we track this statistics from

time to time. It is worth noting that the number of currently served connections

cannot accurately capture of the overall operational status of the packet network,
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Figure 3.2: An illustrative example for admission estimation on the shape of
curve produced by the mapping f , where scalar input N(t) is considered, i.e.,

Mb = 1.

since connections demand different amount of network resources with different QoS

requirements; and we shall move to a more realistic case with Mb = 2 later. For

now, the mapping f becomes,

I(t) = f
(
N(t)

)
. (3.11)

We denote the current packet network status by the number of currently

served connections N(0), if we assume the current time is t = 0. At this time,

we suppose a new connection q with a set of performance requirements denoted as

(Dr
q , T

r
q , Er

q , L
r
q) arrives at the ingress node for admission.

As discussed earlier, the potential new connection admission with require-
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ments (Dr
q , T

r
q , Er

q , L
r
q) would result in an input change of:

∆x(0) = ∆N(0) = 1, (3.12)

into the black box. As shown in Figure 3.3, once this input change ∆x(0) is incurred,

it will result in an output change to,

Ĩ(0) = f
(
N(0) + 1

)
. (3.13)

With the reference of Taylor expansion in (3.10), we rewrite (3.13) as,

Ĩ(0) = I(0) +
∂f

∂N(t)
+

1

2

∂2f

∂N(t)2
, (3.14)

where both first and second order partial derivatives taken at the current operating

point x(0) = N(0), as shown in Figure 3.2. Since, N(t) is discrete, we approxi-

mate its “derivatives” by the slopes of adjacent network measurements. For exam-

ple, assume that at least two adjacent measurements (N(0)|1, I(0)|1), (N(0)|2, I(0)|2)

around the current state N(0) are obtained; then, the first order partial derivative

is computed as the average of two adjacent slopes of measurements,

∂f

∂N(t)

∣∣∣∣
1

≈ I(0)1 − I(0)

N(0)|1 −N(0)
,

∂f

∂N(t)

∣∣∣∣
2

≈ I(0)− I(0)|2
N(0)−N(0)|2

, (3.15)

and the second order partial derivative is computed as the change of the above two

slopes:

∂2f

∂N(t)2
≈

∂f

∂N(t)

∣∣
1
− ∂f

∂N(t)

∣∣
2

(N(0)|1 −N(0))− (N(0)−N(0)|2)
. (3.16)

It is interesting to observe that the potential connection admission actually

updates the output of the mapping f from I(0) to Ĩ(0) (and this would be the

admission impact we are aiming to estimate), when the network status changes

from x(0) = N(0) to x(0) + ∆x(0) = N(0) + 1. In other words, if this connection

is physically accepted, the new operating point for the packet network would be at
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state (N(0) + 1).

3.6.2 The 2-D Inputs

As discussed at the beginning of this section, scalar input variable the number of

currently served connections N(t) cannot capture of the overall operational statistics

of the packet network. To this end, we now move to a more realistic case where two-

dimensional input variables are extensively considered in the following black box

model, where x(t) = (x1(t), x2(t)) , (N(t), T (t)) ∈ R2, as shown in Figure 3.3. In

other words, within the black box, the number of ongoing connections N(t) and the

total served throughput T (t) are used; and we track these two statistics from time

to time. Now, the mapping f becomes,

I(t) = f (N(t), T (t)) . (3.17)

As discussed earlier, the potential new connection admission with require-

ments (Dr
q , T

r
q , Er

q , L
r
q) would result in an input change of:

∆x(0) = (∆N(0), ∆T (0)) = (1, T r
q ), (3.18)

into the black box. As shown in Figure 3.3, once this input change ∆x(0) is incurred,

it will result in an output change to,

Ĩ(0) = f
(
N(0) + 1, T (0) + T r

q

)
. (3.19)

With the reference of Taylor expansion in (3.10), we rewrite (3.19) as,

Ĩ(0) = I(0) +
∂f

∂N(t)
+ T r

q

∂f

∂T (t)
+

1

2

∂2f

∂N(t)2
+

(T r
q )2

2

∂2f

∂T (t)2
+ T r

q

∂2f

∂N(t)T (t)
,

(3.20)
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Figure 3.3: An illustrative example for admission estimation on the shape of
curve produced by the mapping f , where two-dimensional inputs are consid-
ered, i.e., Mb = 2.

where partial derivatives taken at the initial state x(0) = (N(0), T (0)), as shown in

Figure 3.3.

In order to get the mixed derivative ∂2f

∂N(t)∂T (t)
, it is worth noting that the cho-

sen two input variables are temporarily correlated, since the total served throughput

is a function of the number of ongoing connections, as:

T (0) =

N(0)∑

q=1

T r
q . (3.21)
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Then, by using the limit definition of the first-order partial derivative, we have,

∂T (t)

∂N(t)

∣∣∣∣
x(0)

= lim
∆N(0)→1

∑N(0)+∆N(0)
q=1 T r

q −
∑N(0)

q=1 T r
q

∆N(0)

= lim
∆N(0)→1

∑N(0)+∆N(0)
q=N(0)+1 T r

q

∆N(0)
= T r

q . (3.22)

Therefore,

∂2f

∂N(t)T (t)

∣∣∣∣
x(0)

=
∂2f

∂T (t)2

∂T (t)

∂N(t)

∣∣∣∣
x(0)

= T r
q

∂2f

∂T (t)2

∣∣∣∣
x(0)

. (3.23)

Substituting (3.23) into (3.20) yields,

Ĩ(0) = I(0) +
∂f

∂N(t)
+ T r

q

∂f

∂T (t)
+

1

2

∂2f

∂N(t)2
+

3

2
(T r

q )2 ∂2f

∂T (t)2
. (3.24)

It is interesting to observe that the potential connection admission actually

updates the output of the mapping f from I(0) to Ĩ(0) (and this would be the

admission impact we are aiming to estimate), when the network status changes

from x(0) = (N(0), T (0)) to (x(0)+∆x(0)) = (N(0)+1, T (0)+T r
q ). In other words,

if this connection is physically accepted, the packet network would operate at state

(x(0) + ∆x(0)).

For some network scenarios, if the shape of the curve produced by the map-

ping f is smooth enough around current operating point x(0) = (N(0), T (0)) so that

the second order derivatives are negligible and the first order statistics are sufficient,

we simplify (3.24) as:

Ĩ(0) = I(0) +
∂f

∂N(t)
+ T r

q

∂f

∂T (t)
, (3.25)

where partial derivatives are taken at state x(0) = (N(0), T (0)).

To conclude this section, it is worth noting that although only two-

dimensional input variables are demonstrated to show the steps of estimating the
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impacts of admitting the new connection, it is easy to observe its applicability for

Mb-dimensional inputs in general.

3.6.3 The Complexity

It is worth to highlight that the computation complexity to estimate the impacts

of the new connection on QoS performance index is relatively very small. The first

issue is the amount of overhead incurred by the feedback mechanism to pass a single

statistics T , since other statistics like N(t), T (t) could be monitored at the ingress

node side. We believe that this control overhead is relatively very small, and could

be done by higher layer protocols like TCP acknowledgement packet; otherwise if

TCP control is not available, we need to artificially send back a very small-sized

packet.

Once the shape of the curve produced by the mapping f is approximated by

real-time measurements and the current operating point is known, we could derive

the first and second order statistics accordingly before plugging into (3.24). The

only difficulty of deriving comes from the mixed derivative of f , i.e., the entries off

the main diagonal in the Hessian matrix; however due to the nice internal structure

of N(t) and T (t), it can be approximated by (3.23). Therefore, we argue that the

computation complexity of the proposed estimation method is small.

3.7 Admission Algorithm

Our proposed generic AC (GAC) methodology for QoS control is initialized when

the new connection q arrives at an ingress node of the packet network with multiple

QoS constraints, intended to communicate with the egress node (the connections

may potentially go through several heterogeneous subnetworks). Without loss of

generality, suppose the arrival time is t = 0. The following steps summarize and
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describe the algorithm.

1. Statistics Collection: the ingress node consistently keeps track of two statis-

tics at any time t within the considered black box, namely: (a) the num-

ber of ongoing connections N(t), and (b) the total served throughout T (t).

The egress node constantly monitors the received QoS performance index

θq(t), ∀q ∈ Q, ∀t of all ongoing connections; and this index is exponentially

smoothed by (3.6) to produce I(t) and informs back to the ingress node. There-

fore, the ingress node is aware of pairs of statistics tuple (N(t), T (t), I(t)).

2. Derivatives Derivation: once pairs of statistics tuple (N(t), T (t), I(t)) are

collected by the ingress node, we use them to approximate the shape of curve

produced by the mapping f : I(t) = f(N(t), T (t)), i.e., the mapping f is not

modelled by any closed-form expression, but learned through the real-time

measurements. Then, partial derivatives around the current operating point

are derived.

3. Admission Control: the impacts of admitting the new connection on the

QoS performance index is characterized and approximated by Taylor expansion

while taking both the first and second partial derivatives in (3.24), or only the

first order derivatives in (3.25), as inputs. Then, the new QoS performance

index Ĩ(0) is calculated. Next step is to verify if there is enough network

resources within the packet network available for the new connection, as:






Admission, if Ĩ(0) ≤ 1

Rejection, otherwise.
(3.26)

where Lemma 3.4.1 has to be satisfied if the new connection is admitted to

the network.
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Table 3.1: MATLAB simulation parameters for network configurations

Parameter Value

Channel Model Rayleigh fading model
Path Loss Coefficient 3.5
Directional Antenna Pattern Side lobe: -25dB, Main lobe: 30◦

Adaptive Modulation and Coding BPSK, QPSK, 16QAM, 64QAM
Doppler Frequency 25Hz
System Bandwidth 50MHz
Slot Duration 80µs
Slots per Frame 100
Frame Duration 8ms
MAC Packet Length 1024 bytes
Number of WMR 5-35, Typical number 15
Network Area 3 mile × 3 mile square
Transmission Range 1.25 mile
Traffic Patterns FTP, VoIP, and Video
Queue Length Infinite

3.8 Simulation Results

We developed a cross-layer MATLAB simulator to assess the proposed GAC al-

gorithm. Connections are generated with Poisson distribution, and three QoS re-

quirements, ETE packet delay, throughput, and PER, are attached. Wireless mesh

networks (WMNs) are used as an evaluation platform where the integrated QoS

scheduling and routing protocol (IQoSR, [95]) is used in network and MAC layers to

provide sub-optimal solution for QoS. Rayleigh fading channel model [76], adaptive

modulation and coding scheme, and directional antennas are used in PHY Layer to

improve the channel capacity and the frequency reuse efficiency and to reduce the

interference to adjacent concurrent transmissions. The simulation parameters are

summarized in Table 3.1.

It is important to point out that the methodology is not constrained in

WMNs, but rather has wide applicability in other wireless and wired IP networks

as discussed in Section 3.9.
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3.8.1 An Example: A Five Node WMN

We first assess our GAC methodology in a simple five-node WMN setting as shown in

Figure 3.4, where node 1 serves as the source (ingress node) to generate connections

and node 5 serves as the gateway (egress node) as the intended receiver. Connections

are admitted into one of the three disjoint routes as shown. Table 3.2 summarizes

the simulation results while varying two methods to estimate the impacts of admit-

ting the new connection on QoS performance index, namely: to use only first order

partial derivatives, and to use both first and second order partial derivatives. It is

interesting to observe that second order statistics successfully improve the volume

of maximum supported throughput and connection number by 13% and decrease

the prediction error, QoS outage, and blocking probabilities. This is because the

accurate prediction is achieved with the help of higher order statistics that shows the

finer horizon of the shape of the curve produced by the mapping f , especially when

the packet network operates around its capacity where one single connection ad-

mission with large throughput requirement may jeopardize all existing connections’

QoS. In other words, second order statistics aid to admit the most appropriate con-

nection (in term of throughput requirement) with the knowledge of the satisfactory

QoS performance index range I(t) ∈ [0, 1], ∀t, while maintaining QoS satisfactions

to all ongoing connections.

3.8.2 The Overall Network Performance

The proposed algorithm, referred as “IQoSR+GAC”, is compared with the existing

work “IQoSR” that does not include the proposed GAC scheme, and also com-

pared with the statistical admission control (SAC) algorithm in [93], referred as

“IQoSR+SAC”. The reason of chosing “SCAC” primarly because it is a statistics

collection based admission control algorithm estimating the network capacity while
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Figure 3.4: A five-node WMN setting, where node 1 serves as the source (an
ingress node) to generate connections with multiple QoS requirements and
node 5 serves as the gateway (an egress node). Three disjoint routes exist
between the packet network to carry the traffic.

considering the packet loss ratio as the QoS requirement. We think it is compa-

rable to our GAC methodology in many ways. Our algorithm is also compared

with conventional protocol layer 2 and layer 3 techniques: the round robin sched-

uler (RR, [77]) and AODV routing protocol [96]. A complete simulation topology is

shown in Figure 3.5. The overall performance is investigated in terms of the overall

gateway goodput in Figure 3.6, and the average QoS outage probability of completed

connections in Figure 3.7.

Figure 3.6 shows that “IQoSR+GAC” outperforms all other schemes in terms

of the overall gateway goodput even for small traffic inter-arrival time (heavy load

conditions). It is observed that 1.7 times, 2.5 times, and 4.1 times gains are achieved

if our proposal is compared with “IQoSR+SAC”, “IQoSR” schemes, and the lower-

bound “RR+AODV” scheme respectively. This is due to the accurate justification
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Table 3.2: Effects of using different combinations of partial derivatives for
admission estimation

First order First and second

statistics order statistics

Maximum Supported Throughput 22Mbps 25Mbps

Error Bound ±2Mbps ±500Kbps

Maximum Number of Connections 30 35

Error Bound ±5 ±2

QoS Outage ≈ 13% ≈ 10%

Blocking Probability ≈ 12% ≈ 8%

of the packet network resource availability through Taylor expansion and the de-

rived statistics like QoS performance index and associated partial derivatives. It

is interesting to mention that the compared “SCAC” scheme, where the essence of

this algorithm is to define the achievable capacity as the amount of bandwidth that

can probabilistically guarantee the packet loss ratio to be smaller than a thresh-

old, and using Central limit Theorem to approximate its closed-form by Gaussian

process. In our simulation, we find that under high traffic load condition, the ar-

rival process could be more accurately assumed to be Gaussian which helps “SAC”

scheme achieves relatively high goodput. Nevertheless, when the traffic load is rel-

atively low, “SAC” scheme makes wrong admission decisions which turns into less

goodput and higher QoS outage. On the other hand, due to the multi-dimensional

QoS requirements besides the packet loss ratio, “SCAC” scheme under-performs our

proposal for delay-sensitive applications like VoIP. It is also interesting to observe

that the gateway goodput saturates when the traffic load becomes higher. Finally,

when we increase the number of nodes deployed in a fixed geographic area from 15

to 25, gateway goodput decreases by 20%. This is not only because of the sharing

nature of network resources, but also much more co-channel interference created to,

or from, the adjacent nodes.
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Figure 3.5: A complete simulation setting with 15 wireless mesh routers and
one gateway node; they are all randomly deployed in a 2-D area.

Figure 3.7 illustrates the QoS outage probability, defined as the probability

of any connection’s QoS requirements to fail during their lifetime, or the condition

θq(t) ≤ 1, ∀q ∈ Q at any time is not satisfied at all. It can be seen that the

proposed QoS control scheme can even guarantee 85% of the QoS satisfaction for

the underlying applications, as compared to only 81% if no AC is used, 82% if “SAC”

scheme is used, and 58% if “RR+AODV” is employed. This is because the impact of

the newly admitted connections on existing ones’ QoS experience has been estimated

and accurately reflected in the parameter of the updated QoS performance index

Ĩ(0) which reflects the new QoS experience the packet network can provide to all

connections, new and old.
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Figure 3.6: Simulation result of the overall gateway goodput with respect to
(w.r.t.) the different new connection inter-arrival time and the number of
nodes.

3.9 Discussions

This section provides extensive discussions on the applicability and feasibility issues

of the proposed GAC methodology for QoS control.

3.9.1 The Applicability

The proposed GAC methodology has wide applicability to many packet networks,

wired and wireless. The main essence of this methodology is to use a generic map-

ping f to represent the resource space between the ingress and the egress, or a packet

network. By doing this, we hide the heterogeneous operational features of each sub-

network, and we are able to estimate the ETE potential impact the new connection

admission would make on the QoS experience over the entire network. Furthermore,
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Figure 3.7: Simulation result of the average QoS outage probability w.r.t. the
different new connection inter-arrival time and the number of nodes.

this methodology is applicable to many packet networks, since only the derivatives

in Hessian matrix need to be computed at the egress node after approximating the

shape of the curve produced by the mapping f through real-time measurements,

and only ingress and egress nodes are involved in statistics reporting but not any

intermediate node within any of the subnetworks within the packet network. There-

fore, the method itself does not require any knowledge of detailed network protocols

to use at any node within the packet network as a priori. However, the benefit each

connection can receive is constantly probed by the egress node and feedbacks to

the ingress node. Finally, when it is applied to wired networks, smoother channel

fluctuation with no interference can be expected and we may only need first order

statistics, since second order statistics are used to track the fast change, especially

applicable to wireless networks.
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3.9.2 The Scalability

The scalability issue is always a desirable property of the network design, which

indicates its ability to handle the growing network size in a graceful manner. The

proposed GAC methodology applies to many packet networks, wired and wireless,

and can be scalable to different network sizes, however with some potential ex-

tensions. When the network size of each subnetwork is relatively very big which

contains a large number of nodes, for the purpose of AC, the task of keeping the

ETE operational statistics between each pair of the ingress and egress node is in-

creasing exponentially w.r.t. the network size, which can be computationally very

difficult. Therefore, we propose to adopt a hierarchical (or two-tier) solution. As

shown in Figure 3.1, The first tier solution is the local AC decision for each subnet-

work where we are able the to hide the scalability issues of each subnetwork, i.e.,

however how many nodes are deployed in each subnetwork, from the whole packet

network perspective, it can also observe a small set of ingress and egress node pairs

at the edge of each subnetwork. Then, the second-tier solution is the AC decision

at the edge of the packet network, same as the one proposed in this chapter. In this

way, we believe our GAC is scalable to many packet networks whatever the network

size would be.

3.9.3 The Feasibility

The Impact of Confections with Large Throughput Requirement

As mentioned earlier, the Taylor expansion is used as a tool to estimate the po-

tential admission impact, however, it is feasible given that statistics are sufficiently

collected within a relatively close region of the operating point. When incoming

connections are associated with large throughput requirements, our algorithm may

under-perform the optimum due to the discontinuous nature of the mapping f . This
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Figure 3.8: The impact of different throughput requirements on the estimation
of the new QoS performance index if the new connection is admitted. The
figure is plotted with different number of nodes in a fixed size area.

will impact the accuracy of the derivative calculations and ultimately the estimated

QoS performance index Ĩ(0). The effect is depicted in Figure 3.8 that the larger

the T r
q , ∀q ∈ Q is, the more severe impact on error accumulation and amplification

for the estimation would be. Therefore, connections’ QoS experience is more vul-

nerably to be violated, where the careless admission of one single large connection

may jeopardize all existing connections’ QoS. This is why QoS outage probability

increases significantly w.r.t. larger T r
q , ∀q ∈ Q. On the other hand, when more

nodes are deployed within the packet network, more interference will be created,

and thus QoS outage probability is increased.
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Statistics Feedback Delay

Figure 3.9 shows the impact of statistics feedback delay (from the egress node to the

ingress node) on the average QoS outage probability. Outdated statistics incurred

by higher feedback delay may result in the slow reaction of the ingress node to be

aware of the packet network operational status. As a result, imperfect AC decisions

would be made based on the inaccurate network status that can affect the QoS of all

connections, new and existing. Therefore, slight modifications in existing protocols

may be required to minimize the feedback delay by giving higher priority to packets

carrying the required statistics.
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is plotted with different number of nodes in a fixed size area.

Statistics Collection Time

This corresponds to the time window at the ingress node that the collected statis-

tics (N(t), T (t), I(t)) are used or discarded to approximate the shape of the curve

produced by the mapping f . If the size of the time window is relatively big, his-

torical data may not represent the most recent packet network status given the

highly dynamic nature of some packet networks. On the other hand, the relatively

short collection time may lead to the insufficient number of statistics and inaccurate

predictions, especially if the traffic is bursty. The effect of these can be seen from

Figure 3.10 where for fixed connection inter-arrival time, there is an optimal statis-

tics collection time that achieves the lowest QoS outage probability. Therefore, this

simulation results can be used for optimal system design where a collection time

window will provide the optimal system performance.
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3.10 Summary

In this chapter, a GAC methodology for all packet networks, wired and/or wire-

less, is proposed. First, a novel concept of QoS performance index is introduced

to integrate the multi-dimensional QoS requirements to indicate the degree of QoS

satisfaction for any connection in the packet network. Second, the packet network

(which may consist of multiple heterogeneous subnetworks) between a pair of ingress

and egress nodes is modeled as a black box, and a generic mathematical function

is used to represent it. In this way, the heterogeneous operational features of each

subnetwork and network protocols in use are hidden, so that a degree of trans-

parency the proposed AC methodology is successfully provided to end node upper

layers. Third, AC decision is made for the new connection through estimating the

admission impact of admitting the new connection on QoS performance index by

Taylor expansion in limited orders. Last, the applicability, scalability and feasibil-

ity issues are discussed. Finally, extensive simulations are performed in WMNs to

show that if compared with other statistics-based network capacity driven AC al-

gorithm and other conventional network protocols, the proposed GAC methodology

can efficiently accommodate higher number of connections with satisfactory QoS.
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Chapter 4

Network Operations and

Management through Negotiations

P
REVIOUS Chapters would perform well in terms of network protocol designs

of multi-hop wireless networks, however how to dynamically adjust network

resource allocations (or “internal” operations) and adapt applications’ service qual-

ity demands (or “external” operations) to achieve the optimal network operations, is

still missing. This Chapter thus identifies such a research gap between the “external”

and “internal” operations, which is presented as a negotiation process.

To demonstrate the proposed approach, we use wireless sensor networks

(WSNs) as the illustrative example, where the notion of service quality is inter-

preted from the quality-of-information (QoI) aspects, which relate to the ability to

judge available information fit-for-use for a particular purpose [97, 98] in general.

Unlike QoS (e.g., packet or connection level requirements such as delay, through-

put, PER etc.) defined by telecommunications industry years ago, QoI has been

sparsely studied in WSNs, normally characterized by a number of quality attributes

for information, such as accuracy, latency, completeness (the degree of similarity

of the received information compared with the original), and spatiotemporal rele-

vancy [99]. For the illustration purposes, we only demonstrate the way handling the
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information accuracy in this chapter.

The overall goal of this negotiation process is to control the overall QoI levels

provided to the new and existing tasks through a runtime monitoring of the QoI

levels provided to the completed tasks. Key design elements in support of the

proposed negotiation approach include:

1. the QoI satisfaction index, which quantifies the degree to which the required

QoI is satisfied by the WSN;

2. the QoI network capacity, which expresses the ability of the WSN to host a

new task (with specific QoI requirements) without sacrificing the QoI of other

currently hosted tasks;

3. a negotiation process that iteratively reconfigures and optimizes the usage of

network resources and the degree of QoI acceptance of prioritized tasks.

4.1 Introduction

Continuing advances in sensor-related technologies, including those in pervasive

computing and communications, are opening more and more opportunities for the

deployment and operation smart autonomous WSNs [2]. A significant portion of re-

search in the area of WSN deployment and operation, which we refer to as operations

and management (O&M) of WSNs, focuses primarily on the “internal” aspects of

WSNs such as energy-efficiency, coverage, routing topologies for efficient query and

data dissemination, and so on [2]. The complementary area that considers the “ex-

ternal” relationships that WSNs have with the QoI needs of the tasks they support

have experienced significantly less exposure. The novel study of O&M in WSNs for

the efficient and effective support of the QoI needs of applications is central of this

chapter.
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Existing research usually uses network utility analysis techniques, striving to

achieve desirable network operation by fine tuning both statically and dynamically

configurable WSN resources, such as traffic flows, routing paths, transmission power,

to maximize a network utility [33,34] curve that is assumed to be known as a priori.

However, the design requirement of a priori knowledge of utility functions is very

challenging, or even more if the utility comes to represent the entire network’s be-

haviour when dealing with the multi-dimensionality of QoI attributes for the varying

needs of on demand tasks. These challenges are further compounded when consid-

ering the time-varying radio, energy, and other network resource conditions, along

with the stochastic nature of the task arrival and duration processes.

To address these challenges, we conduct a runtime learning of the QoI ben-

efit provided by the WSN to the tasks it supports by monitoring the level of QoI

satisfaction (or, the QoI satisfaction index of a task) they attain in relation to the

QoI they request. This relaxes the requirement for the a priori knowledge of utility

functions and facilitates the dynamic accommodation of tasks with heterogeneous

requirements. Then, by proposing the concept of QoI network capacity, the ability

of a WSN to host a new task (with specific QoI requirements) is expressed without

sacrificing the QoI of existing tasks. Last, an adaptive negotiation process is pro-

posed to dynamically configure the usage of network resources to best accommodate

all tasks’ QoI requirements.

The rest of Chapter 4 is organized as follows. In Section 4.2, related re-

search activities are highlighted. Section 4.3 presents the system model. Section 4.4

describes three key design elements for the design. Numerical results and discus-

sions are demonstrated in Section 4.5 through an evaluation of a dynamic multi-task

intruder detection environment. Finally, we discuss the applicability and the com-

plexity of the proposed approach in Section 4.6 and conclude in Section 4.7 with a

summary.
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4.2 Related Work

To the best of our knowledge, the proposed QoI-aware O&M framework represents

the first such WSN application management solution of its kind. However, there is a

related body of work that has motivated our current research path. Despite endeav-

ours for defining QoI [97,98], it was not until recently that work in [100] proposed a

conceptual framework to enable the dynamic binding of sensor information produc-

ers and consumers in a QoI-aware manner. The framework expresses information

requirements and capabilities according to the 5WH (who, what, when, where, why)

principle and enables information producers to categorize the quality attributes of

their information in an application-agnostic manner while permitting information

consumers to access QoI in application-specific way. Such principles largely enable

the development of a framework such as ours.

The network utility maximization (NUM) framework has been recently ex-

tended to consider a unique aspect of WSNs: shared consumption of a single sensor

data source by multiple tasks with different utility functions [33]. This is further

addressed in [34], where NUM is used for jointly adapting source data rates and

node transmission powers in a multicast, multi-hop wireless environment.

Other work has focused on modelling the state of the network with respect

to supporting quality-related administrative decisions. This includes characterizing

information loss due to network delays and buffer overflows to make task admission

decisions [101] and monitoring network resource allocations and the status of sensed

phenomena to determine available QoI [102] and sustain required QoI [103]. Sensor

network management issues were studied in [104, 105], where in [105] information

quality (completeness and accuracy) is supported by a dynamic Bayesian network

model based constraint optimization problem which takes into account all the lev-

els of information processing, from measurement to aggregation to data delivery
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with predefined network utility. Similarly, [104] further compared the solution with

Bayesian network model.

In closing we also mention here work on WSN middleware designs [106] to

support some notion of information quality [107–109]; the latter work has inspired

aspect of our research in the area.

4.3 System Model

We consider a WSN comprising a set S of sensor nodes, S = {si; i = 1, 2, . . . , N},

and a sink node (with sufficient information processing and energy capabilities). Let

Q be the set of tasks the WSN currently services, i.e., tasks that currently are bound

to the WSN and retrieve the sensed information from it. Let lq be the duration of

that service for task q ∈ Q, and let Sq ⊂ S be servicing task q. The arrival and

service duration processes are in general stochastic in nature and their details will

be specified as needed later on.

Task q ∈ Q requires the monitoring of specific feature(s) of interest such as

temperature, event occurrences or locations, density of a hazardous chemical, and

so on. Each feature is associated with one or more QoI attributes (members of the

vector z), such as accuracy and latency of the received information, whose desired

values are declared by the tasks upon their arrival for service. We use the superscript

r to denote a QoI attribute value as required (and declared) by a task and superscript

a for the level of the QoI attribute attained by the WSN. For example, αr
q and αa

q may

denote the required and attained probability of detection of an event, respectively.

Finally, tasks belong to one of |u| priority classes with higher priority tasks enjoying

preferential treatment and higher guarantees for receiving satisfactory QoI levels.

The set Qu ⊂ Q represents all the tasks of priority u, u = 1, 2, . . . , |u|.

We close this section by highlighting the overall flow of the proposed QoI
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Figure 4.1: The overall flow of the negotiation process.

O&M approach, as shown in Figure 4.1. Tasks arrive at the sink for admission

(arrow 1), upon which the QoI network capacity is measured (arrow 2, see Section

4.4.2). The capacity value is estimated by monitoring the QoI satisfaction index of

completed tasks (arrow 3, see Section 4.4.1). Each of the QoI requirements of the

new task is then compared with the QoI network capacity (arrow 4); if there are

enough network resources to support the admission of the task (admission decision

represented by arrow 5), then optimal resource allocation among all occupying tasks

is calculated (arrow 6). Otherwise, a negotiation process may be called upon in an

attempt to adjust the QoI requirements of existing tasks so that the new task will be

accommodated (arrows 3, 4, 6, and 7; see Section 4.4.3). When a task completes, the

resource allocation function is called again to re-optimize the allocation of limited

network resources so that existing ongoing tasks’ QoI will be improved.

4.4 Key Design Elements

In this section, we will describe the following three key design elements of our pro-

posal, namely, (1) QoI satisfaction index, (2) QoI network capacity, and (3) a nego-



4.4 Key Design Elements 112

tiation process.

4.4.1 QoI Satisfaction Index

Similar to the QoS performance index introduced in Chapter 3, this index is used to

describe the level of QoI satisfaction the tasks received from the WSN at any time

t. It is applicable to each task q and QoI attribute z and is defined as:

θz
q(t) , tanh

(
k ln

za
q (t)

zr
q

)
, ∀q ∈ Q, z, t, (4.1)

where z is a member of vector z ∈ RMz , which represents one of the QoI attributes,

could be α for the probability of detection, and k denotes a scaling factor with

typical value k = 1.

The selection of the functions ln(·) and tanh(·) is rather arbitrary but result

in the intuitively appealing and desirable behavior for satisfaction as shown in Fig-

ure 4.2. The QoI satisfaction index behaves symmetrically around the origin, rising

from −1 to +1, with the value 0 signifying the case where the WSN satisfies exactly

the QoI expectations of tasks (lower bound). The parameter k is a scaling factor

that determines the “range” of the values for the ratio of attained and required ones.

For example, when this ratio changes slightly while close to 1 (so its logarithm is

close to 0), the QoI satisfaction index experiences the biggest variations. On the

other hand, when the ratio is sufficiently away from 0, the QoI satisfaction index is

less sensitive.

Per-task QoI Satisfaction Index

A per task QoI satisfaction index θq(t) can be defined by combining the per QoI

attribute indexes above. In this chapter, we opt to use the minimum of these indexes,
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Figure 4.2: The illustrative example for the definition of QoI satisfaction index.
It is desirable to have za

q ≥ zr
q since it is assumed that the QoI attribute values

should be at least as big as the required value to guaranteed the service quality.

i.e.,

θq(t) = min
∀z∈z

θz
q (t) ∈ (−1, 1), ∀q ∈ Q, ∀t. (4.2)

Therefore, it follows immediately from the definition of satisfaction index that:

Lemma 4.4.1. For any task q ∈ Q, its multiple QoI requirements are simultaneously

satisfied if and only if θq(t) ∈ [0, 1) at any time t.

Network-wide QoI Satisfaction Index

Likewise, we can define the network-wide, instantaneous QoI satisfaction index (or,

simply QoI satisfaction index later in this chapter) I(t) as the minimum of indexes

of all tasks in service at time t:

I(t) = min
∀q∈Q

θq(t). (4.3)
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Lemma 4.4.2. For all ongoing tasks q ∈ Q, their multiple QoI requirements are

simultaneously satisfied if and only if I(t) ∈ [0, 1) at any time t.

Note that the QoI satisfaction index not only represents the sensing quality

at a selected group of data sources Sq, but also reflects the communications quality

and potential data aggregation along the reporting route. This is important because

successful QoI supports rely on two parts: information sensing of multiple data

sources, and information reporting through multi-hop WSNs that may incur further

packet loss, delay, or damage.

4.4.2 QoI Network Capacity

Before admitting a new task for service, it is important to identify the potentially

limiting resources and estimate the maximum “capacity” a WSN can support at any

given time t, denoted as C(t) ∈ RMc. Thus, we define:

QoI network capacity indicates the time-varying capability a WSN can pro-

vide to any task with satisfactory QoI requirements, such that I(t) ∈ [0, 1), ∀t.

QoI network capacity C(t) is a vector with dimension Mc such that each element

Ci(t) ∈ C(t), ∀i = 1, 2, . . . , Mc, can represent any one of the following parameters

(not exclusively though): the maximum probability of detection, the maximum in-

formation accuracy, the smallest information gathering delay, etc.

To illustrate the process for the estimation of QoI network capacity, consider

a use case where event detection tasks ask service from the WSN declaring a required

detection probability αr
q, ∀q ∈ Q. In this case, the QoI network capacity reduces to

a scalar representing the maximum probability of detection, C(t) , αmax(t).

Similar to Chapter 3, we have opted to adopt a “black box” view for the WSN

encompassing the sensor nodes and associated network resources. These sensors

include data sources, relays, and sinks, which are involved in collecting and reporting
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sensor measurements. Finite resources are shared by multiple tasks within the black

box that include, but are not limited to, time, bandwidth, energy, etc. We assume

that a new task arrives at t = 0, and input variables are the number of existing

tasks N(0) and the maximum required probability of detection α(0) = maxq∈Q αr
q,

i.e.,

x(0) =
(
N(0), α(0)

)
∈ R2. (4.4)

Then, the black box is represented by the mapping f(·):

I(0) = f
(
N(0), α(0)

)
. (4.5)

Given more stringent QoI requirement for the input variables, a lower QoI

satisfaction index is expected. Meanwhile, Lemma 4.4.1 indicates that the shape of

curve will reach a lowest satisfaction level when QoI satisfaction index I(0) = 0, at

which level the QoI network capacity is also defined, as shown in Figure 4.3.

Therefore, we assume a large new task is admitted in the WSN, which cor-

responds to an input change ∆x(0) =
(
∆N(0), ∆α(0)

)
=
(
1, αmax(0) − α(0)

)
, and

for the expected output change,

Ĩ(0) = f
(
nmax(0), αmax(0)

)
= 0. (4.6)

Therefore, we rewrite the Taylor expansion in Eqn. (3.10), as:

I(0)+
∂f

∂N(0)
+∆α(0)

∂f

∂α(0)
+

1

2

∂2f

∂N(0)2
+

[∆α(0)]2

2

∂2f

∂α(0)2
+∆α(0)

∂2f

∂N(0)∂α(0)
= 0,

(4.7)

where ∆α(0) = αmax(0)− α(0) and all partial derivatives are computed at current

network state x(0) = (N(0), α(0)) at time t = 0. Since, N(t) is discrete, we approx-

imate its “derivatives” by the slopes of adjacent network measurements. For exam-

ple, assume that at least two adjacent measurements (N(0)|1, I(0)|1), (N(0)|2, I(0)|2)
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Figure 4.3: An example of the shape of curve produced by the mapping f
to show how to obtain the QoI network capacity in term of the maximum
probability of detection αmax(t).

around the current state N(0) are obtained; then, the first order partial derivative

is computed as the average of two adjacent slopes of measurements,

∂f

∂N(t)

∣∣∣∣
1

≈ I(0)|1 − I(0)

N(0)|1 −N(0)
,

∂f

∂N(t)

∣∣∣∣
2

≈ I(0)− I(0)|2
N(0)−N(0)|2

, (4.8)

and the second order partial derivative is computed as the change of the above two

slopes:

∂2f

∂N(t)2
≈

∂f

∂N(t)

∣∣
1
− ∂f

∂N(t)

∣∣
2

(N(0)|1 −N(0))− (N(0)−N(0)|2)
. (4.9)

Expression (4.7) is a quadratic function with only decision variable αmax(0).

Therefore, since αmax(0) > α(0),

αmax(0) = α(0) +
−b +

√
b2 − 4ac

2a
, (4.10)
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where:

a =
1

2

∂2f

∂α(0)2
,

b =
∂2f

∂N(0)∂α(0)
+

∂f

∂α(0)
,

c = I(0) +
∂f

∂N(0)
+

1

2

∂f

∂N(0)2
. (4.11)

If, furthermore, the second order term is negligible around the current system

operating point x(0) = (N(0), α(0)), we can further simplify (4.10):

αmax(0) = α(0)−
I(0) + ∂f

∂N(0)

∂f

∂α(0)

. (4.12)

Figure 4.3 illustrates how this methodology is used, and Figure 4.4 depicts

a 3-D real-time measurements (from a system simulation) of QoI satisfaction in-

dexes collected. Each dimension of statistics collected is shown in Figure 4.5(a) and

Figure 4.5(b), where QoI network capacity is estimated.

4.4.3 Negotiation Process

Following the estimation of the QoI network capacity, suppose a new task q′ with

priority uq′ and QoI requirements zr
q′ , arrives at the sink for the admission decision

at time t. Before assigning the task to any sensor(s), admission control decision is

made according to the following conditions,





Admission, if C(t) � zr
q′ ,

Negotiation, otherwise,
(4.13)

where notation � denotes the element-by-element comparison. Typically, an admis-

sion control scheme will outright ban the new task if some threshold condition was

violated. However, here we opt first for a negotiation between all tasks, new and old,
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Figure 4.4: An example of obtaining the QoI network capacity through real-
time system statistics.

in search of an acceptable (to the tasks) and attainable (by the network) compromise

regarding the QoI satisfaction index delivered by the network. Resource manage-

ment in this case includes scheduling, rate and power allocation, sensor selection,

integration of data compression, etc.

Under the guidance of the resource optimization, ongoing tasks may recon-

figure and reallocate network resources among themselves, so that the optimized

network status will give the best achievable QoI for the new task. Nevertheless,

sometimes the network might be overloaded operating near the capacity bound,

i.e., however the network resources are optimized and reconfigured, the required

QoI will not be satisfied. Hence, the negotiation process is employed, i.e., the new
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Figure 4.5: (a) System simulation to show α(t) dimension of the statistics. (b)
System simulation to show N(t) dimension of the statistics.

task may gradually adapt its QoI level in order to meet network capabilities, or

existing tasks with lower priority levels may tune their QoI requirements and re-

lease resources for the new higher priority one. This information would feed to the

admission control module for admission; if still unsuccessful, WSN will trigger the

resource optimization module to further reconfigure the limited resources based on

updated QoI levels. This is an iterative process, where task QoI, admission con-

trol, and resource optimization collaborate until satisfactory QoIs for all tasks are

reached, or otherwise the new task is eventually rejected.

Mathematically, during the negotiation phase, the following optimization is
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pursued:

{
ξ∗

q
(t)
}
∀q∈Q∪q′

= arg maxF
({

zr
q

}
∀uq<uq′

, {ξ
q
(t)}∀q∈Q∪q′

)
(4.14)

subject to:





za
q (t) ≥ zr

q , ∀q ∈ Q ∪ q′, ∀z, ∀t
∑

∀q∈Q∪q′ ξq
(t) � P(t).

Recall that uq′ denotes the priority of the new task. The objective function Fairness

F is chosen as the optimization target since service degradation and adaptation for

lower priority tasks may violate ongoing tasks’ QoI satisfactions.

The arguments to this optimization problem are adaptable multiple QoI re-

quirements
{
zr

q

}
∀uq<uq′

of those tasks with lower priority classes, and the resource

occupancy {ξ
q
(t)}. The optimization is first constrained by the need to respect

the QoI satisfaction for the task of different priority groups. Then it is further

constrained by the resource allocation. Without loss of generality, let P(t) ∈ RMr

describe the instantaneous remaining resources like energy, and let ξ∗
q
(t) ∈ RMr de-

note the corresponding optimal resource occupancy of each task q, ∀q ∈ Q∪ q′, after

the resource allocation. Then, η(t) ∈ RMr represents the total resource occupancy

for all ongoing tasks at time t, i.e.,

η(t) =
∑

∀q∈Q∪q′

ξ∗
q
(t). (4.15)

And this total resource demands have to be smaller or equal than the remaining

resources P(t) element by element.



4.5 Numerical Results 121

4.5 Numerical Results

4.5.1 The Scenario

We assess the proposed scheme under an intruder detection scenario [110], where

detection tasks arrive dynamically into a WSN with different QoI constraints (see

Figure 4.6). Detection probability αr
q for task q is the only parameter considered in

the multi-dimensional QoI requirements, and 30 sensors are deployed randomly in a

2-D square 200× 200 meters. Suppose that at the initial deployment, a cumulative

reserve of energy at level E is equally assumed for each sensor, so that NE denotes

the overall energy research for the entire network. Tasks arrive according to the

Poisson process with rate λ and last for a random exponential time interval with

average duration 1/µ, and let lq(t) denote the actual remaining lifetime of task q ∈ Q

at time t. All tasks are categorized randomly into a high priority task set Q1 and a

low priority task set Q2, or Q = Q1∪Q2. While high priority users have guaranteed

QoI requirements that are not negotiable, low priority users’ QoI requirements are

adaptable between least-satisfactory and most-satisfactory QoI levels, αr,l
q and αr,h

q ,

respectively. Typical values for the probability of detection in the simulation is

αr,l
q = 0.75, αr,h

q = 0.95. Sensors are equipped with antenna arrays such that at any

given time one sensor could form multiple beams to service concurrent tasks and

the strength of the beam is controlled by power allocated to each sensor (as sensor

8 shown in Figure 4.6).

The Detection Model:

We employ a simple detection model [111] using physical properties of the sensors,

where the probability of detection piq for task q from sensor i is achieved assuming
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using normalized full power γ∗
q (t) = 1, i.e.,

piq =





1, if riq < d1,

e−β1(riq−d1)β2 , if d1 < riq < d2,

0, if riq > d2 > d1,

(4.16)

∀i ∈ Sq, and the question of how to determine the sensor sources Sq for task q will be

discussed later. β1 = 0.12, β2 = 0.8, and d1 = 28m, d2 = 58m are typical parameters

used, and riq denotes the sensor-to-target distance. The optimal resource occupancy

vector ξ∗
q
(t) is reduced to a scalar as the power in this case, i.e., ξ∗

q
(t) , γ∗

q (t), and

the attained per-task QoI satisfaction index θq(t) can be explicitly expressed in the



4.5 Numerical Results 123

following form,

θq(t) = tanh

(
k ln

γ∗
q (t)×min∀i∈Sq

piq

αr
q

)
, ∀q ∈ Q, (4.17)

where attained probability of detection is computed as αa
q(t) = γ∗

q (t) min∀i∈Sq
piq.

Here we assume that the probability of detection it experiences is given by the

smallest of all probabilities of detection attained by any of the the sensors that

service the task (min∀i∈Sq
piq). Furthermore, we assume that the QoI level received

by task q, αa
q , increases linearly with the corresponding power γ∗

q (t), ∀q ∈ Q. Other

assumptions are also applicable, but out of scope of this Ph.D. dissertation.

The Selection of Sensor Sources:

The question of how to determine the sensor sources Sq for task q ∈ Q is illustrated

in this section. As introduced in (4.17) for the detection model, given the geographic

location of sensors and tasks, one can assume the full power mode γ∗
q (t) = 1, ∀q ∈ Q

to compute the best achievable probability of detection without the presence of

the negotiation and optimization, and this could be done centrally at the sink.

Therefore, the maximum set of sensor sources can be determined and Sq, ∀q ∈ Q is

obtained. Mathematically, we have:






selected, i ∈ Sq, if piq ≥ αr
q, ∀q ∈ Q,

not selected , otherwise.
(4.18)

The Optimal Power Allocation:

Optimal resource allocation among all existing and new tasks is performed such

that all tasks’ QoI requirements are successfully guaranteed and certain network

objective is maximized. Here the fairness among all tasks is provided, given QoI
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satisfaction achieved for all high priority and low priority users, we have:

{
γ∗

q (t)
}
∀q∈Q

, arg max min
∀q∈Q

θq(t)

= arg max I(t) (4.19)

subject to:





αa
q(t) ≥ αr

q, ∀q ∈ Q, ∀t
∑

∀q on i

[
γq(t)lq(t)

]
≤ ζi(t), ∀i ∈ Sq,

where the design objective is chosen to balance the achieved QoI satisfaction in-

dexes among all ongoing and new tasks. θq(t) is defined in (4.17) as a function of

resource occupancy γq(t). The first constraint represents the QoI satisfaction condi-

tion among all tasks, while the second constraint represents the energy reserve, and

ζi(t) denotes the remaining energy for each sensor.

Without loss of generality, we assume that the equal power is allocated for

all sensor sources of a particular task, the decision variable for this optimization

problem is a set of power {γ∗
q (t)}∀q∈Q.

The Negotiation Process:

When the network does not have enough network resources (energy in this case)

supporting the new task, existing lower priority ones have to adapt, or degrade,

their QoI levels to release resources for the new task. The optimization objective

function for this process is to minimize the maximum percentage of QoI loss as a

result of task negotiations, where the QoI loss is mathematically presented as the

percentage of
Ibefore
q (t)−Iafterq (t)

Ibefore
q (t)

. Therefore, we have:

{
γ∗

q (t)
}
∀q∈Q

, arg min max
∀q∈Q2

Ibefore
q (t)− Iafterq (t)

Ibefore
q (t)

(4.20)
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subject to:






αa
q(t) ≥ αr,h

q , ∀q ∈ Q1,

αa
q(t) ≥ αr,l

q , ∀q ∈ Q2,

∑
∀q on i

[
γq(t)lq(t)

]
≤ ζi(t), ∀i ∈ Sq,

where Iafterq (t) denotes the attained QoI level after negotiation by using power γ̃∗
q (t)

in (4.17). While the first two constraints denote QoI requirement constraints for high

and low priority users, the third constraint represents the per-sensor energy reserve

for the sum of allocated energy among tasks. The solution of this optimization

problem gives the best achievable QoI level for the new task by adapting existing

ones’ QoI requirements.

4.5.2 The Optimal Network Parameters

Given the proposed QoI-aware network management framework, we would like to

explore the system limits under the conditions of constrained network resources

and varying QoI requirements for different tasks, aiming at higher QoI network

capacity, longer WSN lifetime, and increased task admission rate, while satisfying

the required QoI of all admitted tasks. Particularly, for the considered intruder

detection scenario, the WSN lifetime Tmax is defined in a QoI-friendly fashion, as:

WSN lifetime is defined as the useful length of time for the WSN beyond

which the amount of remaining energy reserve cannot guarantee a minimum prob-

ability of detection αr
min = min∀q∈Q αr

q for any task appearing at this time, located

anywhere within the sensing field.

For this, we view the entire WSN system at time t = 0 before any task has

been allocated, and view it as a service or “queuing” system where resources are

not just the server and buffer capacities, but bandwidth, radio conditions, energy

reserves of the system, etc. In this queuing system, the service capacity is not fixed or

known a priori. It is represented by the QoI network capacity, which, as previously
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discussed, is learnt at runtime from the QoI levels that the WSN delivered in the

past. Given an average arrival rate of task λ, and an average task service duration

1/µ, questions of interest for such a system include:

(1) Given network load ρ = λ/µ, what is the maximum WSN lifetime Tmax given

that all tasks accepted experience satisfactory QoI levels, i.e., I(t) ≥ 0?

(2) Given minimum required WSN lifetime Tmin and satisfactory QoI levels for

all tasks, what is the region of admission rates λ ≤ λmax that the WSN can

sustain as a function of task duration 1/µ?

The following Lemma broadly derives some expressions regarding the above

questions under the considered intruder detection scenario. Recall that in this use

case, the resource occupancy for each task q is reduced to a scalar as power γ∗
q (t),

and thus the relationship between γ∗
q (t) and QoI satisfaction index θq(t) can be

analytically represented by (4.17).

Lemma 4.5.1. The task arrival rate λ vs. WSN lifetime T trade-off is of the form
λT
µ
≤ NE

βαr
min

, where β , min∀i∈S1
pi1 denotes a constant given geographic locations

of sensors and tasks. Furthermore, the WSN lifetime and the maximum admission

rate can be expressed as Tmax = NE
βαr

min
ρ
, and λmax = β NEµ

βαr
min

Tmin

, respectively.

Proof. Recall that for each task q, the amount of resource allocated is sufficiently

reflected in (4.17). Or, we rewrite it as,

γ∗
q (t) = αr

q

exp
(

1
k

tan θq(t)
)

min∀i∈Sq
piq

, ∀q ∈ QT , t = 0, (4.21)

where QT denotes the task set has been serviced during WSN lifetime T , and for

brevity reasons, we drop the time index t = 0.

According to Lemma 4.4.1, the lower bound resource condition for satisfac-

tory QoI is taken when θq = 0, ∀q ∈ Q is used as the input, which produces the
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minimum required power assumption γ∗
q,min, as:

γ∗
q =

αr
q

min∀i∈Sq
piq

≥ αr
min

min∀i∈Sq
piq

= γ∗
q,min, (4.22)

where the inequality condition uses the notation αr
q ≥ αr

min, ∀q ∈ Q.

At the same time though, resource constraints enforce the total amount of

allocated network resources no more than the original total energy reserve level NE
in the entire network at time t = 0, i.e.,

∑

∀q∈QT

γ∗
q lq ≤ NE , (4.23)

where N denotes the total number of sensor sources in the field, and lq denotes the

duration of certain task q that conforms to exponential distribution with parameter

µ. Due to the stochastic nature of task arrival and departure processes, we use the

conditions of expectation to approximate the LHS random variables of (4.23), as:

NE ≥ E

( ∑

∀q∈QT

γ∗
q lq

)
= E

(
E
( ∑

∀q∈QT

γ∗
q lq

∣∣∣QT
))

= E

( ∑

∀q∈QT

E
(
γ∗

q lq

))
= E

(
QT E

(
γ∗

1 l1

))

= E
(
QT
)
E
(
γ∗

1 l1

)
= λTE

(
γ∗

1

)
E
(
l1

)

=
λT

µ
E
(
γ∗

1

)
, (4.24)

where we use the fact that the task’s arrival process, departure process, and task

optimal resource occupancies γ∗
q , ∀q ∈ QT , are independent random variables. Fur-

thermore, the average number of tasks E
(
QT
)

admitted during WSN lifetime T

can be approximated by the Little’s theorem [112] as E
(
QT
)

= λT , and average

duration of task can be represented by E (l1) = 1/µ. Therefore, we further simplify
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(4.24) by using condition (4.22), as:

NE ≥ λT

µ
E
(
γ∗

1

)
≥ λT

µ
E
(
γ∗

1,min

)

≥ λT

µ
E

(
αr

min

min∀i∈S1
pd

i1

)

=
αr

minλT

βµ
, (4.25)

where β , min∀i∈S1
pd

i1 denotes a constant given geographic location of sensors and

task. Hence, we rewrite (4.25) as,

λT

µ
≤ NE

βαr
min

(4.26)

Finally, we derive the maximum network lifetime Tmax and the maximum task ad-

mission rate λmax as:

Tmax =
NE

βαr
minρ

,

λmax =
NEµ

βαr
minTmin

. (4.27)

Lemma 4.5.1 proves that (4.26) serves as the principle worst-case (in terms of

guaranteeing the minimum QoI requirement) WSN design criterion for this scenario,

however it shows the fundamental trade-off among the WSN lifetime, the task arrival

and departure rates, and the QoI requirement. For instance, higher QoI requirement

(αr
min) would constrain the energy usage for multiple tasks which in turn has impacts

on the maximum admission rate λmax and the WSN lifetime Tmax.

4.5.3 The Overall Network Performance

The proposed algorithm, referred as “AC+Negotiation”, is compared with the

scheme without negotiation process, referred as “AC only” and the traditional WSN

management approach, referred as “Traditional”.
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The traditional WSN management approach is an one-off deployment process

assuming “static” behaviors of system parameters, where sensors are positioned in

the field of interests and set up their power consumptions in order to attain a

particular level of probability of detection (e.g. αr
q = 90%). Furthermore, the WSN

does not adjust any of its operational parameters throughout its lifetime, no matter

a task’s needs. In contrast, the proposed negotiation-based network management

approach allows parameters to be adjusted judiciously according to the task needs.

In this simulation, we set the probability of detection in the traditional approach

as the average of the probabilities of detection that the various tasks request in the

proposed approach.

Figure 4.7 illustrates the average QoI outage probability of all completed

tasks as a function of both task arrival rate λ and average task duration 1/µ. We

define QoI outage as the portion of tasks (among all completed tasks) whose QoI

requirements have failed. A QoI failure occurs for task q if θq(t) < 0, ∀q ∈ Q

occurs at least once during the task’s lifetime. For fixed average task lifetime, it

is interesting to observe the saturation feature of QoI outage probability for both

“AC only” and “AC+Negotiation” schemes when we increase the arrival rate since

admission controlling the new tasks helps maintain the QoI satisfaction of ongoing

tasks. However, the saturation bounds of the two schemes vary significantly: for

example, when λ = 0.8/min and 1/µ = 20 minutes, the proposed algorithm can

guarantee 81% of QoI satisfaction for all tasks, as compared to 65% for “AC only”

scheme. This is because the negotiation process helps optimize resource utilization

to release some resources for higher priority tasks. On the other hand, when the

average task duration is increased, the QoI outage probabilities of the three schemes

increase by 20% proportionally. This is because the increasing network load ρ = λ
µ

at any time in the network may jeopardize the QoI satisfaction of ongoing tasks,

since finite network resources are shared by more tasks than before, which in turn
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may violate the QoI network capacity bound.

The more detailed view of the average QoI outage probability for different pri-

ority user groups is shown in Figure 4.8, where only the “AC+Negotiation” scheme is

plotted with a fixed average task lifetime 1/µ = 40 minutes. Interestingly, although

similar behaviours for high and low priority user groups can be seen, the saturation

speeds of their QoI outage probability differ significantly. This is primarily because

our proposed negotiation process successfully guarantees non-negotiable QoI levels

for high priority tasks, and adaptable QoI levels for low priority ones. On the other

hand, successful task rejections help maintain low QoI outage probability and high

QoI satisfaction for existing tasks in the network.

Figure 4.9 shows the behaviour of the average task blocking probability w.r.t.

both task arrival rate and duration (the traditional case is not shown because re-

jection to new tasks is not applied). Given the fixed energy reserve for each sensor,
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Figure 4.8: Simulation result of the average QoI outage probability among all
completed tasks of two priority groups, w.r.t different task arrival rate λ and
the average task lifetime 1/µ.

we see that the task blocking probability increases significantly when more tasks

are offered (higher λ). This is because limited energy reserve is not able to support

an increasing number of tasks arrived; however, these successful task rejections help

maintain low QoI outage probability and high QoI satisfaction for existing ones in

the network, as seen consistent with Figure 4.7. On the other hand, when network

load ρ is increased by increasing task duration, the per-task resource availability de-

creases since the overall network resources are shared by higher number of concurrent

tasks serviced. An interesting topic left here is to explore the energy consumption

v.s. the decrease of blocking probability trade-off, i.e., if the sensors are with power

supply, ultimately in this intruder detection scenario, the blocking probability would

be 0, however this is not the case in the real world, and thus certain compromise

should have to be reached.

Table. 4.1 shows the average jitter performance of QoI satisfaction index
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Figure 4.9: Simulation result of the average task blocking probability, w.r.t
different task arrival rate λ and the average task lifetime 1/µ.

Table 4.1: Average jitter values of the received QoI satisfaction indexes among
the low priority users, where the considered traffic has a fixed task arrival rate
λ = 0.5 per minute

AC+Negotiation AC only Traditional

1/µ = 20 mins 0.16 0.21 0.27

1/µ = 40 mins 0.17 0.22 0.28

1/µ = 60 mins 0.18 0.24 0.29

among completed and satisfactory tasks, which is defined as the variance of the

attained QoI satisfaction indexes. This performance metric directly reflects the

range of QoI levels delivered to all tasks of the same priority group, which should be

expected the smaller the better. For fixed average task lifetime 1/µ, we see 5% and

11% jitter decrease if the proposed “AC+Negotiation” scheme is compared with the

“AC only” scheme and the “Traditional” scheme, respectively.

Figure 4.10 shows the normalized WSN lifetime w.r.t. different task arrival



4.5 Numerical Results 133

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

0.2

0.4

0.6

0.8

1

1.2

Task arrival rate  (per minute)

N
o
rm

a
liz

e
d
 W

S
N

 l
if
e
ti
m

e
AC+Negotiation Traditional settings Analytical 1/ =20 mins 1/ =60 mins

max

m
ax

T

minT

Figure 4.10: Simulation result of the normalized WSN lifetime w.r.t. the
different task arrival rate λ and the task departure rate µ.

and departure rates. The minimum probability of detection is set to αr
min = 90%

to compute the analytical bound in (4.27), and in the simulation of the proposed

“AC+Negotiation” scheme, the required probability of detection is set as αr
q ∈

[αr
min, 1], ∀q ∈ Q. For “Traditional” scheme, this QoI requirement is set as the

average of that for “AC+Negotiation” scheme. We see significant improvement in

the WSN lifetime when compared with the traditional scheme, and this improvement

increases when tasks arrive more frequently (due to more efficient resource allocation

among all tasks). Furthermore, the proposed approach successfully approximates

the analytical results given in (4.27) while traditional settings perform far away

behind. Meanwhile, given the desired WSN lifetime, this figure also shows the

way to obtain the maximum admission rate λmax the network can support given a

minimum probability of detection αr
min.
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Figure 4.11: Simulation result for the system behavior as a result of resource
optimizations and negotiations, where (a) shows the task arrival and departure
time line, and (b) shows the per-task QoI satisfaction index change in real-
time.

4.5.4 System Dynamic Behaviors

This Section aims to understand the detailed system behaviors due to dynamic task

arrivals and departures, heterogeneous QoI requirements, and the resource optimiza-

tions and negotiations. Figure 4.11(a) illustrates the simulated traffic pattern (i.e.,

the number of tasks, task arrival and departure processes, QoI requirements), and

Figure 4.11(b) shows dynamic QoI experience received by 73 tasks.

Abrupt QoI changes can be seen under the relatively high traffic load condi-

tions. When new task arrives, the negotiation process will attempt to accommodate
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Figure 4.12: A finer view of the per-task QoI satisfaction index change from
time 1200mins to 2000mins.

it while reasonably degrading the level of QoI satisfactions of existing tasks, but still

maintaining the minimum required levels for all of them, i.e., θq(t) = 0, ∀q ∈ Q.

Meanwhile, when completed tasks are removed, pre-allocated network resources are

released and reallocate to the existing ones so that the QoI levels of ongoing tasks

are improved. However, our framework shows its capability to always optimize the

resource utilization (power in this use case) in a way to maximize the QoI satisfac-

tion whenever there is an opportunity. Meanwhile, when there is a sudden surge of

task arrivals during a short period of time, or the tasks require very stringent QoI

requirements (as shown from time 1200mins to 2300mins), some low-priority tasks

would experience QoI failures as their QoI satisfaction levels cannot be satisfied in

any meaningful anyway; but nevertheless the WSN always successfully guarantees

the QoI levels of a portion of other low-priority tasks, i.e., not all low-priority tasks

suffer failure, but there are still portions of tasks successfully maintain the mini-

mum level, i.e., θq(t) ≥ 0, ∀q ∈ Q, ∀t, to utilize the limited network resources. A

finer view of what had happened from time 1200mins to 2000mins has been shown

in Figure 4.12. In summary, network management with the presence of multi-task

operations is more like a game, where tasks compete for limited network resources

according to the relative compatibility of their priority and requested QoI require-
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ments with dynamic network status. Therefore, not necessarily in the extreme case

all tasks give up execution, but some low priority tasks with low QoI requirements

may successfully survive.

4.6 Discussions

4.6.1 The Applicability

It is worth to highlight that the applicability of the proposed negotiation process

is not restricted in WSN settings, but it rather has wide applicability to any other

multi-hop wireless networks. This approach does not require specific protocols like

scheduling or routing, nor PHY layer communications technologies to use. It pro-

vides a fundamental view for network management that application requirements

can be negotiable with network operations such that service quality is maximized

for all tasks, and blocking probability is minimized.

Furthermore, a possible extension of the existing model also applies to the

case where sensors are with some degree of mobility. This is because that by mod-

elling the WSN as a black box, we hide the heterogeneous operational status of

each sensor and the communications quality among them; therefore, although the

mobility may contribute to some deterioration of the communications links among

sensors, but it would later be fully reflected by the defined QoI satisfaction index,

or the quality aspect of the received information. Later, the proposed QoI network

capacity estimation and negotiation optimization could be operated as normal.

4.6.2 The Scalability

We have identified that the proposed negotiation-based network O&M framework

may not be scalable to large networks, especially for those there might not be a
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central controller, like the sink node in WSNs. Therefore, we are very interested in

extending the current work to a distributed solution to the proposed network O&M

framework, and will be discussed in Chapter 6 as the future work.

4.6.3 The Complexity

Readers may argue that the proposed negotiation-based network management ap-

proach is mainly performed at the sink node, which is a centralized solution for

WSNs and requires a powerful sink node with sufficient power supply and computa-

tion ability to negotiate and optimize among all tasks. Nevertheless, it is shown in

Figure 4.11(b) that system adaptation and negotiation are usually happened in the

time scale of several minutes, and thus it will not generate much overhead to the

WSNs periodically for the control purpose. Furthermore, due to the distinct nature

of the WSNs, collected information is always (partly) processed at some control

center with sufficient information processing capability, and therefore to assume a

centralized sink is appropriated.

4.7 Summary

In this chapter, a negotiation process is proposed, between the negotiable QoI re-

quirements of the applications and the adaptable resource allocation of the network,

where the benefit a network can provide to tasks is learned through the runtime

monitoring of the satisfaction levels of completed tasks. To facilitate the negoti-

ation process, QoI satisfaction index, QoI network capacity, and optimal system

design parameters like network lifetime are defined and analyzed. Finally, extensive

numerical results on a complete intruder detection user scenario show the proposed

framework can successfully guarantee satisfactory QoI while maintaining low block-

ing probability and jitter.
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Chapter 5

Data Ferrying Among Multiple

Disconnected Mobile Subnetworks

P
REVIOUS Chapters mainly focus on the design aspects of a single multi-

hop wireless network, or, a subnetwork, from network protocol designs like

QoS routing, distributed scheduling, and admission control algorithms, to the

negotiation-based network management approach. Furthermore, the research so far

has proved that the proposed algorithms, models, and protocols could successfully

support some notion of quality for one single subnetwork; however, service quality

requirements are sometimes required to extend beyond one single subnetwork, but

among multiple, disconnected, or even mobile subnetworks. The solution for each

of these subnetworks could be the one designed in previous Chapters; but the re-

search issue of bridging communications among multiple subnetworks is the primary

motivation for the research presented in this chapter.

We propose to use controlled, unmanned, and sensor-mounted mobile helper

nodes, which are called “data ferries”. In order to facilitate the packet exchange

among subnetworks, we assume data ferries are equipped with wireless sensors,

which could collect the data from one subnetwork (served as the source) and deliver

the data to the other subnetwork (served as the destination). However, the sensors
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have only limited sensing range, which forms a region that could be sensed, as shown

in Figure 5.1, compared with the entire scope of one subnetwork. While existing

work has explored various trajectory designs for the data ferry by assuming either

static subnetworks or full observations at the data ferry, the problem still remains

open when the nodes are mobile in each subnetwork, and when the data ferry only

has partial observations. In this chapter, we investigate the problem of dynamic

data ferry mobility control design under limited sensing capabilities. Assuming the

data ferries are capable of sensing node presence within certain range and adjust

their movements dynamically, we aim to design control policies that maximize the

number of effective contacts (defined later), or the overall network throughput.

We investigate a comprehensive model of the control framework using Par-

tially Observable Markov Decision Process (POMDP), based on which we study

the structure of the optimal policy and propose an efficient heuristic policy which

shows significant improvement over the predetermined benchmark. To the best of

our knowledge, this is the first data ferry control mechanism that can handle both

run-time randomness and incomplete observations.

Finally, it is worth noting that the “cross-layer” issues in this chapter is

mainly from the design goal of maximizing the link-level throughput from the ap-

plication layer’s perspective, i.e., the control policy, which is new of its kind.

5.1 Introduction

Continuing advances in sensor technologies and pervasive computing brings in new

perspectives to solving challenging communication problems. Consider a group of

moving nodes in a subnetwork, as illustrated in Figure 5.1 (where sufficient connec-

tivity within a group is assumed). Due to rough terrains (e.g., obstacles or danger

zone in between) or application requirements, these subnetworks do not have di-
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fly to the other subnetwork

Subnetwork 1             Subnetwork  2

x

y

x

y

Trajectory of group of nodes in subnetwork 1

Trajectory of group of nodes in subnetwork 2

data ferry

group of nodes

time slot 1 time slot 2

region

time slot 3

Figure 5.1: An example of how to bridge the communications between two dis-
connected subnetworks using a unmanned, sensor-mounted data ferry, where
two groups of nodes move on disjoint trajectories and the data ferry has only
limited (square as shown in this illustrative example) sensing range. The
movement of the data ferry within three time slots are demonstrated.

rect contacts, and thus the mobile nodes in each subnetwork cannot communicate.

Yet, they may have occasional communication needs. Applications of this kind can

be found in military coalition networks, emergency response scenarios, and other

challenged scenarios. In such circumstances, helper nodes mounted on controllable

mobile platforms such as UAVs [35] have been proposed to assist with the com-

munications in a load-carry-and-deliver manner. If the sensing range of the data

ferry covers the entire network domain (which we refer here to as the fully observ-

able case), the problem is straightforward and has been extensively addressed in the

literature [35, 113, 114]. In practice, however, complete sensing coverage may not

always be possible due to ground obstacles, vast network area, limitations of the

sensors, or simply because of the need of keeping the UAVs from being exposed to

the adversary. In this chapter, we study in detail how to bridge communications in

such challenged scenarios using dynamically controlled, autonomous data ferries.
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In this chapter, we explicitly consider the case where the sensing range of a

data ferry only covers a subset of the entire subnetwork, and thus the data ferry does

not know the exact locations of nodes once they are out of range (referred to as the

partially observable case). For control purpose, we partition the entire domain of

one subnetwork into regions as shown in Figure 5.1 (in 1-D case, a region refers to a

segment). Furthermore, once the data ferry locates above certain region, it has full

observations within the region, so that it can sense and communicate with a group of

nodes in it. Each data ferry is equipped with certain sensing, communications, and

storage capabilities, and most importantly, with a programmable control logic which

can navigate it among local regions. Periodically, the data ferry senses the presence

of nodes and uploads/downloads data upon contact, after which it will move to the

next sensing point specified by the control logic and repeat the process. Meanwhile,

the nodes may move among regions of their local subnetwork constantly according

to their mission needs. Although it is possible to infer statistically properties of

their movements, it is often impractical to accurately predict how nodes will move

due to run-time randomness. The questions we investigate are: how should one

control the data ferries to move intelligently based on the prior knowledge of node

movements and the real-time (partial) observations? To our best knowledge, this is

the first effort to address both run-time randomness and incomplete observations in

data ferry control.

We are interested in the design of control policies for autonomous data ferries

in delay tolerant networks (DTNs). To address the challenges of run-time random-

ness and incomplete observations, we take the approach of dynamic control, instead

of designing fixed trajectories, and we design control policies that dynamically map

available information to navigation actions at run time. Our specific contributions

are three folds:
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Comprehensive Control Framework:

We develop a comprehensive framework for the design of control logic using the

tool of Partially Observable Markov Decision Process (POMDP). The framework

incorporates both the prior knowledge of node movements, modelled by Markov

chains on the partitioned subnetwork, and the design criteria, modelled by a payoff

function and a reward structure. For concrete analysis, we aim to maximize the

total number of effective contacts with an exponential discount.

Efficient Policy Computation Algorithm:

Due to the well-known curse of history and dimensionality, POMDP problems are

generally difficult to solve exactly. We address this issue by developing an efficient

policy computation algorithm based on belief space quantization. Moreover, we

show that due to a special property of our problem, we can limit the belief points to

subspaces one dimension smaller than the original simplex and significantly improve

the performance.

Numerical Studies:

The proposed policy is evaluated numerically on well-known random walk mobility

model. The results show strong correlation between the randomness in node mobility

and that in the mobility of the data ferry. The dynamic policies computed by the

proposed algorithm yield 30% more contacts than the predetermined policy, and the

proposed belief sampling strategy improves the performance by 15% compared with

sampling on the entire belief simplex.

Our goal in this chapter is to explore a new approach that can handle un-

certainties in ferry mobility control systematically. Although the specific results are

limited by the models, initial study has shown promising performance compared
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with the switching policy as a benchmark, and a different belief selection algorithm.

Further investigation in more practical scenarios will be highly desirable and is left

for future work.

The rest of the Chapter is organized as follows. After summarizing the related

work in Section 5.2, Section 5.3 presents the control framework based on POMDP.

Section 5.4 formulates the problem and presents the optimal control policy. Hard-

ness results and efficient alternative policies are presented in Section 5.5, which are

evaluated numerically in Section 5.6. Finally, Section 5.7 summarizes this chapter.

5.2 Related Work

Recently, the idea of using designated mobile nodes to support communications

in poorly connected networks is emerging [113–116], where a mobile backbone is

constructed to cover all the task nodes if sufficient helper nodes are available [115,

116], or the helper nodes will move between task nodes as data ferries otherwise.

The main assumption of existing work on data ferries is that nodes are slow-moving,

or the network state is fully observable. These assumptions can be too idealistic in

applications involving complicated terrains, limited visibility, and highly mobile task

nodes. In contrast, we aim to explicitly model and design control policies to deal

with these scenarios.

Technically, our problem belongs to the family of stochastic control problems

with partial observations, first proposed in [117]. Although extensively studied in

operation research and robotics, to our best knowledge its application on mobility

control in communication networks has not been explored before. Recent work

[118] claims to use Markov Decision Process (MDP) to select routes of data ferries,

although their solution is for stationary nodes and full observations.
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5.3 Control Framework

5.3.1 Network Model

Given a number of ns disconnected subnetworks, we assume each subnetwork con-

tains a group of nodes moving within the local regions according to certain group

mobility patterns. Furthermore, we select one node per group to perform as the

gateway for communications across groups. We assume that nodes have sufficient

contacts within a group, and the selected group heads have sufficient storage to

buffer data while waiting for contacts with the data ferry.

Each data ferry is assigned to serve multiple subnetworks, which periodically

senses the presence of a group of nodes in one subnetwork within a certain sensing

range, uploads the data with nodes upon contacts, buffers the data in the data

ferry, and finally deliver the data to the other group of nodes in another subnetwork

domain. Moreover, it has a controller which can dynamically navigate the ferry

among multiple subnetworks.

The rest of this Section specifies the control framework based on the POMDP.

5.3.2 State Space and Mobility Model

To facilitate control, we partition each subnetwork field into regions, denoted as

Li = {0, 1, . . . , |Li|}, ∀i = 1, 2, . . . , ns, for subnetwork i, so that the data ferry

is able to sense a group of nodes and exchange data with it once they are in the

same region. In this chapter, we keep a minimum state space where the data ferry

only remembers the region index of the subnetwork that it is trying to contact in

the current slot, but not specifically which subnetwork to navigate to. Therefore,

we manage to focus on the issue of stochastic control of the data ferry within each

subnetwork, leaving the choice of which subnetwork to go to for the existing solutions
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in the literature. Mathematically, if the current subnetwork the ferry belongs to in

slot t is subnetwork i, then the state is denoted as st ∈ Li = {0, . . . , |Li|}. Other

network characteristics, such as traffic demands, QoS requirements, and buffer size

constraints, are also information of interest and will be explored in future work.

We model the mobility of a group of nodes in one subnetwork i by a Markov

chain on the quantized space derived from the above partition. Let P i = {pi
jk}j,k∈Li

be the transition matrix for the mobility in subnetwork i, where each element pi
jk ,

Pr{st+1 = k|st = j}. For simplicity, we will assume i.i.d. mobility for all groups

of nodes in multiple subnetworks, and we therefore drop the superscript i in the

sequel, but the framework can be easily amended for heterogeneous cases.

5.3.3 Action Space

The action at specifies the region the data ferry will move to in the coming time

slot t + 1, and the action space defines the set of movements feasible to the data

ferry. In general, the action space is the union of all the regions a data ferry may

visit across ns subnetworks, i.e., at ∈
⋃

∀i Li, which may grow linearly with the

number of subnetworks. As mentioned before, to keep the policy scalable, we con-

sider a hierarchical design where the action only specifies a particular region of one

subnetwork where should the data ferry be navigated to; however the subnetwork

index is controlled by an upper layer policy. For example, one can use existing

ferry route design algorithms [113] to obtain a subnetwork sequence that optimizes

certain performance metrics.

Under such an hierarchical design, the action space is divided into two subsets:

“follow” actions Af = {“follow” 0, “follow” 1, . . . , “follow” n} and “switch” actions

As = {“switch” 0, “switch” 1, . . . , “switch” n}, where “follow” j means to navigate

to region j of the current subnetwork to follow the current group of nodes, and
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“switch” j means to switch to region j of a new subnetwork specified by the upper

layer policy. The reason to allow for switching is that occasionally, the group of nodes

may wander away from their usual regions, which will cause consecutive contact

misses, and it may be more efficient to move on to other subnetworks first and

revisit this subnetwork later. In the case where skipping a node is undesirable (e.g.,

data have hard deadlines), one can simply remove the switch actions from the action

space. The set of feasible policies allowing switching includes the set of policies not

allowing switching, and thus the optimal performance of the former gives an upper

bound of the latter. Therefore, the overall action space is given by A = Af ∪As.

5.3.4 Observation Model

The onboard sensor produces a binary observation per time slot. Let ot ∈ O = {0, 1}

denote the observation in slot t, where ot = 1 means “contact successful” and

ot = 0 means “contact miss”. Then, under the perfect sensing, ot = 1 if and only if

at−1 = st, i.e., the region the ferry decides to navigate to (one slot earlier) coincides

with the region the node should move to. Note that in general, the data ferry

may miss a node even if it is within the sensing range, which can be modeled by a

randomized observation model ot = 1 with certain probability if at−1 = st.

5.3.5 Payoff Function

The payoff function represents the goal of control. Since the job of a data ferry is

to ferry data among different groups of nodes in multiple subnetworks, an intuitive

goal is to maximize the total number of effective contacts, which is defined as the

first contact after switching the targeted subnetwork domain. Note that this effec-

tively prevents the trivial case of being stuck with the same group of nodes in one

subnetwork, since only the first of each run of consecutive contacts within the same
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Figure 5.2: An example of the defined effective contacts. Marks of the same
color represent consecutive contacts with the same group of nodes in one
subnetwork.

subnetwork counts, as illustrated in Figure 5.2. Under this payoff structure, we note

that it is not sufficient to only know whether the data ferry meets the targeted group

of nodes or not, but we also need to know whether the contact is effective or not.

Let 1t ∈ {0, 1} denote such an indicator, where 1t = 1 means effective contact and

1t = 0 otherwise. The payoff function r(ot, 1t) is given by:

r(ot, 1t) = ot · 1t =





1 if ot = 1 ∩ 1t = 1,

0 if ot = 0 ∪ 1t = 0,
(5.1)

which gives unit reward if and only if there is an effective contact.

Based on the payoff function, we can calculate the cumulative payoff over a

design horizon H , which is a period of time the data ferry is optimized upon. In

this chapter, we consider the discounted reward over the horizon H as:

RH , E

[ H∑

t=1

κtr(ot, 1t)

]
, (5.2)

where κ ∈ (0, 1) is a discount factor specified by the application. Note that this

payoff function has not taken into account the punishment. We can generalize it

to include a cost for each action to study performance-energy tradeoff for instance,

which will be left for future work.
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5.4 Problem Statement and Optimal Policy

Given the framework developed in Section 5.3, the problem is to design a control

policy for dynamic mobility control. A policy π is a sequence of mappings that map

all the available information, including past actions a1:t−1 and observations o1:t−1,

to a new action at in each time slot, i.e., π = {πt}|Ht=1, and

πt

(
o1:t−1, a1:t−1

)
= at, (5.3)

where we use xt1:t2 to denote the vector (xt1 , . . . , xt2) where t1 ≤ t2. We further

denote the expected cumulative payoff under a policy π by

Rπ
H

∆
= E

[ H∑

t=1

κtr(ot, 1t)
∣∣at = πt

(
o1:t−1, a1:t−1

)]
, (5.4)

where the expectation is taken over all possible data ferry movements and observa-

tions.

Now, the problem is to find a policy π that maximizes Rπ
H over all feasible

policies for a predetermined design horizon H . In the following discussions, we

introduce the belief updates within each time slot and the way to compute the

optimal policy through value iterations.

5.4.1 Belief Updates

It is known that the sufficient statistics for the past information is the belief vector

(also called belief state, or simply belief) bt, which is the posterior distribution of

the movement of the (current) group of nodes given all their past observations, i.e.,

bt =

{
Pr
(
st = j|o1:t−1, a1:t−1

)}

j∈L

. (5.5)
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Figure 5.3: The order of action, state transition, and observation during one
time slot (i.e., one sensing period).

Enriched with the indicator 1t, we obtain a new state (bt, 1t) which is the state the

data ferry will act upon.

To understand the control process, let us zoom in to one slot starting with

some initial state (bt, 1t), as illustrated in Figure 5.3. At the beginning of the tth

time slot, the data ferry chooses the next action based on its policy at = πt(bt, 1t)

and moves accordingly. At the same time, the group of nodes in each subnetwork

also move according to its own mobility pattern represented by state transition

matrix P , and they will reach a new belief state P Hbt by the end of the tth time

slot. However, if the action for the data ferry at the beginning of the tth time slot

is to choose to switch to a new group of nodes in a new subnetwork domain, then

the targeted subnetwork, or the “current group of nodes”, changes, and its belief

of the new group of nodes is reset to the limiting distribution b0 (assume it exists)

while the indicator 1t is also reset to 1. Combining these two cases give the state

transition specified by function ω1 as:

(b′t, 1′t) = ω1

(
bt, 1t|at

)
=





(P Hbt, 1t) if at ∈ Af ,

(b0, 1) if at ∈ As,
(5.6)

where the fist condition exists if the action for the data ferry at the beginning of

the tth time slot is to “follow” the same group of node, and the second condition is

to ask the data ferry to “switch” the targeted subnetwork domain.

At the end of the tth time slot, the data ferry takes an observation ot and
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earns a unit reward if effective contact occurs. The expected payoff is given by

rt = r(b′t, 1′t, at) = 1′tb
′
t. (5.7)

In addition, the data ferry will update its belief vector according to the Bayesian

rule. The Bayesian update (b′′t , 1′′t ) = ω2(b
′
t, 1′t|at, ot) is given by:

(b′′t , 1′′t ) = ω2

(
b′t, 1′t|at, ot

)
=






(eat
, 0) if ot = 1,

(
[b′t]\at

, 1′t
)

if ot = 0,
(5.8)

where let ea denote the unit vector with 1 at the ath element and 0 elsewhere, and

[b′t]\a be the belief vector derived by setting the ath element of b′t to 0 followed

by vector normalization. The physical meaning of this update comes from the

observation ot, where the successful contact ot = 1 will give the data ferry complete

knowledge of the location of the group of nodes, i.e., the specific region of the

subnetwork, therefore setting the corresponding element of the belief vector to 1.

However, if the data ferry fails to catch the group of nodes, it will also know the

target group of nodes is not in the region where the ferry is currently located,

however it is not aware of the exact location of the group of nodes, and therefore

normalizing the rest of the belief vector elements.

The updated state is (b′′t , 1′′t ) then used as the new state for the next time

slot:

(bt+1, 1t+1) = (b′′t , 1′′t ), (5.9)

and the whole process repeats. Note that instead of one belief update per step (which

combines the Bayesian update at the end of a slot with the state transition in the

next slot) as in classic POMDP, there are two updates in our problem because the

overall belief update consists of two parts: the self- belief update of the data ferry

based on the current action (ω1), and the observation of the data ferry with/without
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the presence of the target group of nodes (ω2).

5.4.2 Optimal Policy and Value Iteration

Let value function VH(bt, 1t) denote the cumulative payoff over horizon H starting

from state (bt, 1t). Then the optimal value function must be the solution of the

value iteration (VI) in the following form [119]:

VH(bt, 1t) = κ max
at∈A

[
r (b′t, 1′t, at) +

∑

ot

Pr (ot|b′t, at) VH−1 (b′′t , 1
′′
t )

]
, (5.10)

where the probability of contact successful is given by the value of element at in

belief vector b′t after the transition of mobility matrix P , and the probability of

contact miss is given by that of one minus the value of element at in belief vector

b′t, as:

Pr(ot|b′t, at) =





b′t(at) if ot = 1,

1− b′t(at) if ot = 0.
(5.11)

And the optimal policy must be the one achieving the optimal value function, i.e.,

πH(bt, 1t) = arg max
a∈A

[
r (b′t, 1′t, at) +

∑

ot

Pr(ot|b′t, at)VH−1 (b′′t , 1
′′
t )

]
. (5.12)

For infinite horizon H = ∞, it is known that the VI will converge as long

as the chosen discount factor κ ∈ (0, 1), and the limit V∞ gives the optimal sta-

tionary policy that maximizes the long-term total discounted payoff (the proof of

convergence could be found in conventional POMDP problem [114]). Therefore, we

are particularly interested in stationary policies, i.e., πt ≡ π, ∀t, which maximizes

the long-term payoff when H →∞. In later simulations, we are using finite design

horizon H = 20 to approximate the infinite case, due to the simulation finding of

policy convergence shown in Figure 5.4. It demonstrates the impact of discount
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Figure 5.4: Simulation result of the impact discount factor κ on the speed of
convergence of VI.

factor κ on the speed of convergence for VI. It is interesting to observe that for

relatively small κ < 0.5, design horizon H = 10 successfully guarantees relatively

fast convergence, compared with slow convergence H = 20 if κ is increased. Case

κ = 1 yields non-convergence case of the VI because the total discounted reward

becomes unbounded as design horizon increases.

5.5 Hardness Result and Efficient Heuristic Poli-

cies

It is known that to compute πH for arbitrary initial state is PSPACE-hard [120].

Without loss of generality, we assume the initial state is set as (b0, 1), (i.e., the data

ferry is aware of limiting distribution of the movement for the a group of nodes), then

it can be shown that the complexity is reduced to O(|A|H), where |A| denotes the
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number of actions. This is primarily because the number of reachable states grows

as |A|H−1 when value function (5.10) iterates at each step, and we need to optimize

value functions over |A| actions. Therefore, in order to compute the optimal policy,

the main difficulty comes from the fact that there is an infinite number of reachable

belief vectors which grows exponentially with the length of design horizon H .

The uniqueness of the proposed state transition structure allows the compu-

tation of belief points not on the entire belief simplex, but on the belief simplex

one dimension smaller, due to data ferry overstrains ot = {0, 1}. As seen in (5.8),

the successful contact will give the complete knowledge of the location of the group

of nodes and the unsuccessful contact (or miss) will inform the data ferry that the

target is not in the current region. Therefore, the belief simplex where belief points

may possibly appear will be reduced to one dimensional smaller than the entire

space.

As an illustrative example, Figure 5.5 shows a case with random walk mobility

model where forward/backward parameters are set to p = 0.1, q = 0.2 and each

subnetwork is partitioned in to 3 regions. Therefore, the belief simplex is a triangle.

From the simulation, it can be seen that sampled belief points only appear on

vertexes and edges of the belief simplex (however with one exception of the limiting

distribution which lies in the middle), which proves that observation ot can limit the

belief points to subspaces one dimension smaller than the original simplex.

It is worth noting that the policy the data ferry would follow is computed off-

line. This is primarily because that policy computation requires two major elements:

one is the space quantization, i.e., how each subnetwork domain is quantized to a

few regions with the size of the sensing rage of the data ferry, and the other one

is the selection of the belief set, i.e., the representative beliefs need to be selected

from the multi-dimensional belief simplex, which serve as the foundation for policy

computation, or value iteration in particular.
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Figure 5.5: The set of reachable belief vectors in 3-D belief simplex where
considered parameters are n = 2, p = 0.1, q = 0.2, and 6 iterations for VI.
Legend ◦ represents a reachable belief vector.

5.5.1 Algorithm Description

Since the policy is computed off-line, how well this algorithm approximates the

optimal policy highly depends on the selection of the belief set B, which includes

both the dimension |B| and the sampling mechanism for each belief vector. Ide-

ally, B should represent all the reachable belief vectors during the online data ferry

navigation. Nevertheless, as introduced earlier, computing the policy over design

horizon H requires the value iteration of all previous value functions, i.e., the num-

ber of reachable belief vectors grows exponentially over time. This imposes the big

challenge for optimal policy calculation and proves PSPACE-hard [120]. Therefore,

certain approximation method has to be used to select representative beliefs over the

entire belief simplex. Grid-based algorithms [121] have been proposed which limit
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VI to only a set of belief points sampled from the belief simplex. Nevertheless, it

does not specify how to obtain the corresponding value function of the un-sampled

belief points, which would possibly happen when the data ferry is online navigated.

To this end, we propose a nearest-neighbour quantization approach which

approximates the values of un-sampled beliefs in (5.10) by the values of the nearest

belief samples, i.e.,

b̂
′′

k,o ← arg min
j=1,2,...,|B|−1

‖bj − b′′k,o‖, ∀bj ∈ B, (5.13)

where bj belongs to a predetermined set of belief points B = {b0, b1, . . . , b|B|−1} with

dimension |B|, and 2-norm is used to calculate the distance between two beliefs.

Algorithm 1 shows the flow of computing suboptimal policy πH , where ǫ is the

application defined parameter for convergence condition and time index t is implied.

5.5.2 The Complexity

The complexity of the proposed heuristic VI algorithm for policy computation is

relative small, due to the following reason. Given the finite design horizon H = 20,

the value iteration will cease within finite steps, and thus although the number of

belief points, and later the number of the value functions needs to be computed will

grow exponentially, given the finite number of sampled beliefs, this would still be

of the reasonable size. Mathematically, the complexity of the algorithm, i.e., the

number of basic calculations, is given by:

O

(
2H|B||A|

)
, (5.14)

where in the following simulations |B| = 50, |A| = 5, H = 20, the typical computa-

tion will be around 10000 times basic calculations.
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Algorithm 1 : Approximated VI based on belief sampling on the reduced the
simplex

1: Initialize: H = 1, ǫ > 0, κ ∈ (0, 1), V̂H ← 0
2: for all bk ∈ B, where k = 0, 1, . . . , |B| − 1 do
3: for all 1 ∈ {0, 1} do
4: for all a ∈ A do
5: compute b′′k,o in (5.8) for o = 0 and o = 1
6: if ∄b′′k,o ∈ B then

7: b̂
′′

k,o ← arg minj ‖bj − b′′k,o‖, ∀bj ∈ B.
8: end if
9: update:

QH(bk, 1, a) = r (b′k, 1′, a) +
∑

o

p(o|b′k, 1′)V̂H−1

(
b′′k,o, 1′′

)

10: end for
11: V̂H(bk, 1)← maxa∈A κQH(bk, 1, a)
12: if H ≥ 20 then
13: continue in Step 3;
14: end if
15: if ‖V̂H(bk, 1)− V̂H−1(bk, 1)‖ < ǫ then
16: continue in Step 3;
17: else
18: H ← H + 1
19: end if
20: end for
21: end for
22: Return: policy πH .

5.6 Simulation Results

We assess the performance of the proposed POMDP model for mobile data ferry

control problem by a case study, where there are ns = 3 disjoint subnetworks (range

50 miles), each of which contains a group of moving nodes. Each subnetwork is

further partitioned into five regions, which corresponds to five action states for the

data ferry, i.e., A = {0, 1, 2, 3, 4} and |A| = 5, which will be tuned later. Design

parameters include discount factor κ = 0.7 and design horizon H = 20. 1-D random

walk [122] mobility model is used with forward/backward parameters p, q, as shown

in Figure 5.6. An example of 3-state transition matrix P under this mobility model
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Figure 5.6: The state transition diagram for the considered random walk mo-
bility model, with forward parameter p and backward parameter q. S0, . . . ,Sn

denote the state of each group of nodes, or the geographic location within each
subnetwork, where the data ferry should navigate to.

is like:

P =




1− p p 0

q 1− p− q p

0 q 1− q




(5.15)

Two illustrative examples to demonstrate the real-time data ferry navigation

with different mobility patterns are shown in Figure 5.7(a) and Figure 5.7(b), where

mobility parameters are set differently to distinguish two special cases, (a) symmetric

mobility pattern, and (b) bias mobility pattern. The more bias mobility patterns

p = 0.1, q = 0.8 gives higher probability of contact, and the other case of p = 0.3, q =

0.3, the relatively symmetric mobility, leads to more ineffective navigations/misses.

Furthermore, the plot exhibits positive correlation between the randomness of the

movements of the group of nodes, and that of the movement of the data ferry,

suggesting that the proposed controller is indeed able to control the data ferry to

navigate among groups of nodes and successfully adapt to group mobility patterns.

We compare our proposed algorithm with two other benchmark policies. The

first one is the predetermined switching policy, referred as “Switching policy” in

the simulation, where the data ferry keeps switching among the most likely re-

gions (which is the location with the maximum value of the limiting distribution,
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Figure 5.7: Two simulated trajectories of the data ferry, where three groups
of nodes move within three disjoint 1-D subnetworks. Conspired mobility
patterns include (a) p = q = 0.3, and (b) p = 0.1, q = 0.8.
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or max b0) of different subnetworks that groups of nodes belong to, regardless of the

observation. The other one is to use the similar VI algorithm specified in Algorithm

1, whereas the random sampling mechanism of representative belief points on the

entire simplex is enforced, referred as “Random sampling” in the simulation.

Figure 5.8 illustrates the impact of different belief sampling techniques on the

policy calculation, by comparing the proposed reduced subspace belief sampling with

the one on the entire simplex, together with switching policy, w.r.t. the number of

samples |B| under two different mobility models (localized case and relatively random

case). Compared with sampling on the entire simplex with no prior-knowledge on

belief state, our scheme outperforms by 15% on both mobility patterns. This gain

increases to 30% if compared with switching policy. The limit gain for the localized

mobility pattern is 20.5% and 33.6% if our scheme is compared with the random

sampling scheme and the switching policy; meanwhile, the limit gain for the random

mobility pattern is 25.5% and 38.6% respectively. The reason of lower limit gain for

localized mobility pattern is because of the potential benefits our POMDP model is

lack of for the degree of node randomness. On the other hand, for a fixed scheme,

a larger number of samples result in higher reward due to less error incurred in

belief quantization, but this increase is slight which suggests the proposed policy

computation algorithm is robust to the selection of representative beliefs. To achieve

these gains, it is worth noting that our proposed algorithm does not require any

further computation complexity compared with “Random sampling”, and will be

performed off-line, same as “Switching policy”.

Figure 5.9 shows the impact of state partitioning on total discounted re-

ward, w.r.t. different mobility models and the number of actions |L|, while chang-

ing mobility parameters p, q. Two cases are compared, bias mobility pattern

(p = 0.8, q = 0.1), and symmetric mobility pattern (p = 0.3, q = 0.3). For fixed

geographical area, a larger number of partitioned regions, or larger |L|, represents a
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smaller sensing range of the data ferry; however, for fixed sensing range, it represents

a larger field of subnetwork. Nevertheless, both above scenarios correspondingly in-

crease the obscurity of data ferry navigation, or beliefs. This is because the larger

dimension of belief vector, the more obscurity the data ferry will encounter if it

misses the targeted group of nodes, so that the next control policy is not wise

enough to make effective navigation decisions. This will decrease the value of total

discounted rewards. However, if we make the mobility model more bias by using

more divergent values for p, q, the decay with |L| greatly slows down. This is be-

cause under more bias mobility, the controller can predict the location of the group

of nodes relatively more accurately within a small neighbourhood, and the size of

the entire subnetwork no longer matters as much. Again, switching policy performs

the worst in both cases compared with our proposed scheme.
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5.7 Summary

In this chapter, the problem of dynamic control of data ferries under partial obser-

vations is investigated with the goal of bridging communications between multiple

disconnected mobile subnetworks. A comprehensive model of the control framework

using POMDP is proposed based on which the structure of the optimal policy is

studied and an efficient heuristic policy is proposed. Simulation results show that

the proposed scheme achieves significantly more successful contacts when compared

with the switching policy as the bottom line.
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Chapter 6

Conclusions and Future Work

M
ULTI -hop wireless networks are usually defined as a collection of nodes

equipped with radio transmitters, which not only have the capability to

communicate each other in a multi-hop fashion, but also to route each others’

data packets. The idea of multi-hop wireless networking is sometimes also called

infrastructure-less networking, since nodes in the network dynamically establish

routing among themselves to form their own network “on the fly.”

6.1 Conclusions

This Ph.D. dissertation mainly investigates two important aspects of research issues

for multi-hop wireless networks, namely: (1) network protocols and (2) network

management. All research work have been conducted under some cross-layer de-

sign paradigms to ensure the notion of service quality, for instance the quality of

service (QoS) in WMNs for backhaul applications and the quality of information

(QoI) in WSNs for sensing tasks. Throughout the presentation of this Ph.D. disser-

tation, different network settings have been used as illustrative examples, however

the proposed algorithm, methodologies, protocols, and models are not restricted in

the considered networks, but rather have wide applicability, as discussed in each
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Chapter.

Chapter 2 proposed a novel cross-layer design solution integrating the dis-

tributed scheduling and QoS routing algorithms, while using WMNs as an illustra-

tive example. It has been shown in extensive simulations that the proposed approach

has significant performance gain compared with conventional network protocols and

other recent research outputs. This heuristic approach successfully guarantees QoS

supports, and at the same time it opened up another dimension of research to per-

form admission control since arbitrary large number of connections are not allowed in

any multi-hop wireless networks, from which Chapter 3 is motivated. Chapter 3 pro-

posed a generic admission control methodology, where the network is modelled as a

black box and potential admission impact on existing connections’ QoS experience is

accurately estimated. Next, this Ph.D. research extends its contribution in Chapter

4, where a negotiation-based network management framework is introduced, bridg-

ing applications’ service quality demands and the network resource management,

while using WSNs as an illustrative example. Finally, this dissertation extends its

focus from how to maintain service quality in one single subnetwork to multiple

subnetworks, when they are disconnected or even mobile. Therefore, the issue of

inter -domain communications for multiple, disconnected, mobile subnetworks were

addressed in Chapter 5 to maintain the service quality by using controlled, sensor-

mounted data ferries to maximize the overall network throughput.

In conclusion, this Ph.D. dissertation focused on maintaining service qual-

ity in several cross-layer design solutions for multi-hop wireless networks, i.e., the

proposed models, algorithms, methodologies are not restricted in using information

from a single protocol layer, but touch upon multiple layers to improve the overall

design efficiencies.
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6.2 Future Work

Following the investigations described in this Ph.D. dissertation, a number of re-

search topics could be taken up; and these topics include but are not limited to:

1. For problems of the admission control algorithm, questions still remain include:

(a) the stability and robustness issues of the proposed GAC methodology,

i.e., how long does it take for the system to stabilize and does the system

support?

(b) the impacts of the dynamics of the problem, i.e., different network setting,

on the propose GAC methodology;

(c) the analytical model to capture the impacts of statistics feedback delay

and statistics collection time on network performance, i.e., borrowing

ideas from the theoretical control research to quantify the feedback delay

in a mathematical way.

2. For the network O&M research, questions still remain including:

(a) to study the impacts of distributed duty-cycling policies on defining QoI

network capacity and facilitating negotiation. The primary reason facil-

itating such research directions is because that duty-cycling changes the

capacity of the network beyond that is caused by the number of tasks

and their respective QoI requirements;

(b) to design the duty-cycling policy in an intelligent manner in consider the

QoI network capacity a time-varying variable, to tune the duty-cycling

algorithm as a part of performing negotiation, and finally to tune the

duty-cycling behavior on a spatiotemporal (stressing the “spatio-” part)

basis given the QoI required by the waiting task;
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(c) to explore the energy consumption v.s. the decrease of blocking probabil-

ity trade-off, i.e., if the sensors are with power supply, ultimately in this

intruder detection scenario, the blocking probability would be 0, however

this is not the case in the real world, and thus certain compromise should

have to be reached.

3. For problems within the areas of inter-domain communications by mobile data

ferries, questions still remain including:

(a) to improve and analyze the proposed heuristic policies;

(b) to analyze how far away the proposed heuristic policies can achieve com-

pared with the optimal policy;

(c) to extend the exiting model to capture the more actual realistic scenarios,

like limited buffer size of the data ferry;

(d) to evaluate the proposed policies on real mobility traces;

(e) to embed other design goals beside the overall network throughput, like

the delay bound, into the control framework.

All these research areas are very interesting and important as further exten-

sion to this Ph.D. dissertation, and the author would be very interested to vividly

explore for the future career path.
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