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Abstract

Recent developments in the analysis of large Markov models facilitate the fast approximation of transient
characteristics of the underlying stochastic process. So-called fluid analysis makes it possible to consider pre-
viously intractable models whose underlying discrete state space grows exponentially as model components
are added. In this work, we show how fluid approximation techniques may be used to extract passage-time
measures from performance models. We focus on two types of passage measure: passage-times involving in-
dividual components; as well as passage-times which capture the time taken for a population of components
to evolve.

Specifically, we show that for models of sufficient scale, passage-time distributions can be well approximated
by a deterministic fluid-derived passage-time measure. Where models are not of sufficient scale, we are
able to generate approximate bounds for the entire cumulative distribution function of these passage-time
random variables, using moment-based techniques. Finally, we show that for some passage-time measures
involving individual components the cumulative distribution function can be directly approximated by fluid
techniques.
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1. Introduction

Passage-time or response-time distributions are some of the most sought-after quantitative performance
measures of a system. Passage-time quantiles form the basis of many service level agreements (SLAs) in
the telecommunications and other industries, e.g. a broadband connection should be successfully established
within 2 seconds, 95% of the time.

However, analysis of such industrial-scale systems requires the ability to deal with massive underlying
discrete state spaces which grow exponentially as system components are added to the model. Indeed the
capability of traditional explicit state-space techniques for computing passage-time distributions is quickly
exceeded [1].

Fluid analysis of performance models offers the exciting potential for the analysis of massive state-spaces
at small computational cost. We consider the case of massively parallel Markov models that consist of
synchronising groups of component Markov chains. In this case, fluid analysis involves approximating the
underlying discrete state space with continuous real-valued variables and describing the transient evolution
of those variables with ordinary differential equations (ODEs). Specifically, the solution to the ODEs is an
approximation to certain discrete stochastic processes which count the number of Markov chain components
in the model which are in a given state.

It has previously been shown that many passage-time measures are equivalent to the time-to-extinction of
a certain set of components within a modified model [2]. This is a quantity which, using fluid analysis
techniques, can be approximated by the time it takes for a component of the system of ODEs to reach zero.
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In Section 2, we build upon the notion of a global passage time as a means of capturing system-wide passages.
We show how they can be approximated by fluid analysis as a time-to-extinction measure. We create a limit
relationship for the global passage-time expression. In particular, we show that, in a limit of increasing
model size, the CTMC passage time densities converge to a deterministic distribution which matches the
deterministic approximation of the fluid technique (Section 3).

From this work, we confirm that a solely deterministic representation of a random variable passage time
has shortcomings. Specifically, there is no longer a notion of probability distribution in an ODE solution
for what is, after all, a stochastic quantity. This, is the motivation for the second contribution of the paper
(Section 2.1.2 and 4.3), which provides efficient approximate upper and lower bounds on the cumulative
distribution function of the entire passage-time.

Section 2 also shows how individual passage times can track the evolution of single components in massively
parallel systems. For these individual passage times the entire cumulative distribution function can be well
approximated by fluid analysis. In Section 3, we provide convergence proofs for both global and individual
passage-times. Section 4 contains a client–server worked example which demonstrates and compares all the
passage-time calculation techniques in operation.

In summary, we aim to provide a machinery for the systematic approximation of passage times in performance
models with underlying state-space sizes well beyond the capabilities of existing techniques. In order to
accomplish this we will use the stochastic process algebra, PEPA, to express the types of massively parallel
system that we wish to analyse.

1.1. Introduction to PEPA

We begin by introducing PEPA [3, 4], which is a simple stochastic process algebra, but one which has
sufficient expressiveness to model a wide variety of systems, including multimedia applications [5], mobile
phone usage [6], GRID scheduling [7], production cell efficiency [8] and web-server clusters [9] amongst others.
It is particularly adept at capturing large parallel software systems, such as peer-to-peer networks [10], to
which the style of fluid analysis considered here is particularly suited.

As in all process algebras, systems are represented in PEPA as the composition of components which
undertake actions. In PEPA the actions are assumed to have a duration. Thus the expression (α, r).P
denotes a component which can undertake an α-action, at rate r to evolve into a component P . Here
α ∈ A where A is the set of action types and P ∈ C where C is the set of component types. The rate r
is interpreted as a random delay sampled from an exponential distribution with parameter r. This means
that the stochastic behaviour of the model is governed by an underlying continuous-time Markov chain, the
explicit definition of which will be given later in this section.

PEPA has a small set of combinators, allowing system descriptions to be built up as the concurrent execution
and interaction of simple sequential components. The syntax of the type of PEPA model considered in this
paper may be specified formally using the grammar:

S ::= (α, r).S | S + S | CS

P ::= P ⊲⊳
L

P | P/L | C
(1.1)

where S represents a sequential component and P represents a model component which executes in parallel.
C stands for a constant which denotes either a sequential component or a model component as introduced by
a definition. CS stands for constants which denote only sequential components. The effect of this syntactic
separation between these types of constants is to constrain legal PEPA components to be cooperations of
only sequential processes.

The structured operational semantics can be found in [3, Chap. 3]. A brief discussion of the basic PEPA
operators is given below:
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Prefix The basic mechanism for describing the behaviour of a system with a PEPA model is to give a
component a designated first action using the prefix combinator, denoted by a full stop. As explained,
(α, r).P carries out an α-action with rate r, and it subsequently behaves thereafter as P .

Choice The component P + Q represents a system which may behave either as P or as Q. The activities
of both P and Q are enabled. The first activity to complete selects the path to be executed in the
model: the other possible path is discarded. The system then proceeds by taking on the behaviour of
the derivative resulting from the evolution of the chosen component.

Constant It is convenient to be able to assign names to patterns of behaviour associated with components.
Constants are components whose meaning is given by a defining equation. The notation for this is

X
def

= E. This also allows the recursive definition of components, for example, X
def

= (α, r).X performs α
at rate r forever.

Hiding The possibility to abstract away some aspects of the behaviour of a component is provided by the
hiding operator, denoted P/L. Here, the set L identifies those activities which are to be considered
internal or private to the component and which will appear as the hidden action type τ in the transition
system of the model. We will not consider hiding further in this paper although the hiding translation
of [11] to fluid model would work in this context.

Cooperation We write P ⊲⊳
L

Q to denote cooperation between P and Q over L. The set which is used
as the subscript to the cooperation symbol, the cooperation set L, determines those activities on
which the components are forced to synchronise. For action types not in L, the components proceed
independently and concurrently with their enabled activities. We write P ‖ Q as an abbreviation for
P ⊲⊳

∅
Q, where P and Q execute in parallel.

Fundamental to PEPA is the notion of apparent rate, rα(P ), which measures the observed rate that a process,
P , executes an action, α. This defines the rate that a cooperating process sees and is therefore integral to
the speed of cooperation between processes. A formal definition can be found in Appendix A.1.

In process cooperation, if a component enables an activity whose action type is in the cooperation set it will
not be able to proceed with that activity until the other component also enables an activity of that type.
The two components then proceed together to complete the shared activity. Once enabled, the rate of a
shared activity has to be altered to reflect the slower component in a cooperation. Within the cooperation
framework, PEPA assumes bounded capacity: that is, a component cannot be made to perform an activity
faster by cooperation, and the rate of a shared activity is defined as the minimum of the apparent rates of
the activity in the cooperating components. This is discussed in more detail in [3].

In some modelling situations, the rate of a shared activity is determined by only a subset of components in a
cooperation (the active partners). Other components may be passive partners in this cooperation. It is then
only the ability of the passive partners to perform the shared action which is required for it to be able to
proceed; the stochastic duration of the shared action is otherwise determined solely by the active partners.
We do not consider passive cooperation in this paper since it is tricky to handle in a fluid analysis context,
although we have a successful approach which could be applied to passage-time analysis as well [12].

1.1.1. Execution strategy

For a given PEPA component C, we define its derivative set ds(C) as the set of components reachable
from C. That is, ds(C) is the smallest set of components such that C ∈ ds(C) and if for any C1 ∈ ds(C),

C1
(α, r)
−−−→ C2 then C2 ∈ ds(C).

For a given PEPA component C, we may then naturally construct its derivation graph, a labelled and
directed multigraph. The nodes of this multigraph are the derivative states of C, that is, the set of nodes is
ds(C). Two nodes in the multigraph, say C1 and C2 ∈ ds(C), have a directed arc between them for every
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transition C1
(α, λ)
−−−→ C2. The label of this arc is then the activity corresponding to the transition, that is,

(α, λ).

The derivation graph can then be interpreted naturally as a CTMC, whose states are given by the nodes
(i.e. derivative states) and each arc represents a transition at the rate of the activity labelling the arc. We
call this the underlying CTMC of the model. The full operational semantics of PEPA are presented in [3,
Chap. 3].

1.2. A Motivating Example

We consider the ubiquitous situation of many processors running in parallel, but each in regular need of
some resource (perhaps for example, communications channels or storage devices). The type of model we
wish to consider in this paper is one which exhibits massive parallelism. We present such a system below,
where a large number of parallel processors cooperate with a pool of parallel resources. In classical Markov
chain analysis of any variety, this would require exploration of the global state space and, even for such a
simple system, this quickly becomes computationally infeasible.

We capture the scenario of n processors cooperating on a task1 action with m resources with the following
PEPA system equation:

PR(n, m)
def
= Processor 0[n] ⊲⊳

{task1}
Resource0[m] (1.2)

where C[n] represents n parallel copies of component C:

C[n] := (C ‖ . . . ‖ C)
︸ ︷︷ ︸

n

(1.3)

Each processor is represented as a Processor0 component and each resource as a Resource0 component.
Each processor operates forever in a simple loop, completing two tasks in sequence, task1 and then task2:

Processor 0
def

= (task1, r1).Processor 1

Processor 1
def

= (task2, q1).Processor 0

The resources on the other hand first complete a task1 action also, but then complete a reset action:

Resource0
def

= (task1, r2).Resource1

Resource1
def

= (reset , q2).Resource0

The task1 action is a shared action between the processors and resources to model the situation of a processor
having to acquire a resource which it needs to complete its first task. The actions task2 and reset , on the
other hand, will not be shared, meaning they are completed independently and without synchronisation by
the processors and resources respectively. The cooperation over task1 is an instance of active cooperation
and, for the simplest case of n = m = 1, completes at rate min(r1, r2) according to the operational semantics
of PEPA [3].

Still in the case of n = m = 1, Figure 1 gives the underlying CTMC explicitly, adopting the shorthand Pi

for Processor i and Ri for Resourcei.

The model PR(n, m) has n processor components and m resource components, each of which can be in one
of two states, so the underlying CTMC of this simple model has 2n+m states, that is, exponential growth
in the number of processors and resources. Such rapid growth in the size of the state space for models of
only modest description is known as the state space explosion problem. It would of course be even more
pronounced for more realistic and detailed models of distributed systems.

In this paper, we are going to extract passage time densities and distributions from such a model description
without having to expand the global state space. We will show that, using fluid techniques, we can answer
two types of passage-time question:
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P0 ⊲⊳
{task1}

R0

P1 ⊲⊳
{task1}

R1

P0 ⊲⊳
{task1}

R1 P1 ⊲⊳
{task1}

R0(task1, min(r1, r2))

(reset, q2)(task2, q1)

(task2, q1)(reset, q2)

Fig. 1: Underlying CTMC for simple processor/resource model

Global passage time. What is the probability that half the processors have executed at least one task1

action by time t.

Individual passage time. What is the probability that any individual resource has completed five reset
actions by time t.

We will introduce these two classes of passage-times in Section 2. In Section 3 we will show, in the case
of global passage times, that there is a passage-time limit relation that can be expressed for models such
as PR(2n, n) such that in the limit of n → ∞ the sequence of passage-time densities will converge to a
deterministic distribution. For models where n is not large enough for this to be an accurate approximation,
we will also show that it is possible to estimate easily-calculated bounds on the CDF of the passage time,
again using fluid techniques.

In the case of individual passage times, we will also show that fluid analysis can be used to approximate the
cumulative distribution function of the passage-time measure directly.

1.3. Fluid Analysis of PEPA Models

Fluid analysis captures the number of components in a particular derivative state of a PEPA model as
the system evolves. The evolution of the PEPA components is described by a set of ordinary differential
equations, derived directly from the PEPA model description. These differential equations are easy to
solve numerically and provide a straight-forward approach to analysing massive performance models. Fluid
semantics for PEPA, first introduced by Hillston [13], have since been extended and developed in a number
of different directions in the literature [14, 15, 11]. Furthermore, similar ideas have been applied in other
stochastic process algebra [16, 17] and stochastic Petri net [18] formalisms.

From Hayden et al. [11], we conservatively extend the standard PEPA grammar of Equation (1.1) to support
explicit identification of component groups using component group labels, defining the notion of a grouped
PEPA model. These component groups will be used to identify the parallel component populations of the
Markov model, and thus the level at which fluid analysis is performed.

1.3.1. Grouped PEPA models

We begin by defining a component group D, which is simply a parallel cooperation (involving no synchro-
nisation) of standard PEPA components P :

D ::= D ‖ D | P (1.4)

A grouped PEPA model M is then an arbitrary combination of labelled component groups:

M ::= M ⊲⊳
L

M | Y {D} (1.5)
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where L is a set of action types. The term Y {D} is a labelled component group and extends the original
PEPA syntax. Y is a unique component group label drawn from some sufficiently large label set. Action
hiding at the level of grouped PEPA models is discussed in detail in [11] and would equally apply here.

The operational semantics for this augmented version of PEPA are the natural extension of the standard
PEPA operational semantics [3] and are given formally in [11]. The only difference is that the explicit
identification of component groups is maintained as the model evolves. A flattening function, F(G), which
yields the corresponding standard PEPA model by simply removing the component group labels from the
grouped PEPA model G is defined formally in Appendix A.2.

The set of derivative states is defined similarly, but each derivative state also maintains its explicit component
group labelling. For example, we might represent the model PR(n, m) introduced earlier as the grouped
PEPA model:

PRG(n, m)
def

= Processors{Processor0[n]} ⊲⊳
{task1}

Resources{Resource0[m]} (1.6)

where the definition of the processor and resource components are as before. Note that F(PRG(n, m)) =
PR(n, m). That is, PR(n, m) has exactly the same operational semantics (and thus underlying CTMC) as
PRG(n, m), the only difference is that component groups are made explicit in the latter model.

As the model evolves, the component groupings are maintained, for example, one possible evolution and
grouped derivative state of this model is:

Processors{P0[n]} ⊲⊳
{task1}

Resources{R0[m]}
(task1, min(nr1, mr2)/nm)
−−−−−−−−−−−−−−−−−→

Processors{P1 ‖ P0[n − 1]} ⊲⊳
{task1}

Resources{R1 ‖ R0[m − 1]} (1.7)

The purpose of this simple syntactic extension to PEPA is to allow a much clearer presentation of the fluid
semantics. In this particular case, the two component groups (identified by the labels Processors and
Resources) specify that the fluid analysis will happen at the level of the P0, P1, R0 and R1 components.
That is, these are the four derivative states we will count copies of; there will be one differential equation
defined for each of these four component states.

We now define some key functions of a grouped PEPA model that will be used to generate the fluid model
in Definition 1.4. The table below provides some short definitions; formal definitions can be found in
Appendix A.3. In the examples below, we have adopted the further shorthand for the component group
labels, P for Processors and R for Resources.

G(G) The set of all component group labels in the grouped PEPA model G, e.g.
G(PRG(n, m)) = {P, R}.

B(G, H) The set of all local standard PEPA component states in the component group of G
which has group label H , e.g. B(PRG(n, m), P) = {P0, P1}.

B(G) The set of all pairs whose first element is a component group label and whose sec-
ond is a local standard PEPA component in the group specified by that label, e.g.
B(PRG(n, m)) = {(P, P0), (P, P1), (R, R0), (R, R1)}.

N (G) The number of all possible local standard PEPA derivative states in each group of G,
representing the number of differential equations in the fluid model. Thus N (G) =
|B(G)|. e.g. N (PRG(n, m)) = 4.

S(G, H) The size of the component group with label H . That is, the number of parallel
components in the group, e.g. S(PRG(n, m), P) = n.

S(G) The total size of all component groups in G, e.g. S(PRG(n, m)) = n + m.

Dα(G) For a given action type, α ∈ A, the structural depth of a grouped PEPA model, which
is the largest number of cooperations involving α, whose immediate effect can be seen
by a standard PEPA component enabling an α-action within some component group,
e.g. Dtask1

(PRG(n, m)) = 1. See Appendix A.3 for details.
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1.3.2. Deriving ODEs from grouped PEPA models

In this section, we present the fluid translation for PEPA models using the grouped PEPA model framework.
We will introduce the following key rate and probability functions based on grouped PEPA model evolution.

Rα(G, E, H, P ) The component rate function measures the local rate at which component
state P in group H performs an α action in the context of the cooperation
within the wider grouped PEPA model G (using counting function E).

pα(P, Q) The derivative weighting function measures the probability that compo-
nent P evolves to component Q in one α-transition.

rα(G, E) The count-oriented apparent rate function measures the total rate of α
being produced by grouped model G (using counting function E).

The quantities which will be subject to the fluid approximation are exposed through an aggregation of a
grouped PEPA model’s state space. Considering PRG(n, m) again, we see there are n × m different ways
the initial shared task1 action can be performed because it involves exactly one P0 and exactly one R0

component. Each of these transitions occurs at rate:

1

n

1

m
min(nr1, mr2)

The aggregation collects states together based on the number of each type of component in each component
group. In the case of PRG(n, m), we might represent the initial aggregate state informally as “n×P0, 0×P1,
m×R0 and 0×R1 components”. All of the n×m transitions above would thus become one transition from
the aggregate state “n× P0, 0 ×P1, m×R0 and 0 ×R1 components” to the aggregate state “(n− 1)×P0,
1 × P1, (m − 1) × R0 and 1 × R1 components” at aggregate rate min(nr1, mr2). This aggregation process
constructs an underlying aggregated CTMC. For example, Figure 2 shows the underlying aggregated CTMC
for the 2-processor/2-resource model, PRG(2, 2).

In general and more formally, it has been shown [11, Theorem 2.12] that the underlying CTMC of a grouped
PEPA model can always be aggregated according to the component counts. That is, two states G1 and
G2 ∈ ds(G) are aggregated if and only if they have the same number of each type of standard PEPA
component in each component group. Then each state of the underlying aggregated CTMC of a grouped
PEPA model can be uniquely determined by the model’s initial state G and a function E ∈ B(G) → Z+

which counts the number of standard PEPA components of each type currently active in a given component
group. Conversely, note that not all such functions specify valid states in the underlying aggregated CTMC
(for example, if it specifies a total number of components in a component group that exceeds the component
group’s size, or specifies an otherwise unreachable CTMC state).

We may then define the component rate function for a grouped PEPA model G, which calculates the
aggregate rate at which a standard PEPA component P within a component group H completes an action
α, in the aggregate state specified by E. This is needed to describe the rate of evolution of a component
group from one derivative state to the next when constructing the fluid model.

Definition 1.1 (Component rate function). Let G be a grouped PEPA model. For (H, P ) ∈ B(G), action
type α ∈ A and E ∈ B(G) → Z+ specifying the component counts, the component rate is Rα(G, E, H, P ),
defined as:

Rα(M1 ⊲⊳
L

M2, E, H, P ) :=







Rα(Mi, E, H, P )
rα(Mi, E) min(rα(M1, E), rα(M2, E))

if H ∈ G(Mi) and α ∈ L, for i = 1 or 2

Rα(Mi, E, H, P )

if H ∈ G(Mi) and α /∈ L, for i = 1 or 2

Rα(Y {D}, E, H, P ) :=

{
E(H, P ) rα(P ) if H = Y and P ∈ B(G, H)

0 otherwise
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(0, 2)[1]

(1, 2)[2]

(2, 2)[1]

(2, 1)[2]

(1, 1)[4] (2, 0)[1]

(0, 1)[2] (1, 0)[2]

(0, 0)[1]

(reset, 2q2)

(reset, q2)

(reset, 2q2)

(reset, q2)

(reset, 2q2)

(reset, q2)

(task2, 2q1)

(task2, q1)

(task2, q1)

(task2, 2q1)

(task2, 2q1)

(task2, q1)

(task1, min(2r1, 2r2))

(task1, min(r1, r2))

(task1, min(2r1, r2))(task1, min(r1, 2r2))

Fig. 2: Underlying aggregated CTMC for simple 2-processor/2-resource model. Each aggregated derivative
state is represented by a tuple (p, r)[n] where p is the number of P0 components, and r is the number of
R0 components active in their respective component groups, fully determining the aggregated state of the
model. The superscript [n] indicates how many states in the original state space have been merged into this
particular aggregated state.

The terms of the form Rα(Mi, E, H, P )
rα(Mi, E) min(rα(M1, E), rα(M2, E)) are defined as 0 when rα(Mi) = 0.

This definition uses an alternate version of the apparent rate function, defined in terms of component counts,
E ∈ B(G) → Z+. This definition is equivalent to that of Equation (A.1), apart from the explicit specification
of component counts by E (hence the prefix count-oriented).

Definition 1.2 (Count-oriented apparent rate). Let G be a grouped PEPA model. Let α ∈ A be an action
type and E ∈ B(G) → Z+ specify the component counts. Then the count-oriented apparent rate is rα(G, E),
defined as:

rα(M1 ⊲⊳
L

M2, E) :=

{
min(rα(M1, E), rα(M2, E)) if α ∈ L

rα(M1, E) + rα(M2, E) otherwise

rα(Y {D}, E) :=
∑

P∈B(Y {D}, Y )

E(Y, P ) rα(P )

For example, we have that:

Rtask1
(PRG(n, m), E, Processors, P0) = min(nr1, mr2) (1.8)

assuming E0 ∈ B(G) → Z+ represents the initial state of all processors in state P0 and all resources in state
R0, that is:

E0(Processors, P0) = n E0(Processors, P1) = 0 E0(Resources, R0) = m E0(Resources, R1) = 0

For a grouped PEPA model G, let (H, P ) ∈ B(G) and introduce the integer-valued stochastic process,
NH, P (t), which counts the number of P -components active at a given time t ≥ 0 within the component
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group, H . We intend to define, by means of a system of ODEs, real-valued deterministic functions vH, P (t)
as approximations to the NH, P (t).

The component rate function will be used to define the system of ODEs associated to a grouped PEPA
model. In order to support the continuous approximation, we must first however extend the definition of
component rate from elements of B(G) → Z+ to elements of B(G) → R. This extension is the natural one
induced by extending the syntactic definitions (Definitions 1.1 and 1.2) in the obvious manner. Of course,
component counts which are not integer-valued have no immediate relationship to the original grouped
PEPA model since it makes no sense to have a non-integer number of components. However, this extension
is exactly what we need for the fluid approximation, where integer component counts are approximated by
real variables.

For some time t ≥ 0, define Et ∈ B(G) → Z+ such that Et(H, P ) = NH, P (t) for all (H, P ) ∈ B(G). It
is clear that Et represents the aggregated CTMC state at time t. Then it can be shown [11, Theorem
2.15] that Rα(G, Et, H, P ) is simply the sum of the rates of all outgoing α-transitions from the current
aggregated CTMC state to any other, which involves an evolution of a P -component in group H . On the
other hand, in order to consider outgoing transitions which involve evolution into a P -component, we need
to make one further definition. We define the derivative weighting function which calculates the probability
that given that a standard PEPA component P does an α-action, when it does so, it transits to another
specified standard PEPA component Q.

Definition 1.3 (Derivative weighting function). Let P and Q be standard PEPA components and let α ∈ A.
Then:

pα(P, Q) :=
1

rα(P )

∑

P
(α, λ)
−−−→Q

λ

This is defined to be zero when rα(P ) = 0.

Then it is also the case [11, Theorem 2.15] that the sum of the rates of all outgoing α-transitions from the
current aggregated CTMC state which involve evolution into a P -component is:

∑

Q∈B(G)

pα(Q, P )Rα(G, Et, H, Q) (1.9)

Since the respective terms pα(P, P )Rα(G, Et, H, P ), induced by any self-loops of P to itself, cancel, the
rate of all outgoing α-transitions which increase the number of P -components minus the rate of all outgoing
α-transitions which decrease the number of P -components is then:




∑

Q∈B(G, H)

pα(Q, P )Rα(G, Et, H, Q)



 −Rα(G, Et, H, P ) (1.10)

Considering the sum of all such terms over all action types then motivates the following definition of the
system of ODEs associated to a grouped PEPA model.

Definition 1.4 (ODE system associated with a grouped PEPA model). Let G be a grouped PEPA model.
We define the evolution of the vH, P (t) over time for (H, P ) ∈ B(G) by the system of first-order coupled
ODEs:

v̇H, P (t) =
∑

α∈A




∑

Q∈B(G, H)

pα(Q, P )Rα(G, V (t), H, Q)



 −Rα(G, V (t), H, P )

for all (H, P ) ∈ B(G) and where for t ∈ R+, V (t) ∈ B(G) → R+ is given by V (t) := (λ(H, P ) → vH, P (t))
for all (H, P ) ∈ B(G). The initial conditions, V0 ∈ B(G) → R+ are those naturally defined by the initial
state of G.
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Note that for non-negative initial conditions, it is immediate from the definition of the ODEs that for any
solution, v̇H, P (t) ≥ −vH, P (t), and thus, vH, P (t) ≥ 0 for all t ∈ R+. Furthermore since for all H ∈ G(G),
∑

P∈B(G, H) v̇H, P (t) = 0 and V0(H, P ) ≤ S(G, H), vH, P (t) ≤ S(G, H) for all t ∈ R+. That is, any solution
to the system of ODEs must at least lie within the natural boundaries imposed by the model they are derived
from.

In the general situation of later sections, we will not necessarily wish to carry around so much notation.
For a grouped PEPA model G, we can always fix some ordering on the pairs (H, P ) ∈ B(G), so each
(H, P ) ∈ B(G) corresponds uniquely to some i ∈ {1, . . . , N (G)}. Accordingly, we may write the system

of ODEs of Definition 1.4 simply as v̇(t) = f(v(t)), where v(t) = (v1(t), . . . , vN (G)(t)) ∈ R
N (G)
+ , so that,

if i corresponds to (H, P ), then vi(t) = vH, P (t) for all t ≥ 0. Using the same ordering, write N(t) as the
vector-valued stochastic process with entries, Ni(t) corresponding to each NH, P (t). The following result
gives Lipschitz continuity of f(·), thus guaranteeing the unique existence of a solution to the system of
differential equations.

Lemma 1.5. The system of ODEs, v̇(t) = f(v(t)), corresponding to a grouped PEPA model, G, is Lipschitz
continuous and a Lipschitz constant is:

K(G) := 2N (G)
∑

α∈A

(Dα(G) + 1)Qmax
α (G)

Proof. See Appendix C.1.

Where Qmax
α (G) and the related function, Qmax(G) (used in Theorem 3.2), are defined as:

Qmax
α (G) The maximal local α-rate function measures the maximum rate of α actions which

can be enabled locally by any standard PEPA component in the grouped model G. So
Qmax

α (G) := max(H, P )∈B(G){rα(P )}. e.g. Qmax
task1

(PRG(n, m)) = max{r1, r2}.

Qmax(G) The maximal local rate function measures the maximum aggregate rate over all
actions which can be enabled locally by any standard PEPA component in the grouped
model G. So Qmax(G) := max(H, P )∈B(G){

∑

α∈A rα(P )}. e.g. Qmax(PRG(n, m)) =
maxi{ri, qi}.

We will later also require the following straightforward result regarding the system of ODEs. Lemma 1.6
will prove to be fundamental in ensuring that passage-time approximations are comparable for a sequence
of structurally-equivalent models. It is will also be used in the convergence proofs of Section 3.

Lemma 1.6. Let G be a grouped PEPA model. Its corresponding system of ODEs can be written in the

form, v̇(t) = f(v(t)), as above. For any β ∈ R+, f(βx) = βf(x) for all x ∈ R
N (G)
+ .

Proof. This follows from the homogeneity of the apparent and component rate functions:

rα(G, βE) = βrα(G, E)

Rα(G, βE, H, P ) = βRα(G, E, H, P )

for all (H, P ) ∈ B(G) and E ∈ B(G) → R+. Verification takes place using structural induction.

1.3.3. Fluid analysis example

We now apply Definition 1.4 directly to the simple grouped PEPA model PRG(n, m), resulting in the
following system of ODEs:

v̇P0(t) = −min(r1vP0(t), r2vR0(t)) + q1vP1(t)

v̇P1(t) = min(r1vP0(t), r2vR0(t)) − q1vP1(t)

v̇R0(t) = −min(r1vP0(t), r2vR0(t)) + q2vR1(t)

v̇R1(t) = min(r1vP0(t), r2vR0(t)) − q2vR1(t)

(1.11)
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derlying CTMC for simple processor/resource model. Rates used are r1 = 2.0, r2 = 14.0, q1 = 14.0 and
q2 = 2.0. Initial conditions are 50 P0 and 20 R0 components.

where we have abbreviated vProcessors, P0(t) as vP0(t) and NProcessors, P0(t) as NP0(t) and so on. Fig-
ure 3 compares the result of integrating these ODEs, with the corresponding expectations, obtained by
repeated stochastic simulation of the underlying CTMC. Specifically, we show comparisons between vP0(t)
and E[NP0(t)], and vR0(t) and E[NR0(t)].

We observe an impressive correspondence, both in the steady-state and transient phases. Indeed, for much
of the time, the ODE solution is indistinguishable from the actual expectation it approximates.

2. Fluid Passage-time Approximations

The purpose of this paper is to show how the fluid approximation techniques introduced in the previous
section may be used to compute approximations to passage-time random variables of interest. Bradley et al.
[2] noted that we can consider certain passage-times as the time-to-extinction of a certain set of components
in a modified version of the original model. This exposes the quantities to approximation by fluid-analysis
techniques. These ideas were inspired by traditional passage-time analysis techniques [19] where absorbing
modifications are made to make passage-time measures more explicit.

For example, in the case of the simple PRG(n, m) model of Equation (1.6), we may be interested in how long
it takes for some proportion of the initial n processors to complete their first cycle (consisting of a task1-
action followed by a task2-action). As it stands, such a random variable cannot be represented explicitly
in the aggregated state space; we wish to represent it as the passage from a given source state to a set of
target states. In order to do this, we can modify the Processor 0 and Processor1 components and introduce
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two new components, Processor ′
0 and Processor ′

1, as follows:

Processor 0
def

= (task1, r1).Processor 1

Processor 1
def

= (task2, q1).Processor ′
0

Processor ′
0

def

= (task1, r1).Processor ′
1

Processor ′
1

def

= (task2, q1).Processor ′
0

Call the resulting model PR′
G(n, m).

PR′
G(n, m)

def
= TransientProcessors{Processor0[n]} ⊲⊳

{task1}
Resources{Resource0[m]} (2.1)

Now we are in a position to express the random variable we are interested in as the time-to-extinction of
the specified number of the Processor0 and Processor1 components in the modified model. A central state
of the underlying CTMC is shown in Figure 4, where Pi represents the new Processor i component count in
the model PR′

G(n, m), similarly P ′
i for Processor ′

i and Ri for Resourcei. Note that it is easy to see how we
could develop a similar modification to, for example, allow us to time how long it takes for a processor to
complete any number of cycles. We will shortly show how the differential equations obtained by applying
Definition 1.4 to this modified model (given in Appendix B.1) can be used to compute fluid approximations
to such random variables.

In this paper, we will consider two different classes of passage-times, which are particularly amenable to
accurate fluid approximation under the right conditions. We will see shortly how the simple framework of
the above example actually includes instances of each.

Passage-times of the first type are called global passage-times. These passage-times represent the time taken
for a significant proportion of a component population to reach some state, or achieve some particular goal.

The second type is called an individual passage-time. These will be marginal passage-times for individuals
in a large population of identically-distributed components.

2.1. Global Passage-times

We consider again instances of the model introduced above, with even numbers of processors, that is,
PR′

G(2n, m). Consider the passage-time quantity for half (or n) of the processors completing their initial
cycle. As mentioned above, the fluid semantics of Section 1.3.2 can be applied to this model, yielding
the system of ODEs of Appendix B.1. In contrast to the case of the unmodified model, PRG(2n, m),
however, these ODEs allow us access to the random variable we are interested in. Specifically, it would
seem sensible to construct the approximation by considering the deterministic quantity, vP0(t) + vP1(t) (or
vP ′

0
(t) + vP ′

1
(t)), which allows us to compute the time, t, at which it reaches the value n. We will shortly

present two possible approaches, the first, which yields a deterministic approximation, and the second, which
yields approximations to upper and lower bounds on the entire distribution of the passage-time. However,
we first define the general class of global passage-times which we will be interested in for fluid analysis.

A global passage-time consists of a grouped PEPA model together with an absorbing subset of its aggregated
state space, specified by a particular inequality in the components of N(t), where Ni(t) represents the ith
component count at time t, as dictated by some chosen ordering on (H, P ) ∈ B(G) as defined in Section 1.3.2.
The passage-time random variable is then the time taken for the model to reach any one of the states in the
absorbing subset. The formal definition follows.

Definition 2.1. Let G be a grouped PEPA model, c ∈ {0, 1}N (G) be a vector which selects components
in N(t) and C ∈ Z+, which represents the target component count. Define the global passage-time random
variable, σ := inf{t ∈ R+ : c ·N(t) ≤ C}, where whenever t > σ, c ·N(t) ≤ C, that is, the target states are
absorbing.
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P0, P1, P
′
0, P

′
1, R0, R1

P0, P1, P
′
0, P

′
1, R0 + 1, R1 − 1

P0 − 1, P1 + 1, . . . , R0 − 1, R1 + 1 . . . , P ′
0 − 1, P ′

1 + 1, R0 − 1, R1 + 1

P0, P1 − 1, P ′
0 + 1, P ′

1, R0, R1 P0, P1, P
′
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′
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′
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′
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P0 + 1, P1 − 1, . . . , R0 + 1, R1 − 1 . . . , P ′
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R1q2

P ′
0

P0+P ′
0

min((P0 + P ′
0)r1, R0r2)

P0

P0+P ′
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min((P0 + P ′
0)r1, R0r2)

(P1 + 1)q1 (P ′
1 + 1)q1
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P ′
0+1

P0+P ′
0+1 min((P0 + P ′

0 + 1)r1, (R0 + 1)r2)
P0+1

P0+P ′
0+1 min((P0 + P ′

0 + 1)r1, (R0 + 1)r2)

Fig. 4: A central state of the underlying aggregated CTMC of the model PR′
G(n, m)

This definition can be used to describe the example passage-time for half of the processors to complete a
cycle by letting G = PR′

G(2n, m), c = (1, 1, 0, 0, 0, 0) and C = n, assuming an ordering of the vector v(t),
such that vP0(t) ≡ v1(t) and vP1(t) ≡ v2(t), and similarly for N(t).

2.1.1. Deterministic approximations

The most straightforward approach to approximating the passage-time mentioned above would be to com-
pute the time, t, at which the quantity, vP0(t) + vP1(t), reaches n.

Figure 5 shows probability density functions computed using traditional methods for this passage-time
random variable. In each case, we increase the number of processors and there are always half as many
resources as there are processors. Maintaining this ratio ensures that the deterministic approximation for
each of these passage-times is actually the same (Lemma 1.6), represented by γ in the figure. We see that
the probability density functions do appear to be converging to the point mass at γ as the component
populations increase.

For a general global passage-time, specified for some grouped PEPA model, G, by c ∈ {0, 1}N (G) and
C ∈ Z+, as in Definition 2.1, the deterministic approximation, γ, is defined simply as:

γ := inf{t ∈ R+ : c · v(t) ≤ C} (2.2)

In Section 3, we will show that the limiting result depicted in Figure 5 holds in general.

2.1.2. Distribution approximations

As can be seen from Figure 5, models with smaller component populations (say, n ≤ 128 in this exam-
ple) generate passage-time densities with significant variance. In this case, a deterministic passage-time
result does not adequately capture the full picture. In this section, we show the CDF of the passage-time
distribution can be bounded for smaller component population sizes.
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We approximate global passage-time distributions by employing the well-known Markov inequality, which
says that for a non-negative random variable X , and a > 0:

P{X ≥ a} ≤
E[X ]

a
(2.3)

In order to exploit this, we use the observation from [11] that E[N(t)] is often well approximated by v(t).

Consider again the model PR′
G(2n, m) and the passage-time for n of the processors to complete their first

cycle. Denote this random variable by σ, then applying Markov’s inequality, we may obtain the following
bounds on its cumulative distribution function:

P{σ ≤ t} = P{NP ′
0
(t) + NP ′

1
(t) ≥ n} ≤

E[NP ′
0
(t)] + E[NP ′

1
(t)]

n
(2.4)

and:

P{σ ≤ t} = 1 − P{NP0(t) + NP1(t) ≥ n + 1} ≥ 1 −
E[NP0(t)] + E[NP1(t)]

n + 1
(2.5)

Applying the approximation E[N(t)] ≈ v(t) allows us to estimate these bounds using the solutions to the
corresponding system of differential equations. Figure 6 shows cumulative distribution functions for the
passage-time random variable for three different processor/resource configurations, with the same ratio of
processors to resources. We also plot for each combination, the actual bounds of Equations (2.4) and (2.5)
with their differential equation approximations.

The key point to note when comparing Figures 5 and 6 is that, in Figure 6, the actual bound is converging
to the approximate bound much faster than the convergence of the probability density function to the point
mass in Figure 5. This is to be expected because the previous section required the entire distribution to
concentrate around the point predicted by the differential equation solution, whereas in this section, we
require only a convergence of expectations. Therefore, it would seem that the distribution bound approxi-
mations of this section may be more useful for smaller component populations than using the deterministic
approximation of the previous section. This is an improvement paid for by the fact that only bounds on
the cumulative distribution function are obtained. However, Figure 6 also indicates that as the population
gets larger, the bounds can become quite loose, so at some point, it is certainly likely to be advantageous
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Fig. 6: Cumulative distribution functions of passage-time for half of the processors to complete their first two
tasks in the model PR′

G(2n, n) compared with Markov inequality bounds and their ODE approximations.
Rates: r1 = 2.0, r2 = 2.0, q1 = 8.0 and q2 = 3.0.

to switch to the deterministic approximation. Indeed, we would not expect that the bounds would become
tighter in the limit of large populations, only that the differential equation approximation to the bounds
would improve.

Figure 7 shows a similar set of results, but this time we consider only one model (PR′
G(32, 16), that is,

n = 16 in Figure 6) and vary the passage-time measure we are calculating. We compute the passage-
time cumulative distribution function for three quarters (24), seven eighths (28) and finally, all1 32 of
the processors in this model to complete a cycle. We also compute the exact Markov bounds and their
differential equation approximations. The interesting feature of note here is that the relative tightness of
the lower bound appears to be increasing in the higher and arguably more useful quantiles as the proportion
being timed increases, whereas the upper bound becomes looser everywhere. For 1 ≤ a ≤ 32, let σa be the
passage-time random variable for a of the 32 processors to complete a cycle, then the Markov lower bound
inequality can be derived, as above, for each a:

P{σa ≤ t} ≥ 1 −
1

a + 1
(E[NP0(t)] + E[NP1(t)]) (2.6)

1Note that since no component of the differential equation solution ever actually reaches zero, the deterministic approxima-
tion of the last section cannot be applied to measure such times to complete extinction of a class of component types.
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Fig. 7: Cumulative distribution functions of passage-time for increasing proportions of the processors to
complete their first two tasks in the model PR′

G(32, 16) compared with Markov inequality bounds and their
ODE approximations. Rates: r1 = 2.0, r2 = 2.0, q1 = 8.0 and q2 = 3.0.

This can be rewritten as 1
a+1 (E[NP0(t)] + E[NP1(t)]) ≥ P{σa > t} + 0 × P{σa ≤ t}. In higher quantiles, the

difference in the two sides of this inequality due to the 0 × P{σa ≤ t} term dominates and this could be
expected to decrease with a. Similar considerations can be made for the behaviour of the upper bound as
a is varied.

We now consider how to bound global passage-time random variables in general. Let σ be a global passage-
time random variable, specified for some grouped PEPA model, G, by c ∈ {0, 1}N (G) and C ∈ Z+, as in
Definition 2.1. Write, for i ∈ {1, . . . , N (G)}, ci, for the elements of c. Recall that each i corresponds to an
element (H, P ) ∈ B(G), and we write ci or cH, P interchangeably, as in the case of Ni(t) and NH, P (t). We
may then compute, writing φ(G) := {H : H ∈ G(G), P ∈ B(G, H), cH, P = 1} for the component groups
involved in the specification of the global passage time:

P{σ ≤ t} = P{c · N(t) ≤ C} = P







∑

H∈φ(G)

∑

P∈B(G, H)

cH, P × NH, P (t) ≤ C







= P







∑

H∈φ(G)



S(G, H) −
∑

P∈B(G, H)

cH, P × NH, P (t)



 ≥
∑

H∈φ(G)

S(G, H) − C







(2.7)
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Since for any passage-time not identically zero, the right-hand side of the above is strictly positive, we may
apply Markov’s inequality to obtain:

P{σ ≤ t} ≤

∑

H∈φ(G)(S(G, H) −
∑

P∈B(G, H) cH, P × E[NH, P (t)])
∑

H∈φ(G) S(G, H) − C
(2.8)

Working in the other direction, we have:

P{σ ≤ t} = 1 − P{c ·N(t) > C} = 1 − P{c · N(t) ≥ C + 1} (2.9)

Applying Markov’s inequality directly, we obtain:

P{σ ≤ t} ≥ 1 −
1

C + 1

∑

(P, H)∈B(G)

cH, P × E[NH, P (t)] (2.10)

The approximation E[N(t)] ≈ v(t) can then be applied directly in either case to provide the bound estimates.
In Section 3, we will show that the limiting result depicted in Figure 6 holds in general, that is, that the
differential equation estimates converge to the actual bounds in the limit of large populations.

2.2. Individual Passage-times

We now define a second type of passage-time measure called individual passage-times, which are amenable
to fluid approximation. These are marginal passage-times for individuals in a large population of identically-
distributed components.

Consider again the model PR′
G(n, m) above and assume we are now interested in how long it takes for

any one of the initial n processors to complete one cycle. Since all members of the TransientProcessors

component group are identically distributed, it makes no difference which specific individual we consider.
We will see that this is a necessary requirement for what follows.

Let Ij(t) for 1 ≤ j ≤ n be the stochastic processes which tracks the state of the jth individual in the
TransientProcessors component group. Note that these processes are identically distributed. Then, we
wish to evaluate at time t ∈ R+ and for any 1 ≤ k ≤ n, the cumulative distribution function:

P{Ik(t) 6= P0 and Ik(t) 6= P1} (2.11)

That is, the probability that by time t, a specific individual processor has completed one cycle. Now note
that for any 1 ≤ k ≤ n:

E[NP0(t)] =

n∑

j=1

E[1{Ij(t)=P0}] = nP{Ik(t) = P0} (2.12)

So, we could compute the quantity of interest as:

P{Ik(t) 6= P0 and Ik(t) 6= P1} = 1 −
E[NP0(t)] + E[NP1(t)]

n
(2.13)

If we now approximate E[NP0(t)] and E[NP1(t)] by vP0(t) and vP1(t), respectively, this provides a route to
the fluid approximation of the entire cumulative distribution function of the individual passage-times.

Figure 8 shows cumulative distribution functions computed using traditional methods for the passage-time
random variable discussed above. In each case, we increase the number of processors and there are always a
quarter as many resources as there are processors. This ensures, similarly to the previous section, that the
differential equation approximation to the distribution for each of these passage-times is actually the same
(Lemma 1.6). We see that the cumulative distribution functions do appear to be converging to the fluid
approximation as the component populations increase.
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The general class of individual passage-times we will be interested in for fluid analysis is now given exactly,
as we did for global passage-times. An individual passage-time consists of a grouped PEPA model, which has
a component group, all of whose components start from the same initial state, so that they are identically-
distributed. Furthermore, some absorbing set of local target states for this component must be specified to
determine the destination of the passage being timed. The formal definition follows.

Definition 2.2. Assume we are given:

• A grouped PEPA model, G

• A component group H ∈ G(G), such that all components within H start in the same initial state, that
is, for some standard PEPA component P ∈ B(G, H), NH, P (0) = S(G, H)

• A set of local target states of P , T ⊆ ds(P ), which is absorbing in the sense that ds(T ) ⊆ T

Let IP (t) ∈ ds(P ) be the stochastic process tracking the state of any one of these initial P components in
component group H. Then an individual passage-time is defined by the random variable, θ := inf{t ∈ R+ :
IP (t) ∈ T }.

This definition can be used to describe the example passage-time discussed above with G = PR′
G(n, m),

H = TransientProcessors and T = {P ′
0, P ′

1}. We believe it should also be possible to consider joint
passage times for pairs of components (and other combinations) by considering the individual passage times
that can be obtained from models such as:

TransientProcessors{(Processor0 || Processor0)[n/2]} ⊲⊳
{task1}

Resources{Resource0[m]} (2.14)

In the case of a general individual passage-time, we have:

P{θ ≤ t} = P{IP (t) ∈ T } =
1

S(G, H)

∑

Q∈T

E[NH, Q(t)] (2.15)

The approximation E[N(t)] ≈ v(t) can then be applied directly to provide the approximation to the cumu-
lative distribution function.
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3. Limiting Convergence of Approximations

In this section, we present results which give convergence of the fluid approximations for both global and
individual passage-times in sequences of grouped PEPA models for increasing total component population.
The proof of Theorem 3.2 below is based on the decomposition of the underlying aggregated CTMC into the
sum of a martingale and a predictable process. The predictable process is guaranteed unique by the Doob–
Meyer decomposition theorem and is usually called the compensator [20, Chap. 25]. The methodology
of using this decomposition to prove this kind of limit result was originally developed by Darling et al.
[21, 22]. For the technical details of the following discussion, it is important to note that we are considering
the construction of the aggregated CTMC, N(t), of a grouped PEPA model, to be such that the traces are
all right continuous with left limits (càdlàg).

The fluid limit results arise through the rescaling of a grouped PEPA model’s underlying aggregated CTMC
by the total component population size. Specifically, for a grouped PEPA model, G, we will be interested
in the rescaled process:

N̄(t) :=
1

S(G)
N(t) (3.1)

and its fluid approximation:

v̄(t) :=
1

S(G)
v(t) (3.2)

So N̄H, P (t) is the proportion of the total component population, which are in group H and state P at time
t. Note that Lemma 1.6 tells us that the rescaled quantities, v̄(t), satisfy the same system of differential
equations as the unscaled ones, that is, ˙̄v(t) = f(v̄(t)), of course with scaled initial conditions. From this
point onwards, we will work primarily with the rescaled process and its rescaled fluid approximation.

Define now the stochastic process:

M̄(t) := N̄(t) −

(

N̄(0) +

∫ t

0

f(N̄(s)) ds

)

(3.3)

where f(·) is the rate at which components counts are incremented minus that at which they are decremented,
also defined in the previous section. We now show that this is indeed the decomposition guaranteed by Doob–
Meyer by showing that M̄(t) is a martingale, so that the predictable process Ā(t) := N̄(0) +

∫ t

0 f(N̄(s)) ds
is the compensator of N̄(t).

Theorem 3.1. The process M̄(t) is a vector martingale.

Proof. See Appendix C.2.

We now use this decomposition to obtain a probabilistic estimate on the magnitude of the difference between
N̄(t) and v̄(t). This is the key result which will allow us to show the convergence of the fluid passage-time
approximations as suggested empirically in the last section.

Theorem 3.2. Let G be a grouped PEPA model, with associated rescaled aggregated stochastic process, N̄(t)
and fluid approximation, v̄(t). Fix some T > 0 and ǫ > 0. Then:

P

{

sup
t∈[0, T ]

‖N̄(t) − v̄(t)‖ > ǫ

}

≤
γ(S(G)qT, S(G)Qmax(G)T )

(S(G)qT − 1)!
+

4qTN (G)

S(G)ǫ2
exp(2K(G)T )

where q can be any positive real number strictly greater than Qmax(G) and chosen such that qT is an integer,

for example, q = ⌈Qmax(G)T⌉+1
T .

Furthermore, if all of q, T , Qmax(G), N (G), ǫ and K(G) remain fixed, and S(G) → ∞, this bound tends to
zero, and thus, so does P{supt∈[0, T ] ‖N̄(t) − v̄(t)‖ > ǫ}.
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Proof. See Appendix C.3.

The convergence of passage-times will be as the total component population size increases in a sequence of
structurally equivalent grouped PEPA models. We define this notion in the next section before proceeding
to give the passage-time convergence results.

3.1. Structurally Equivalent Grouped PEPA Models

When two grouped PEPA models are structurally the same, differing only in that they may have different
component population sizes, but in the same ratios, we say that they are structurally equivalent.

Definition 3.3 (Structural equivalence). Let G1 and G2 be two grouped PEPA models. Then we say
they are structurally equivalent if firstly, they have the same model structure, B(G1) = B(G2) =: B and
S(G1, G2) = true, where S(·, ·) is defined as:

S(M1 ⊲⊳
L

M2, N1 ⊲⊳
L

N2) := S(M1, N1) ∧ S(M2, N2)

S(Y {D1}, Y {D2}) := true

and false in all other cases. Secondly, they must have the same initial component population ratios, that
is, for all (H, P ) ∈ B, NG1

H, P (0)/S(G1) = NG2

H, P (0)/S(G2). NG1

H, P (t) resp. NG2

H, P (t) is the stochastic process
counting the number of P components in group H in the model G1 resp. G2.

When we say a set or sequence of grouped PEPA models is structurally equivalent, we mean that each pair
in it is. We have already considered a few such sequences, one example is, {PR′(2n, n)}∞n=1.

Structural equivalence preserves a number of properties, which is something we will call on in the next
section. Before proceeding, we summarise these properties briefly; the following statements hold for any two
structurally equivalent grouped PEPA models, say, G1 and G2.

• They have the same set of component groups (G(G1) = G(G2)) and the same set of component group
and derivative state pairs (B(G1) = B(G2));

• They have the same maximal local rate and, for any action type α ∈ A, the same maximal local α
rate (Qmax(G1) = Qmax(G2) and Qmax

α (G1) = Qmax
α (G2));

• For any action type, α ∈ A, they have the same structural depth (Dα(G1) = Dα(G2));

• They have the same system of differential equations, (Definition 1.4), just with different initial condi-
tions (in the same ratios);

• The Lipschitz constant given by Lemma 1.5 is the same for both G1 and G2 and is thus a Lipschitz
constant for both of their systems of differential equations.

3.2. Convergence of Passage-time Approximations

We now present the convergence results for global and individual passage-times to their differential equation
approximations.
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3.2.1. Global passage-times

For a given sequence of structurally equivalent grouped PEPA models, {Gi}∞i=1, write N := N (Gi) for any
i, which is well-defined by structural equivalence. Let NGi(t) be the underlying aggregated CTMC for Gi.
Fix some c ∈ {0, 1}N and C ∈ Q+ ∩ [0, 1], such that C × S(Gi) ∈ Z+ for all i. Then define:

σi := inf{t ∈ R+ : c · NGi(t) ≤ S(Gi) × C} (3.4)

If, for each i, whenever t > σi, c · NGi(t) ≤ S(Gi) × C, then {σi}∞i=1 is a sequence of global passage-times
in accordance with Definition 2.1. For example, if we consider again the structurally equivalent sequence of
grouped PEPA models, {PR′(2n, n)}∞n=1 and let c = (1, 1, 0, 0, 0, 0) and C = 1/3, we obtain a sequence
of global passage-times. Indeed, some elements of this sequence are shown in Figure 5 along with their
differential equation approximation, γ.

We will now proceed to show in general that the σi converge in probability (and thus in distribution) to the
deterministic quantity, γ, as suggested empirically in Section 2.1.1.

By structural equivalence, the differential equation approximation for each i is vGi(t), where v̇Gi(t) =
f(vGi(t)), for the same function, f(·), independent of i. Furthermore, by homogeneity (Lemma 1.6), the
rescaled quantities, v̄Gi(t) := vGi(t)/S(Gi) also satisfy the same differential equation. But, by structural
equivalence, the initial conditions for this differential equation are the same, independent of i. So, by
uniqueness of the differential equation solution (Lemma 1.5), the rescaled approximation is independent of
i, and we write just v̄(t). Thus the deterministic approximation to σi, say γi, defined in Section 2.1.1, can
be stated independently of i:

γi := inf{t ∈ R+ : c · vGi(t) ≤ S(Gi) × C} = inf{t ∈ R+ : c · v̄(t) ≤ C} =: γ (3.5)

The following theorem then gives the desired convergence result.

Theorem 3.4. Fix a sequence of structurally equivalent grouped PEPA models, {Gi}∞i=1, with all of the
above notation. Fix also some c ∈ {0, 1}N and C ∈ Q+ ∩ [0, 1], such that C ×S(Gi) ∈ Z+ for all i, so that
the sequence {σi}∞i=1 is a sequence of global passage-times and write γ for their deterministic approximation,
all as above.

Assume that γ < ∞ and further that for all t > γ, c · v̄(t) < C. Then, if S(Gi) → ∞ as i → ∞, we have
for any ǫ > 0, P{|σi − γ| > ǫ} → 0 as i → ∞.

Proof. See Appendix C.4.

One example of this theorem is then the convergence illustrated in Figure 5.

Now we turn to the approximation illustrated in Section 2.1.2, where we defined estimates for bounds on the
cumulative distribution functions of global passage-times, obtained using Markov’s inequality. The following
theorem shows that in the same limiting scenario as above, these estimates converge to the actual bounds. As
in Section 2.1.2, we use the notation φ(G) := {H : H ∈ G(G), P ∈ B(G, H), cH, P = 1} for the component
groups involved in the specification of some global passage time specified partially by c.

Theorem 3.5. Fix a sequence of structurally equivalent grouped PEPA models, {Gi}∞i=1, with all of the
above notation. Fix also some c ∈ {0, 1}N and C ∈ Q+ ∩ (0, 1], such that C ×S(Gi) ∈ Z+ for all i, so that
the sequence {σi}

∞
i=1 is a sequence of global passage-times.

Fix T > 0. Assume that S(Gi) → ∞ as i → ∞. Then, for all t ∈ [0, T ]:

∣
∣
∣
∣
∣

∑

H∈φ(Gi)
(S(Gi, H) −

∑

P∈B(Gi, H) cH, P × E[NGi

H, Q(t)])
∑

H∈φ(Gi)
S(Gi, H) − C × S(Gi)

−

∑

H∈φ(Gi)
(S(Gi, H) −

∑

P∈B(Gi, H) vGi

H, Q(t))
∑

H∈φ(Gi)
S(Gi, H) − C × S(Gi)

∣
∣
∣
∣
∣

−→ 0
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and
∣
∣
∣
∣
∣
∣

1

C × S(Gi) + 1

∑

(H, P )∈B(Gi)

cH, P × E[NGi

H, Q(t)] −
1

C × S(Gi) + 1

∑

(H, P )∈B(Gi)

cH, P × vGi

H, Q(t)

∣
∣
∣
∣
∣
∣

−→ 0

as i → ∞. That is, the approximate bounds of Section 2.1.2 converge to the actual bounds as i → ∞.

Proof. See Appendix C.5.

An illustration of this theorem is Figure 6. Notice that we have only proved the above theorem for C 6= 0,
that is, it does not necessarily hold for sequences of global passage-times which measure the time to total
component extinction of a class of components. Even so, Figure 7c shows Markov bounds for such a case
with very impressive differential equation approximations.

As discussed in Section 2.1.2, the reason why both Theorems 3.4 and 3.5 are useful is that we would expect
the convergence to happen faster in the latter case than in the former case. This is because the latter
demands only a convergence of expectations whereas the former demands concentration of measure around
a deterministic point. This is also justified empirically by the examples in both Sections 2 and 4.

3.2.2. Individual passage-times

We turn now to proving a convergence result for individual passage-times. Similarly to the previous section,
for a given sequence of structurally equivalent grouped PEPA models, {Gi}∞i=1, write G := G(Gi) for any i,
which is well-defined by structural equivalence. Now fix some component group H ∈ G such that for any i,
the initial local state of all components in group H is some standard PEPA component, P . Furthermore,
let T ⊆ ds(P ) be some absorbing set of local target states, that is, ds(T ) ⊆ T . Let Ii

P (t) ∈ ds(P ) be the
stochastic process tracking the state of any one of these initial P components (recall they are identically-
distributed) in component group H in the model Gi. Also, let NGi(t) be the underlying aggregated CTMC
for Gi. Then define:

θi := inf{t ∈ R+ : Ii
P (t) ∈ T } (3.6)

Then {θi}∞i=1 is a sequence of individual passage-times (Definition 2.2). Recall from Section 2.2, that we
have:

P{θi ≤ t} = P{Ii
P (t) ∈ T } =

1

S(Gi, H)

∑

Q∈T

E[NGi

H, Q(t)] (3.7)

By structural equivalence this is, 1
kS(Gi)

∑

Q∈T E[NGi

H, Q(t)] = 1
k

∑

Q∈T E[N̄Gi

H, Q(t)] for some k > 0, indepen-

dent of i. The approximation of Section 2.2 can then be expressed as:

P{θi ≤ t} ≈
1

kS(Gi)

∑

Q∈T

vGi

H, Q(t) =
1

k

∑

Q∈T

v̄H, Q(t) (3.8)

since we recall from the last section that the rescaled differential equation approximation is independent of
i. The following theorem shows that these quantities become equal in the limit of large population sizes.

Theorem 3.6. Fix a sequence of structurally equivalent grouped PEPA models, {Gi}∞i=1, with all of the
above notation. Fix also some component group H ∈ G such that NGi

H, P (0) = S(Gi, H) for any i and some
standard PEPA component, P , and some absorbing set of local target states, T ⊆ ds(P ), so that the sequence
{θi}∞i=1 is a sequence of individual passage-times.

Fix S > 0. Assume that S(Gi) → ∞ as i → ∞. Then, for all t ∈ [0, S]:

P{θi ≤ t} =
1

k

∑

Q∈T

E[N̄Gi

H, Q(t)] −→
1

k

∑

Q∈T

v̄H, Q(t)

as i → ∞.
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Proof. Follows from the proof of Theorem 3.5 (Appendix C.5).

This theorem is illustrated by Figure 8. Note that we would expect the convergence here to happen as fast as
in the case of Theorem 3.5 since it also relies only on a convergence of expectations and not a concentration
of measure as in the case of Theorem 3.4. Figure 8 supports this claim empirically.

4. Worked Example and Higher-order Moment Global Passage-time Bounds

In Section 2, we introduced a number of schemes for approximating passage-time measures in large Markov
models and in Section 3, we showed how these approximations are correct in the limit of large population
sizes. In this section, we apply these techniques to a larger, more realistic worked example.

Furthermore, recall that, for global passage-times, we defined two approximation schemes. The first (Sec-
tion 2.1.1) yielded a deterministic approximation for the passage-time, the accuracy of which requires con-
centration of the measure around this quantity. However, we also introduced a second scheme (Section 2.1.2),
which requires only convergence of expectations, and can thus be expected to be accurate for much smaller
population sizes, where there still may be significant variability in the passage-time of interest. The down-
side is that it yields only approximations to bounds on the cumulative distribution function, as opposed to
approximations to the actual function itself. We also use this last section to show, in the context of our
worked example, how these approximate bounds on global passage-times can be tightened by considering
higher-order moments.

4.1. Two-stage Fetch Client/Server Model

We begin by introducing the model which will form the basis of our worked example. Define the grouped
PEPA model, CS (n, m) as below. We have a population of n clients and a population of m servers. The
system uses a 2-stage fetch mechanism: a client requests data from the pool of servers; one of the servers
receives the request, another server may then later fetch the data for the client. The servers also have some
unrelated work to complete. A server in the pool may also fail when performing the actions for the client.

Client
def

= (request , rreq).Client waiting

Client waiting
def

= (data , rdata ).Client finished

Client finished
def

= stop

Server
def
= (request , rreq).Server done + (data , rdata ).Server done + (break , rbreak).Server broken

Server done
def
= (work , rwork ).Server

Server broken
def
= (reset , rreset).Server

CS (n, m)
def

= Clients{Client [n]} ⊲⊳
L

Servers{Server [m]} (4.1)

where L = {request, data}.

Applying Definition 1.4 yields the system of differential equations in Appendix B.2.1.

4.2. Global Passage-times

In this section, we show how the techniques of Section 2.1 can be used to compute approximations to global
passage-times for our worked example. Specifically, we will consider the instance of Definition 2.1 obtained
by setting G = CS (2n, m), c = (1, 1, 0, 0, 0, 0) and C = n. We use the ordering given in Equation (4.1)
for the vectors v(t) and N(t), so this passage-time is for half of the clients to finish.
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Fig. 9: Probability density functions of passage-time for half of the clients to finish in the model CS (2n, n)
compared with the ODE approximation, denoted γ. Rates: rreq = 2.0, rwork = 2.0, rbreak = 0.5, rdata = 1.0
and rreset = 2.0.

Figure 9 shows probability density functions computed using traditional methods for this passage-time
random variable for different values of n and m, yielding a sequence of structurally equivalent grouped
PEPA models with an increasing total component population size. In accordance with Theorem 3.4, the
probability density functions are converging towards the point mass at γ := inf{t ∈ R+ : c · v(t) ≤ C}.

It is clear that this deterministic approximation in Figure 9 is only really accurate enough to be useful
in the cases n = 128 and n = 256. In case we were interested in, say, n = 16, where there is still
significant variability in the passage-time, we might try applying the techniques of Section 2.1.2. Doing so
yields approximate upper and lower bounds on the cumulative distribution function for the passage-time,
illustrated in Figure 10. We have also shown the actual bound approximated by the differential equations.
We see that the bounds are fairly tight and furthermore, that the differential equation approximation to
them is very accurate. If bounds are good enough metrics, say for example, in the case of validating service
level agreement guarantees, this second technique can be more valuable when component populations are
only fairly large. In the next section, we show how we can approximate even tighter bounds than those
delivered by Markov’s inequality.

4.3. Higher-order Moment Approximations to Global Passage-time Bounds

In this section, we show how the techniques of Section 2.1.2 can be extended, by exploiting differential
equation approximations to higher-order moments, allowing us to replace the use of Markov’s inequality
with Chebyshev’s inequality, leading to tighter bounds.

We have already introduced the idea of considering the differential equation solutions, v(t) as approximations
to the first moments of the component counting processes of a grouped PEPA model, E[N(t)]. In fact, it
can be shown [11], that the equality Ė[N(t)] = E[f(N(t))] holds exactly. The approximation of E[N(t)] by
v(t) can then be obtained by approximating E[f(N(t))] by f(E[N(t)]). In all but the simplest of cases, f(·)
is non-linear and this is indeed an approximation. As we have seen, however, it often works very well.

Furthermore, it has been shown [11] how similar systems of differential equations can be constructed to
approximate higher-order (joint) moments of the component counting stochastic processes, facilitating ap-
proximation of, for example, variances. We show how such differential equations may be derived in the
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Fig. 10: Cumulative distribution functions of passage-time for half of the clients to finish in the model
CS (16, 8) compared with Markov inequality bounds and their ODE approximations. Rates: rreq = 2.0,
rwork = 2.0, rbreak = 0.5, rdata = 1.0 and rreset = 2.0.

next section, before showing how they can be applied to compute tighter approximate global passage-time
bounds in the proceeding section.

4.3.1. Differential equations approximating higher-order moments

In this section, we show how differential equations approximating higher-order moments of N(t) may be
constructed for a grouped PEPA model. The application of fluid-generated higher moments to passage-time
approximations (which follows in Section 4.3.2) is a novel contribution.

Differential equations for higher-order moments of component counts can be derived systematically from the
underlying PEPA model (Hayden et al. [11]). In the example below, we do not repeat this approach and
instead derive these equations directly from the state space of the underlying Markov model.

We introduce the general idea using our worked example model, CS (n, m). Since the variance of a component
count is generally a quantity much smaller in magnitude than its expectation, an approximation to it tends
to introduce more relative numerical error. However, good approximations can be obtained for so-called
split-free models [11], for which the nature of the ODE approximation remains relatively simple. A split-free
model can be defined as one for which rational functions of component counts do not appear in the system
of ODEs. Accordingly, the methods of this section and the next will thus only be applicable to split-free
models, however this is still a large-class of models, including CS (n, m).

We proceed by considering the Chapman–Kolmogorov equations of the underlying aggregated CTMC. Write
p(C ,Cw , Cf , S , Sd , Sb)(t) for the transient probability of being in the aggregate CTMC state of C × Client ,
Cw ×Client waiting , Cf ×Client finished , S ×Server , Sd ×Server done and Sb×Server broken components

25



C, Cw , Cf , S, Sd, Sb

C, Cw , Cf , S − 1, Sd, Sb + 1

C−1, Cw + 1, Cf , S−1, Sd + 1, Sb C, Cw−1, Cf + 1, S−1, Sd + 1, Sb

C, Cw, Cf , S + 1, Sd − 1, Sb C, Cw, Cf , S + 1, Sd, Sb − 1

C, Cw , Cf , S + 1, Sd, Sb − 1

C, Cw, Cf , S − 1, Sd + 1, Sb C, Cw, Cf , S − 1, Sd, Sb + 1

C + 1, Cw−1, Cf , S + 1, Sd−1, Sb C, Cw + 1, Cf −1, S + 1, Sd−1, Sb

Sdrwork Sbrreset

Srbreak

min(Cw , S)rdatamin(C, S)rreq

(Sd + 1)rwork (Sb + 1)rreset

(S + 1)rbreak

min(Cw + 1, S + 1)rdatamin(C + 1, S + 1)rreq

Fig. 11: A central state of the underlying aggregate CTMC of the model CS (n, m)

at time t. From Figure 11, we obtain the Chapman–Kolmogorov forward equations:

ṗ(C ,Cw , Cf , S , Sd , Sb)(t) = rreq min(C + 1, S + 1) · p(C+1,Cw−1, Cf , S+1, Sd−1, Sb)(t)

+ rdata min(Cw + 1, S + 1) · p(C , Cw+1, Cf −1, S+1, Sd−1, Sb)(t)

+ rbreak(S + 1) · p(C ,Cw , Cf , S+1, Sd , Sb−1)(t)

+ rwork (Sd + 1) · p(C , Cw , Cf , S−1, Sd+1, Sb)(t)

+ rreset (Sb + 1) · p(C , Cw , Cf , S−1, Sd , Sb+1)(t)

− (rreq min(C , S ) + rdata min(Cw , S ) + rbreakS + rworkSd

+ rresetSb) · p(C , Cw , Cf , S , Sd , Sb)(t) (4.2)

where the first five terms appear only when the subscript of the corresponding p·(t) term is actually in the
state space, or we can just fix ps(t) := 0 for all s outside the boundary of the aggregated state space.

We will write NC (t) for the Client counting stochastic process, NSd
(t) for the Server done counting stochas-

tic process and similarly for all other components. Then, for example, if S is the aggregated state space, we
have by definition:

Ė[N2
C (t)] =

∑

(C ,Cw , Cf , S , Sd , Sb)∈S

ṗ(C ,Cw , Cf , S , Sd , Sb)(t)C2 (4.3)

We now substitute Equation (4.2) into this. The first term of Equation (4.2) will yield the following
contribution to Ė[N2

C (t)]:

∑

(C , Cw , Cf , S , Sd , Sb)∈S

[rreqC
2 min(C + 1, S + 1) · p(C+1, Cw−1, Cf , S+1, Sd−1, Sb)(t)] (4.4)
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Re-indexing the summation carefully gives:
∑

(C , Cw , Cf , S , Sd , Sb)∈S

[rreq(C − 1)2 min(C , S ) · p(C ,Cw , Cf , S , Sd , Sb)(t)] (4.5)

Expanding the factor (C − 1)2, we can rewrite this as:
∑

(C , Cw , Cf , S , Sd , Sb)∈S

[p(C , Cw , Cf , S , Sd , Sb)(t) · (rreq min(C 3, C 2S ) − 2rreq min(C 2, CS ) + rreq min(C , S ))] (4.6)

which is simply:

rreqE[min(N3
C (t), N2

C (t)NS (t))] − 2rreqE[min(N2
C (t), NC (t)NS (t))] + rreqE[min(NC (t), NS (t))] (4.7)

Note that the first term of the above is cancelled by the contribution of the first negative term of Equa-
tion (4.2). The contributions of the remaining four positive terms of Equation (4.2) to Ė[N2

C (t)] all cancel
with their corresponding negative counterparts, and we get the following:

Ė[N2
C (t)] = −2rreqE[min(N2

C (t), NC (t)NS (t))] + rreqE[min(NC (t), NS (t))] (4.8)

Considering all of the remaining (joint) first- and second-order moments of the component counting processes
in a similar fashion yields a system of 27 such equations. These cannot be solved exactly on their own since
they involve expectations of non-linear expressions. However, we can apply an approximation to their right-
hand sides in the same spirit as for the first order case discussed above to obtain a system of approximating
coupled differential equations.

We will write vC2(t) for the approximation to the second moment of the Client counting process and vC ·Sd
(t)

for the approximation to the joint moment of the Client and Server done counting processes, and again,
similarly for all other first and second order moment approximations. Explicitly, we intend that, vC ·Sd

(t) ≈
E[NC (t)NSd

(t)] and so on. Specifically, we make the approximation E[min(X, Y )] ≈ min(E[X ], E[Y ]) in
Equation (4.8), to obtain our actual moment approximation:

v̇C2(t) = −2rreq min(vC2(t), vC ·S (t)) + rreq min(vC (t), vS (t)) (4.9)

and similarly for all other first- and second-order moments, yielding a complete system of 27 coupled ODEs,
which can be efficiently solved uniquely for the moment approximations. This system is given in its entirety
in Appendices B.2.1 and B.2.2.

Similar considerations can generate systems of ODEs approximating arbitrary orders of joint moments, as
described in detail in [11], where it is clear that the generation process could be automated with little
difficulty.

4.3.2. Global passage-time bounds with Chebyshev’s inequality

In this section, we show how we can use the approximation to higher-order moments just introduced combined
with Chebyshev’s inequality to tighten the approximate bounds of Section 2.1.2.

If X is an arbitrary random variable, t > 0, q 6= 0, Chebyshev’s inequality says:

P{|X − E[X ]| ≥ t} ≤
E[|X − E[X ]|q]

tq
(4.10)

In this paper we consider only the case q = 2, however it may be possible to obtain tighter passage-time
bounds by considering higher integer values of q, at the expense of a larger system of differential equations.

In the case q = 2, it is a straightforward application of the Cauchy–Schwarz inequality to derive a one-sided
improvement of this, often known as the Chebyshev–Cantelli inequality, which says that for t > 0:

P{X − E[X ] ≥ t} ≤
Var[X ]

Var[X ] + t2
(4.11)
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and symmetrically:

P{E[X ] − X ≥ t} ≤
Var[X ]

Var[X ] + t2
(4.12)

To illustrate how we might use these inequalities to improve on the global passage-time bounds of Sec-
tion 2.1.2, which were obtained using Markov’s inequality, consider again the model CS (2n, m) and the
global passage-time defined earlier for half (or n) of the clients to finish. Denote this random variable, σ,
then we have:

P{σ ≤ t} = P{NCf
(t) ≥ n}

= P{NCf
(t) − E[NCf

(t)] ≥ n − E[NCf
(t)]}

(4.13)

and:
P{σ ≤ t} ≥ 1 − P{E[NCf

(t)] − NCf
(t) ≥ E[NCf

(t)] − n} (4.14)

Applying the Chebyshev–Cantelli inequality to the probability on the right-hand side in each case then
yields the following bounds on the cumulative distribution function of σ:

P{σ ≤ t} ≤
Var[NCf

(t)]

Var[NCf
(t)] + (E[NCf

(t)] − n)2
(4.15)

and:

P{σ ≤ t} ≥ 1 −
Var[NCf

(t)]

Var[NCf
(t)] + (E[NCf

(t)] − n)2
(4.16)

where the first is valid when n−E[NCf
(t)] > 0, and the second when E[NCf

(t)]−n > 0. We may then apply
the differential equation approximations to first- and second-order moments defined in the previous section
to yield approximations to these bounds.

Figure 12 shows how these bounds substantially improve on those obtained using Markov’s inequality (Fig-
ure 10). However, we do notice that the differential equation approximation deviates more substantially
from the actual bound in the Chebyshev case. This is to be expected due to the higher relative error in the
variance approximations.

4.4. Individual Passage-times

Finally, in this section, we show how the techniques of Section 2.2 can be used to compute approximations to
individual passage-times for our worked example. Specifically, we will consider the instance of Definition 2.2
obtained by setting G = CS (2n, m), H = Clients and T = {Client finished}. That is, the time for a given
client to finish.

Figure 13 shows cumulative distribution functions computed using traditional methods for this passage-time
random variable for different values of n and m, yielding a sequence of structurally equivalent grouped
PEPA models with an increasing total component population size. In accordance with Theorem 3.6, the
cumulative distribution functions are converging towards the differential equation approximation.

5. Conclusion

Passage-time measures in Markov chains are extremely useful for expressing probabilistic durations in real-
world applications. Until now these calculations were limited to explicit state models and were limited by
the size of system being analysed.

In this paper, we have applied recent developments in fluid analysis of large Markov chains to allow us to
approximate passage-time distributions as well. We introduced the notion of global and individual passage
times as being useful quantities in the context of massively parallel systems.
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Fig. 12: Cumulative distribution functions of passage-time for half of the clients to finish in the model
CS (16, 8) compared with Chebyshev inequality bounds and their ODE approximations. Rates: rreq = 2.0,
rwork = 2.0, rbreak = 0.5, rdata = 1.0 and rreset = 2.0.
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Fig. 13: Cumulative distribution functions (CDFs) of passage-time for one client to finish in the model
CS (2n, n) compared with the ODE approximation to the CDF. Rates: rreq = 2.0, rwork = 2.0, rbreak = 0.5,
rdata = 1.0 and rreset = 2.0.

Firstly, we showed a limiting result for global passage times (Theorem 3.4), that for sequences of struc-
turally similar Markov chains, the distribution of the actual passage time tends towards the deterministic
approximation obtained via fluid analysis.

Secondly, also for global passage times and using two standard probabilistic inequalities, we have shown that
fluid techniques can establish approximations for both upper and lower bounds of the cumulative distribution
function of system-wide passage times in the Markov chain (Theorem 3.5).

Finally, for individual passage times, we proved that a set of fluid approximations can be used to generate
the entire cumulative distribution function of the required passage time (Theorem 3.6).
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We demonstrated these techniques on example Markov chains of the order of 2100 states. For the global
passage-time analysis, where the scale of the model is sufficiently large, we observe that the deterministic
approximation to the passage-time is reasonably accurate. In cases where there is still significant variability
in the passage-time distribution, we can obtain accurate fluid approximations to CDF bounds. These bounds
can, in some cases, be fairly loose, and we have shown that the situation can be improved somewhat by
considering higher-order moment approximations using the Chebyshev inequality. It is important to realise
that a CDF lower bound for a passage time is conservatively sufficient for verifying SLAs specified in terms
of passage-time quantiles. Thus the bounds are directly useful, even when (as with the Markov inequality)
the bound itself can, in some cases, be fairly loose.

In the individual passage time case, the fluid approximation converges relatively quickly to the CDF, making
it particularly useful from an engineering perspective.

Future work includes trying to expand the type of passage time structure that can be calculated or bounded
in this way. For the limiting results of Theorem 3.4 and Theorem 3.6, we wish to investigate the rate of
convergence. Potentially this could provide quantitative bounds on distribution of passage-time random
variables.
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A. PEPA Functions: Formal Definitions

A.1. Apparent Rate

We define the notion of apparent rate as the externally observed rate of activities of a particular type. For
a given action type α ∈ A, it is thus calculated by summing the rates of all enabled activities of this type:

rα(P ) :=
∑

P
(α, λ)
−−−→

λ

where λ ∈ R+.

Apparent rate can also be defined equivalently in a recursive manner over the PEPA grammar as follows:

rα((β, λ).P ) :=

{
λ if β = α
0 if β 6= α

rα(P + Q) := rα(P ) + rα(Q)

rα(P/L) :=

{
rα(P ) if α /∈ L

0 if α ∈ L

rα(P ⊲⊳
L

Q) :=

{
min(rα(P ), rα(Q)) if α ∈ L

rα(P ) + rα(Q) if α /∈ L

(A.1)

A.2. PEPA Flattening Function

Definition A.1 (Model flattening function). For any grouped PEPA model G, the corresponding standard
PEPA model, F(G), can be recovered from the grouped model. F(·) is defined as:

F(M1 ⊲⊳
L

M2) := F(M1) ⊲⊳
L

F(M2)

F(Y {D}) := F ′(D)

where for component groups:

F ′(D1 ‖ D2) := F ′(D1) ‖ F ′(D2)

F ′(P ) := P

The following theorem proved in [11] states formally the intention that a grouped PEPA model behaves
exactly as the corresponding standard PEPA model. For the purposes of this work, this can be taken as the
definition of the operational semantics for grouped PEPA models.

Theorem A.2. Let G be a grouped PEPA model. Then for all α ∈ A, transitions G
(α, r)
−−−→ G′ are in

one-to-one correspondence with transitions F(G)
(α, r)
−−−→ F(G′).

Furthermore, the apparent rate of a grouped PEPA model G is defined exactly in terms of the corresponding
standard PEPA model, i.e. rα(G) := rα(F(G)).

A.3. PEPA Group Functions

Definition A.3 (Set of component group labels). For any grouped PEPA model G, its set of component
group labels is G(G) where G(M1 ⊲⊳

L
M2) := G(M1) ∪ G(M2) and G(Y {D}) := Y .
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Definition A.4 (Standard PEPA derivative states in a component group). For any grouped PEPA model
G, the set of standard PEPA component derivative states in a given component group with label H ∈ G(G)
is B(G, H) where:

B(M1 ⊲⊳
L

M2, H) :=

{
B(M1, H) if H ∈ G(M1)
B(M2, H) if H ∈ G(M2)

and B(H{D}, H) := B′(D). For component groups, B′(D1 ‖ D2) := B′(D1) ∪ B′(D2) and B′(P ) := ds(P ).

Furthermore define B(G) to be the subset of G(G) ×
⋃

H∈G(G) B(G, H) such that (H, P ) ∈ B(G) if and

only if H ∈ G(G) and P ∈ B(G, H). That is, there is exactly one element of B(G) for every standard
PEPA component and group in which it occurs in the model. This allows us to specify the standard PEPA
components of a particular type occurring in a given component group.

We write also S(G, H) for the size of the component group H ∈ G(G), that is, the number of parallel
components in the group. So, for example, S(PRG(n, m), Processors) = n. We then write S(G) :=
∑

H∈G(G) S(G, H) for the total component population of the model G.

Lastly, for fairly technical reasons concerned with the proof of Lemma 1.5, we will need to know for an
action type α ∈ A, the structural depth of a grouped PEPA model, G. This is simply the largest number of
cooperations involving α, whose immediate effect can be seen by a standard PEPA component enabling an
α-action within some component group.

Definition A.5 (Structural depth). For any grouped PEPA model G and action type α ∈ A, the structural
depth of G with respect to α is Dα(G) where Dα(·) is defined as:

Dα(M1 ⊲⊳
L

M2) :=

{
1 + max{Dα(M1), Dα(M2)} if α ∈ L
max{Dα(M1), Dα(M2)} if α /∈ L

Dα(Y {D}) := 0

B. Systems of Equations

B.1. Differential Equations for PR′
G(n, m)

We have adopted the shorthand vP0(t) for vProcessors, Processor0(t) and similarly for the other quantities.

v̇P0(t) = −
vP0(t)

vP0(t) + vP ′
0
(t)

min(r1(vP0 (t) + vP ′
0
(t)), r2vR0(t))

v̇P1(t) = − q1vP1(t) +
vP0(t)

vP0(t) + vP ′
0
(t)

min(r1(vP0(t) + vP ′
0
(t)), r2vR0(t))

v̇P ′
0
(t) = −

vP ′
0
(t)

vP0(t) + vP ′
0
(t)

min(r1(vP0 (t) + vP ′
0
(t)), r2vR0(t)) + q1(vP1(t) + vP ′

1
(t))

v̇P ′
1
(t) = − q1vP ′

1
(t) +

vP ′
0
(t)

vP0(t) + vP ′
0
(t)

min(r1(vP0(t) + vP ′
0
(t)), r2vR0(t))

v̇R0(t) = − min(r1(vP0 (t) + vP ′
0
(t)), r2vR0(t)) + q2vR1(t)

v̇R1(t) = − q2vR1(t) + min(r1(vP0(t) + vP ′
0
(t)), r2vR0(t))

(B.1)
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B.2. Differential Equations for CS (n, m)

B.2.1. First Order Moments

We have adopted the shorthand vC (t) for vClients, Client (t) and similarly for the other quantities.

v̇C (t) = − rreq min(vC (t), vS (t))

v̇Cw
(t) = rreq min(vC (t), vS (t)) − rdata min(vCw

(t), vS (t))

v̇Cf
(t) = rdata min(vCw

(t), vS (t))

v̇S (t) = − rreq min(vC (t), vS (t)) − rdata min(vCw
(t), vS (t)) + rworkvSd

(t) − rbreakvS (t) + rresetvSb
(t)

v̇Sd
(t) = rreq min(vC (t), vS (t)) + rdata min(vCw

(t), vS (t)) − rworkvSd
(t)

v̇Sb
(t) = rbreakvS (t) − rresetvSb

(t)

(B.2)

B.2.2. Second Order Moments

As in Section 4.3.1, we have adopted the shorthand vC2(t) for the approximation to the second moment
of the Client counting process and vC ·Sd

(t) for the approximation to the joint moment of the Client and
Server done counting processes, and again, similarly for all other second order moment differential equation
components.

v̇C2(t) = rreq(−min(vC2(t), vC ·S (t)) − min(vC2(t), vC ·S (t)) + min(vC (t), vS (t)))

v̇C ·Cw
(t) = rreq(−min(vC ·Cw

(t), vCw ·S (t)) + min(vC2(t), vC ·S (t)) − min(vC (t), vS (t)))

− rdata min(vC ·Cw
(t), vC ·S (t))

v̇C ·Cf
(t) = − rreq min(vC ·Cf

(t), vCf ·S (t)) + rdata min(vC ·Cw
(t), vC ·S (t))

v̇C ·S (t) = rreq(−min(vC ·S (t), vS2(t)) − min(vC2(t), vC ·S (t)) + min(vC (t), vS (t)))

− rdata min(vC ·Cw
(t), vC ·S (t)) + rworkvC ·Sd

(t) − rbreakvC ·S (t) + rresetvC ·Sb
(t)

v̇C ·Sd
(t) = rreq(−min(vC ·Sd

(t), vS ·Sd
(t)) + min(vC2(t), vC ·S (t)) − min(vC (t), vS (t)))

+ rdata min(vC ·Cw
(t), vC ·S (t)) − rworkvC ·Sd

(t)

v̇C ·Sb
(t) = − rreq min(vC ·Sb

(t), vS ·Sb
(t)) + rbreakvC ·S (t) − rresetvC ·Sb

(t)

v̇Cw
2(t) = rreq(min(vC ·Cw

(t), vCw ·S (t)) + min(vC ·Cw
(t), vCw ·S(t)) + min(vC (t), vS (t)))

+ rdata (−min(vCw
2(t), vCw ·S (t)) − min(vCw

2(t), vCw ·S (t)) + min(vCw
(t), vS (t)))

v̇Cw ·Cf
(t) = rreq min(vC ·Cf

(t), vCf ·S (t))

+ rdata (−min(vCw ·Cf
(t), vCf ·S (t)) + min(vCw

2(t), vCw ·S (t)) − min(vCw
(t), vS (t)))

v̇Cw ·S (t) = rreq(min(vC ·S (t), vS2(t)) − min(vC ·Cw
(t), vCw ·S (t)) − min(vC (t), vS (t)))

+ rdata (−min(vCw ·S (t), vS2(t)) − min(vCw
2(t), vCw ·S (t)) + min(vCw

(t), vS (t)))

+ rworkvCw ·Sd
(t) − rbreakvCw ·S(t) + rresetvCw ·Sb

(t)

v̇Cw ·Sd
(t) = rreq(min(vC ·Sd

(t), vS ·Sd
(t)) + min(vC ·Cw

(t), vCw ·S (t)) + min(vC (t), vS (t)))

+ rdata (−min(vCw ·Sd
(t), vS ·Sd

(t)) + min(vCw
2(t), vCw ·S (t)) − min(vCw

(t), vS (t)))

− rworkvCw ·Sd
(t)

v̇Cw ·Sb
(t) = rreq min(vC ·Sb

(t), vS ·Sb
(t)) − rdata min(vCw ·Sb

(t), vS ·Sb
(t)) + rbreakvCw ·S (t) − rresetvCw ·Sb

(t)

v̇Cf
2(t) = rdata (min(vCw ·Cf

(t), vCf ·S (t)) + min(vCw ·Cf
(t), vCf ·S (t)) + min(vCw

(t), vS (t)))
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v̇Cf ·S(t) = − rreq min(vC ·Cf
(t), vCf ·S (t))

+ rdata (min(vCw ·S (t), vS2(t)) − min(vCw ·Cf
(t), vCf ·S (t)) − min(vCw

(t), vS (t))) + rworkvCf ·Sd
(t)

− rbreakvCf ·S(t) + rresetvCf ·Sb
(t)

v̇Cf ·Sd
(t) = rreq min(vC ·Cf

(t), vCf ·S (t))

+ rdata (min(vCw ·Sd
(t), vS ·Sd

(t)) + min(vCw ·Cf
(t), vCf ·S (t)) + min(vCw

(t), vS (t))) − rworkvCf ·Sd
(t)

v̇Cf ·Sb
(t) = rdata min(vCw ·Sb

(t), vS ·Sb
(t)) + rbreakvCf ·S (t) − rresetvCf ·Sb

(t)

v̇S2(t) = rreq(−min(vC ·S (t), vS2(t)) − min(vC ·S (t), vS2(t)) + min(vC (t), vS (t)))

+ rdata (−min(vCw ·S (t), vS2(t)) − min(vCw ·S (t), vS2(t)) + min(vCw
(t), vS (t)))

+ rwork (vS ·Sd
(t) + vS ·Sd

(t) + vSd
(t)) + rbreak(−vS2(t) − vS2(t) + vS (t))

+ rreset(vS ·Sb
(t) + vS ·Sb

(t) + vSb
(t))

v̇S ·Sd
(t) = rreq(−min(vC ·Sd

(t), vS ·Sd
(t)) + min(vC ·S (t), vS2(t)) − min(vC (t), vS (t)))

+ rdata (−min(vCw ·Sd
(t), vS ·Sd

(t)) + min(vCw ·S (t), vS2(t)) − min(vCw
(t), vS (t)))

+ rwork (vSd
2(t) − vS ·Sd

(t) − vSd
(t)) − rbreakvS ·Sd

(t) + rresetvSd ·Sb
(t)

v̇S ·Sb
(t) = − rreq min(vC ·Sb

(t), vS ·Sb
(t)) − rdata min(vCw ·Sb

(t), vS ·Sb
(t)) + rworkvSd ·Sb

(t)

+ rbreak(−vS ·Sb
(t) + vS2(t) − vS (t)) + rreset (vSb

2(t) − vS ·Sb
(t) − vSb

(t))

v̇Sd
2(t) = rreq(min(vC ·Sd

(t), vS ·Sd
(t)) + min(vC ·Sd

(t), vS ·Sd
(t)) + min(vC (t), vS (t)))

+ rdata (min(vCw ·Sd
(t), vS ·Sd

(t)) + min(vCw ·Sd
(t), vS ·Sd

(t)) + min(vCw
(t), vS (t)))

+ rwork (−vSd
2(t) − vSd

2(t) + vSd
(t))

v̇Sd ·Sb
(t) = rreq min(vC ·Sb

(t), vS ·Sb
(t)) + rdata min(vCw ·Sb

(t), vS ·Sb
(t)) − rworkvSd ·Sb

(t)

+ rbreakvS ·Sd
(t) − rresetvSd ·Sb

(t)

v̇Sb
2(t) = rbreak(vS ·Sb

(t) + vS ·Sb
(t) + vS (t)) + rreset (−vSb

2(t) − vSb
2(t) + vSb

(t))

(B.3)

C. Proofs and Lemmas

C.1. Proof of Lemma 1.5

Proof. Writing the system of differential equations associated to a grouped PEPA model, G, as v̇(t) =
f(v(t)). We see from Definition 1.4 that for 1 ≤ k ≤ N (G) (corresponding to some (H, P ) ∈ B(G)) and

v ∈ R
N (G)
+ :

fk(v) =
∑

αi∈A




∑

Qj∈B(G, H)

pαi
(Qj, P )Rαi

(G, v, H, Qj)



 −Rαi
(G, v, H, P )

For arbitrary α ∈ A, we focus now on a term, Rα(G, v, H, Q) for Q ∈ B(G, H). It is an easy exercise in
structural induction over Definition 1.1 to see that it has the following general form, for some 1 ≤ i ≤ N (G):

Rα(G, v, H, Q) = rα(Q)vi ×

Dα(G)
∏

n=1

min(an(v), bn(v))

an(v)
(C.1)

where for any 1 ≤ n ≤ Dα(G):

an(v) ≥ rα(Q)vi ×
n−1∏

m=1

min(am(v), bm(v))

am(v)
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Now, the functions an(·) and bn(·) are just instances of apparent rate (Definition 1.2). So they and their

minimum, min(an(·), bn(·)), are all piecewise-linear on closed subsets of R
N (G)
+ , each defined by a system of

linear inequalities. These subsets thus form a covering of R
N (G)
+ by closed convex sets. Take an arbitrary

such region, say A ⊆ R
N (G)
+ . For v ∈ A, some of the terms of the product in Equation (C.1) will cancel

and, re-ordering indices where necessary, for some D ≤ Dα(G):

Rα(G, v, H, Q) = rα(Q)vi ×
D∏

n=1

bn(v)

an(v)

and for any 1 ≤ n ≤ D, the following two inequalities hold:

an(v) ≥ rα(P )vi ×
n−1∏

m=1

bm(v)

am(v)

an(v) ≥ bn(v)

(C.2)

Furthermore, on the interior of A, int(A), Rα(G, ·, H, Q) is differentiable since the an(·) and bn(·) are linear.
So for any 1 ≤ j ≤ N (G) and v ∈ int(A):

∂Rα(G, ·, H, Q)

∂vj
(v) =







rα(Q) ×
∏D

n=1
bn(v)
an(v) + rα(Q)vi ×

∂
∂vj

[
∏D

n=1
bn(v)
an(v)

]

: j = i

rα(Q)vi ×
∂

∂vj

[
∏D

n=1
bn(v)
an(v)

]

: j 6= i

Write F [l](v) :=
∏l

n=1
bn(v)
an(v) for 0 ≤ l ≤ D. Then:

rα(Q)vi ×
∂F [l]

∂vj
(v) = rα(Q)vi

F [l − 1](v)

al(v)

∂bl

∂vj
(v) − rα(Q)vi

F [l](v)

al(v)

∂al

∂vj
(v) +

bl(v)

al(v)
rα(Q)vi ×

∂F [l − 1]

∂vj
(v)

Applying the inequalities of Equation (C.2), we obtain:

∣
∣
∣
∣
rα(Q)vi ×

∂F [l]

∂vj
(v)

∣
∣
∣
∣
≤

∣
∣
∣
∣

∂bl

∂vj
(v)

∣
∣
∣
∣
+

∣
∣
∣
∣

∂al

∂vj
(v)

∣
∣
∣
∣
+

∣
∣
∣
∣
rα(Q)vi ×

∂F [l − 1]

∂vj
(v)

∣
∣
∣
∣

It is clear from the definition of apparent rate (Section A.1) that only one of
∣
∣
∣

∂bl

∂vj
(v)

∣
∣
∣ and

∣
∣
∣

∂al

∂vj
(v)

∣
∣
∣ can be

non-zero, and it is no greater than rα(Q′) for some standard PEPA component, Q′. Thus by induction:

sup
v∈int(A)

∣
∣
∣
∣

∂Rα(G, ·, H, Q)

∂vj
(v)

∣
∣
∣
∣
≤ (Dα(G) + 1)Qmax

α (G)

Now considering all action types in the same way, we have:

sup
v∈int(A)

∣
∣
∣
∣

∂fk

∂vj
(v)

∣
∣
∣
∣
≤ 2

∑

αi∈A

(Dαi
(G) + 1)Qmax

αi
(G)

We now apply Lemma C.1 on the open convex set, int(A) to show that f(·) is Lipschitz continuous on A
with a Lipschitz constant, K(G) := 2N (G)

∑

αi∈A(Dαi
(G) + 1)Qmax

αi
(G).

For general v1, v2 ∈ R
N (G)
+ , consider the line connecting them, (1 − t)v1 + tv2 for t ∈ [0, 1]. Let the closed

convex sets making up the covering of R
N (G)
+ defined above be {Ai}N

i=1. Assume the line between v1 and v2

intersects k ≥ 1 of them, then re-ordering where necessary, there exist {tj}
k+1
j=1 with t1 = 0, tk+1 = 1 such
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that for each 1 ≤ j < k, tj < tj+1 and (1 − t)v1 + tv2 ∈ Aj for t ∈ [tj , tj+1]. Now write:

‖f(v1) − f(v2)‖ =

∥
∥
∥
∥
∥
∥

k∑

j=1

(f((1 − tj)v1 + tjv2) − f((1 − tj+1)v1 + tj+1v2))

∥
∥
∥
∥
∥
∥

≤
k∑

j=1

‖(f((1 − tj)v1 + tjv2) − f((1 − tj+1)v1 + tj+1v2))‖

≤ K(G)

k∑

j=1

‖((1 − tj)v1 + tjv2) − ((1 − tj+1)v1 + tj+1v2)‖

= K(G)‖v1 − v2‖

as required.

C.2. Proof of Theorem 3.1

Proof. We require to show for all t, s ≥ 0, that E[M̄(s + t) | Fs] = M̄(s) a.s., where Fs is the natural
filtration of N̄(s). Since E[M̄(s + t) | Fs] = M̄(s) + E[M̄(t)] using the Markov property, this is equivalent to
showing that E[M̄(t)] = 0 for all t ≥ 0.

Let the jump times of N̄(t) be {τj}∞j=0 with τ0 := 0. Now consider M̄(t) stopped at τ1, i.e. M̄(t∧ τ1). Then

using homogeneity of f(·) (Lemma 1.6), that is, the fact that f(N(t)) = S(G)f(N̄(t)), we have:

E[M̄(t ∧ τ1)] = −E[1{0≤t<τ1} · tf(N̄(0))] + E[1{t≥τ1} · (N̄(τ1) − τ1f(N̄(0)))] = 0

by a straightforward argument. Repeating the argument using the Markov property, we see that E[M̄(t ∧
τj)] = 0 for all j ≥ 0. Therefore, we may write for all j ≥ 0, E[M̄(t)] = E[1{t≥τj} · (M̄(t)−M̄(τj))], and also
in the limit:

E[M̄(t)] = lim
j→∞

E[1{t≥τj} · (M̄(t) − M̄(τj))] = lim
j→∞

E[1{t≥τj} · M̄(t)] − lim
j→∞

E[1{t≥τj} · M̄(τj)] (C.3)

We can bound τj in distribution by an Erlang random variable with parameters k and R, where R is the
finite maximum jump rate of N̄(t). So limj→∞ E[1{t≥τj}] = 0. Then the first term of Equation (C.3) is zero
by monotone convergence and the second is zero by the Cauchy-Schwarz inequality.

C.3. Proof of Theorem 3.2

Proof. Recall that we are considering the grouped PEPA model, G, with associated rescaled aggregated
stochastic process, N̄(t) and system of ODEs, ˙̄v(t) = f(v̄(t)).

Recall from Lemma 1.5 that a Lipschitz constant of the function f(·) is K(G). Now note that by definition
and the triangle inequality, we have for all t ∈ [0, ∞):

‖N̄(t) − v̄(t)‖ = ‖M̄(t) − v̄(t) +

∫ t

0

f(N̄(s)) ds‖

≤ ‖M̄(t)‖ +

∫ t

0

‖f(N̄(s)) − f(v̄(s)‖ ds

≤ ‖M̄(t)‖ + K(G)

∫ t

0

‖N̄(s) − v̄(s)‖ ds

For δ = ǫ exp(−K(G)T ), define the event A :=
{

supt∈[0, T ] ‖M̄(t)‖ > δ
}

. On the complement of this event,

we may apply Grönwall’s inequality [23, Pg. 498] to the function, e(s) := supt∈[0, s] ‖N̄(s)− v̄(s)‖, to obtain,
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supt∈[0, T ] ‖N̄(t) − v̄(t)‖ ≤ ǫ. Thus we have shown the following result:

P

{

sup
t∈[0, T ]

‖N̄(t) − v̄(t)‖ > ǫ

}

≤ P(A)

So it remains to bound P(A). As in the proof of Theorem 3.1, let the jump times of N̄(t) be {τj}∞j=0 and
note that for any k ≥ 0:

A =

{

sup
t∈[0, T ]

‖M̄(t)‖2 > δ2

}

= {τk < T } ∪

{

sup
t∈[0, T ]

‖M̄(t ∧ τk)‖2 > δ2

}

where M̄(t ∧ τk) is M̄(t) stopped at τk, and is also a martingale by the optional stopping theorem. So we
can apply Doob’s L2-martingale inequality to it to obtain:

P

{

sup
t∈[0, T ]

‖M̄(t ∧ τk)‖2 > δ2

}

≤ δ−2E

[

sup
t∈[0, T ]

‖M̄(t ∧ τk)‖2

]

≤ 4δ−2E
[
‖M̄(T ∧ τk)‖2

]

Thus we have, for any k ≥ 0, P(A) ≤ P{τk < T } + 4δ−2E
[
‖M̄(T ∧ τk)‖2

]
.

Choose some q > Qmax(G), such that qT is an integer. Then we can fix integer k = S(G)qT . Now τk is
bounded below in distribution by the sum of k independent and identically exponentially-distributed random
variables each with parameter the maximal jump rate of N̄(t), S(G)Qmax(G). Denote this Erlang random
variable by µk. So we have:

P{τk < T } ≤ P{µk < T } =
γ(S(G)qT, S(G)Qmax(G)T )

(S(G)qT − 1)!

where γ(·, ·) is the lower incomplete gamma function.

Now to bound E
[
‖M̄(T ∧ τk)‖2

]
, note that:

E
[
‖M̄(T ∧ τk)‖2

]
= E[1{T≥τk}‖M̄(τk)‖2] +

k−1∑

i=0

E[1{τi≤T<τi+1}‖M̄(τi)‖
2]

≤ P{T ≥ τk}E[‖M̄(τk)‖2] +
k−1∑

i=0

P{τi ≤ T < τi+1}E[‖M̄(τi)‖
2]

(C.4)

For any i ≥ 0, E[‖M̄(τi)‖2] ≤
∑i−1

j=0 E[‖M̄(τj+1) − M̄(τj)‖2], and for any j ≥ 0:

E[‖M̄(τj+1) − M̄(τj)‖
2] (C.5)

=

N (G)
∑

n=1

E[(N̄n(τj+1) − N̄n(τj))
2 + (τj+1 − τj)

2f2
n(N̄(τj)) − 2(N̄n(τj+1) − N̄n(τj))(τj+1 − τj)fn(N̄(τj))]

For any possible state of the CTMC, N̄(t), say N̄ , write r(N̄ ) for the sum of all of the rates of all outgoing
transitions from that state. Then, for any possible state, N̄ , we have, by homogeneity of r(·) (Lemma 1.6):

E[2(N̄n(τj+1) − N̄n(τj))(τj+1 − τj)fn(N̄(τj)) | N̄(τj) = N̄ ] = 2f2
n(N̄)/(S2(G)r2(N̄))

= E[(τj+1 − τj)
2f2

n(N̄(τj)) | N̄(τj) = N̄ ]

Thus, combining Equations (C.4) and (C.5), we obtain:

E
[
‖M̄(T ∧ τk)‖2

]
≤ k

N (G)
∑

n=1

E[(N̄n(τk+1) − N̄n(τk))2] ≤ kN (G)/S2(G) = qTN (G)/S(G)

38



since each component type count changes by at most one component at each jump time. The required bound
follows.

To show that the bound tends to zero as S(G) → ∞ and everything else remains fixed, it remains just to
show that:

P{µk < T } =
γ(S(G)qT, S(G)Qmax(G)T )

(S(G)qT − 1)!
→ 0

as S(G) → ∞ with fixed q, T and Qmax(G). Now for any a > T :

P{µk < T } ≤ P{(µk − a)2 ≥ (a − T )2} = P{µ2
k − 2aµk ≥ T 2 − 2aT } ≤

1

T 2 − 2aT
(E[µ2

k] − 2aE[µk])

Now choose a = E[µk] = q
QT > T and note that Var[µk] = qT

S(G)Q2 , so P{µk < T } ≤ 1
T (T−q/Q)

qT
S(G)Q2 and

the required result follows.

C.4. Proof of Theorem 3.4

Proof. Fix T > γ and ǫ < min(γ, T − γ). Choose δ− := p.v̄(γ − ǫ) − P > 0 and δ+ := P − p.v̄(γ + ǫ) > 0.
Then:

P{|σi − γ| > ǫ} = P({σi − γ > ǫ} ∪ {γ − σi > ǫ})

≤ P(
{
‖N̄Gi(γ − ǫ) − v̄(γ − ǫ)‖ ≥ δ−

}
∪ {‖N̄Gi(γ + ǫ) − v̄(γ + ǫ)‖ ≥ δ+})

≤ P

{

sup
t∈[0, T ]

‖N̄Gi(t) − v̄(t)‖ ≥ min(δ−, δ+)

}

Now by structural equivalence, the quantities, q, Qmax(G), |B| and K(G) in Theorem 3.2 defined for each
grouped PEPA model, Gi, are independent of i. So by that theorem, if S(Gi) → ∞ as i → ∞, we have the
desired result.

C.5. Proof of Theorem 3.5

Proof. Now, for any k > 0, δ > 0 and t ∈ [0, T ]:

1

k2S2(Gi)
‖E[NGi(t)] − vGi(t)‖2 =

1

k2
‖E[N̄Gi(t)] − v̄(t)‖2 ≤

1

k2
E[‖N̄Gi(t) − v̄(t)‖2]

≤
1

k2

[

P

{

sup
t∈[0, T ]

‖N̄Gi(t) − v̄(t)‖2 ≥ δ2

}

4|B|+ δ2

]

By Theorem 3.2, the limit of this quantity as i → ∞ is δ2/k2. Since this holds for any δ > 0, we have,
1/(kS(Gi))‖E[NGi(t)] − vGi(t)‖ → 0 as i → ∞. This gives the first result. The second follows too since
1/(kS(Gi) + 1)‖E[NGi(t)] − vGi(t)‖ < 1/(kS(Gi))‖E[NGi(t)] − vGi(t)‖.

C.6. Lemmas

Lemma C.1. Let A ⊆ Rn be convex and open. Let g : Ā → Rn be a function continuous on Ā and
differentiable on A. Assume also that for i, j ∈ {1, . . . , n}:

sup
x∈A

∣
∣
∣
∣

∂gi

∂xj
(x)

∣
∣
∣
∣
≤ Λ < ∞

Then g is Lipschitz continuous on Ā with a Lipschitz constant, nΛ.
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Proof. Let x, y ∈ A be arbitrary, and define the function G : [0, 1] → Rn by G(t) := g((1− t)x+ ty). Now,
by convexity of A, G is differentiable on (0, 1) and we have for all t ∈ (0, 1), G′(t) = Dg((1−t)x+ty)·(y−x).
Then:

|Gi(1) − Gi(0)|2 =

[∫ 1

0

dGi

dt
(s) ds

]2

=





n∑

j=1

(yj − xj)





2
[∫ 1

0

∂gi

∂xj
((1 − s)x + sy) ds

]2

≤ n‖y − x‖2Λ2

by the Cauchy–Schwarz inequality. So:

‖g(y) − g(x)‖ = ‖G(1) − G(0)‖ ≤ nΛ‖y − x‖

as required. The extension to Ā is trivial by continuity of g and continuity of norms.
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