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#### Abstract

We prove that for every $d \geq 2$, deciding if a pure, $d$-dimensional, simplicial complex is shellable is NP-hard, hence NP-complete. This resolves a question raised, e.g., by Danaraj and Klee in 1978. Our reduction also yields that for every $d \geq 2$ and $k \geq 0$, deciding if a pure, $d$-dimensional, simplicial complex is $k$-decomposable is NP-hard. For $d \geq 3$, both problems remain NP-hard when restricted to contractible pure $d$-dimensional complexes.
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## 1 Introduction

A $d$-dimensional simplicial complex is called pure if all its facets (i.e., inclusion-maximal faces) have the same dimension $d$. A pure $d$-dimensional simplicial complex is shellable if there exists a linear ordering $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{n}$ of its facets such that, for every $i \geq 2, \sigma_{i} \cap\left(\cup_{j<i} \sigma_{j}\right)$ is a pure $(d-1)$-dimensional simplicial complex; such an ordering is called a shelling or shelling order. For example, the boundary of a simplex is shellable (any order works), but no triangulation of the torus is (the condition fails for the first triangle $\sigma_{i}$ that creates a non-contractible 1-cycle).

The concept of shellings originated in the theory of convex polytopes (in a more general version for polytopal complexes), as an inductive procedure to construct the boundary of a polytope by adding the facets one by one in such a way that all intermediate complexes (except the last one) are contractible. The fact that this is always possible, i.e., that convex polytopes are shellable, was initially used as an unproven assumption in early papers (see the discussion in [15, pp. 141-142] for a more detailed account of the history), before being proved by Bruggesser and Mani [9].

The notion of shellability extends to more general objects (including non-pure simplicial complexes and posets [8]), and plays an important role in diverse areas including piecewise-linear topology [26, 3], polytope theory (e.g., McMullen's proof of the Upper Bound Theorem [22]), topological combinatorics [5], algebraic combinatorics and commutative algebra [28, 24], poset theory, and group theory [4, 27]; for a more detailed introduction and further references see [31, §3].

One of the reasons for its importance is that shellability - a combinatorial property - has strong topological implications: For example, if a pure $d$-dimensional complex $K$ is a pseudomanifold ${ }^{3}$ - which can be checked in linear time - and shellable, then $K$ is homeomorphic to the sphere $S^{d}$ (or the ball $B^{d}$, in case $K$ has nonempty boundary) [10] a property that is algorithmically undecidable for $d \geq 5$, by a celebrated result of Novikov [30, 23]. More generally, every pure $d$-dimensional shellable complex is homotopy equivalent to a wedge of $d$-spheres, in particular it is $(d-1)$-connected.

### 1.1 Results

From a computational viewpoint, it is natural to ask if one can decide efficiently (in polynomial time) whether a given complex is shellable. This question was raised at least as early as in the 1970's [11, 12] (see also [18, Problem 34]) and is of both practical and theoretical importance (besides direct consequences for the experimental exploration of simplicial complexes, the answer is also closely related to the question there are simple conditions that would characterize shellability). Danaraj and Klee proved that shellability of 2-dimensional pseudomanifolds can be tested in linear time [11], whereas a number of related problems have been shown to be NP-complete [13, 19, 17, 20, 29, 2] (see Section 1.2), but the computational complexity of the shellability problem has remained open. Here we show: ${ }^{4}$

[^1]- Theorem 1. Deciding if a pure 2-dimensional simplicial complex is shellable is NPcomplete.

Here, the input is given as a finite abstract simplicial complex (see Section 2). ${ }^{5}$

- Remark. The problem of testing shellability is easily seen to lie in the complexity class NP (given a linear ordering of the facets of a complex, it is straightforward to check whether it is a shelling). Thus, the nontrivial part of Theorem 1 is that deciding shellability of pure 2-dimensional complexes is NP-hard.

It is easy to check that a pure simplicial complex $K$ is shellable if and only if the cone $\{v\} * K$ is shellable, where $v$ is a vertex not in $K$ (see Section 2). Thus, the hardness of deciding shellability easily propagates to higher-dimensional complexes, even to cones.

- Corollary 2. For $d \geq 3$, deciding if a pure d-dimensional complex is shellable is NP-complete even when the input is assumed to be a cone (hence contractible).

Moreover, our hardness reduction (from 3-SAT) used in the proof of Theorem 1 (see Section 3) turns out to be sufficiently robust to also imply hardness results for a number of related problems.

Hardness of $\boldsymbol{k}$-decomposability and CL-shellability. Let $d \geq 2$ and $k \geq 0$. A pure $d$ dimensional simplicial complex $K$ is $k$-decomposable if it is a simplex or if there exists a face $\sigma$ of $K$ of dimension at most $k$ such that (i) the link of $\sigma$ in $K$ is pure ( $d-|\sigma|$ )-dimensional and $k$-decomposable, and (ii) deleting $\sigma$ and faces of $K$ containing $\sigma$ produces a $d$-dimensional $k$-decomposable complex. This notion, introduced by Provan and Billera [25], provides a hierarchy of properties ( $k$-decomposability implies ( $k+1$ )-decomposability) interpolating between vertex-decomposable complexes $(k=0)$ and shellable complexes (shellability is equivalent to $d$-decomposability [25]). The initial motivation for considering this hierarchy was to study the Hirsch conjecture on combinatiorial diameters of convex polyhedra, or in the language of simplicial complex, the diameter of the facet-adjacency graphs of pure simplicial complexes: at one end, the boundary complex of every $d$-dimensional simplicial polytope is shellable [9], and at the other end, every vertex-decomposable simplicial complex has small diameter (it satisfies the Hirsch bound [25]).

- Theorem 3. Let $d \geq 2$ and $k \geq 0$. Deciding if a pure $d$-dimensional simplicial complex is $k$-decomposable is NP-hard. For $d \geq 3$, the problem is already NP-hard for pure $d$-dimensional simplicial complexes that are cones (hence contractible).

Another notion related to shellability is the CL-shellability of a poset, introduced in [6]. We do not reproduce the definition here, but note that a simplicial complex is shellable if and only if the dual of its face lattice is CL-shellable [7, Corollary 4.4]. For any fixed dimension $d$ the face lattice can be computed in polynomial time, so we get:

- Corollary 4. Deciding whether a given poset is CL-shellable is NP-hard.

[^2]
### 1.2 Related work on collapsibility and our approach

Our proof of Theorem 1 builds on earlier results concerning collapsibility, a combinatorial analogue, introduced by Whitehead [32], of the topological notion of contractibility. ${ }^{6}$ A face $\sigma$ of a simplicial complex $K$ is free if there is a unique inclusion-maximal face $\tau$ of $K$ with $\sigma \subsetneq \tau$. An elementary collapse is the operation of deleting a free face and all faces containing it. A simplicial complex $K$ collapses to a subcomplex $L \subseteq K$ if $L$ can be obtained from $K$ by a finite sequence of elementary collapses; $K$ is called collapsible if it collapses to a single vertex.

The problem of deciding whether a given 3 -dimensional complex is collapsible is NPcomplete [29]; the proof builds on earlier work of Malgouyres and Francés [20], who showed that it is NP-complete to decide whether a given 3-dimensional complex collapses to some 1-dimensional subcomplex. By contrast, collapsibility of 2-dimensional complexes can be decided in polynomial time (by a greedy algorithm) [17, 20]. It follows that for any fixed integer $k$, it can be decided in polynomial time whether a given 2-dimensional simplicial complex can be made collapsible by deleting at most $k$ faces of dimension 2 ; by contrast, the latter problem is NP-complete if $k$ is part of the input [13]. ${ }^{7}$

Our reduction uses the gadgets introduced by Malgouyres and Francés [20] and reworked in [29] to prove NP-hardness of deciding collapsibility for 3-dimensional complexes. However, these gadgets are not pure: they contain maximal simplices of two different dimensions, 2 and 3 . Roughly speaking, we fix this by replacing the 3 -dimensional subcomplexes by suitably triangulated 2 -spheres and modifying the way in which they are glued. Interestingly, this also makes our reduction robust to subdivision and applicable to other types of decomposition.

Collapsibility and shellability. Furthermore, we will use the following connection between shellability and collapsibility, due to Hachimori [16] (throughout, $\tilde{\chi}$ denotes the reduced Euler characteristic).

- Theorem 5 ([16, Theorem 8]). Let $K$ be a 2-dimensional simplicial complex. The second barycentric subdivision $\mathrm{sd}^{2} K$ is shellable if and only if the link of each vertex of $K$ is connected and there exists $\tilde{\chi}(K)$ triangles in $K$ whose removal makes $K$ collapsible.

At first glance, Hachimori's theorem might suggest to prove Theorem 1 by a direct polynomial-time reduction of collapsibility to shellability. However, for 2-dimensional complexes this would not imply hardness, since, as mentioned above, collapsibility of 2-dimensional complexes is decidable in polynomial time [17, 20]. Instead, we will use the existential part of Hachimori's theorem ("there exists $\tilde{\chi}(K)$ triangles") to encode instances of the 3-SAT problem, a classical NP-complete problem.

## 2 Notation and terminology

We give here an overview of the basic terminology, including the notions used but not defined in the introduction. We assume that the reader is familiar with standard concepts regarding simplicial complexes, and mostly list the notions we use and set up the notation.

[^3]We recall that the input in Theorem 1 is assumed to be described as an abstract simplicial complex, ${ }^{8}$ i.e., a purely combinatorial object. For the purposes of the exposition, however, it will be more convenient to use a description via geometric simplicial complexes. ${ }^{9}$ In fact, in our construction, we will sometimes first describe a polyhedron ${ }^{10}$ and only then a geometric simplicial complex triangulating the polyhedron, with the understanding that this is simply a convenient way to specify the associated abstract simplicial complex.

A subdivision of a (geometric) complex $K$ is a complex $K^{\prime}$ such that the polyhedra of $K$ and of $K^{\prime}$ coincide and every simplex of $K^{\prime}$ is contained in some simplex of $K$. The reduced Euler characteristic of a complex $K$ is defined as $\tilde{\chi}(K)=\sum_{i=-1}^{\operatorname{dim} K}(-1)^{i} f_{i}(K)$ where $f_{i}(K)$ is the number of $i$-dimensional faces of $K$ and, by convention, $f_{-1}(K)$ is 0 if $K$ is empty and 1 otherwise.

For the definitions of links, the barycentric subdivision, sd $K$, or the join $K * L$ of two complexes $K$ and $L$ we refer to the standard sources such as [21, Chapter 1] (or to to the full version [14]). We denote by $\Delta_{\ell}$ the simplex of dimension $\ell$.

## 3 The main proposition and its consequences

The cornerstone of our argument is the following construction:

- Proposition 6. There is an algorithm that, given a $3-C N F$ formula ${ }^{11} \phi$, produces, in time polynomial in the size of $\phi$, a 2-dimensional simplicial complex $K_{\phi}$ with the following properties:
(i) the link of every vertex of $K_{\phi}$ is connected,
(ii) if $\phi$ is satisfiable, then $K_{\phi}$ becomes collapsible after removing some $\tilde{\chi}\left(K_{\phi}\right)$ triangles,
(iii) if an arbitrary subdivision of $K_{\phi}$ becomes collapsible after removing some $\tilde{\chi}\left(K_{\phi}\right)$ triangles, then $\phi$ is satisfiable.
The rest of this section derives our main result and its variants from Proposition 6. We then describe the construction of $K_{\phi}$ in Section 4 and prove Proposition 6 in Sections 5 and 6 (modulo a few claims, treated in detail in the full version [14]).

Hardness of shellability. Proposition 6 and Hachimori's theorem imply our main result:
Proof of Theorem 1. Let $\phi$ be a 3-CNF formula and let $K_{\phi}$ denote the 2-dimensional complex built according to Proposition 6. Since the link of every vertex of $K_{\phi}$ is connected, Theorem 5 guarantees that $\mathrm{sd}^{2} K_{\phi}$ is shellable if and only if there exist $\tilde{\chi}\left(K_{\phi}\right)$ triangles whose removal makes $K_{\phi}$ collapsible. Hence, by statements (ii) and (iii), the formula $\phi$ is satisfiable

[^4]if and only if $\mathrm{sd}^{2} K_{\phi}$ is shellable. Taking the barycentric subdivision of a two-dimensional complex multiplies its number of simplices by at most a constant factor. The complex sd ${ }^{2} K_{\phi}$ can thus be constructed from $\phi$ in polynomial time, and 3-SAT reduces in polynomial time to deciding the shellability of 2-dimensional pure complexes.

Hardness of $\boldsymbol{k}$-decomposability. Note that statement (iii) in Proposition 6 deals with arbitrary subdivision whereas we needed it without subdivisions in the proof above. This extra elbow room comes at no cost in the proof of Proposition 6 and yields the NP-hardness of $k$-decomposability.

Proof of Theorem 3. Assume without loss of generality that $k \leq d$. Let $\phi$ be a 3-CNF formula and $K_{\phi}$ the complex produced by Proposition 6. We have the following implications: ${ }^{12}$

$$
\begin{aligned}
& \phi \text { is satisfiable } \Rightarrow \quad K_{\phi} \text { is collapsible after removal of some } \tilde{\chi}\left(K_{\phi}\right) \text { triangles } \\
& \Rightarrow \quad \operatorname{sd}^{2} K_{\phi} \text { is shellable } \\
& \Rightarrow_{(b)} \quad \mathrm{sd}^{3} K_{\phi} \text { is vertex-decomposable } \\
& \Rightarrow(c) \quad \Delta_{d-3} * \operatorname{sd}^{3} K_{\phi} \text { is vertex-decomposable } \\
& \Rightarrow_{(a)} \quad \Delta_{d-3} * \mathrm{sd}^{3} K_{\phi} \text { is } k \text {-decomposable } \\
& \Rightarrow_{(a)} \quad \Delta_{d-3} * \mathrm{sd}^{3} K_{\phi} \text { is shellable (i.e., } d \text {-decomposable) } \\
& \Rightarrow{ }_{(d)} \quad \mathrm{sd}^{3} K_{\phi} \text { is shellable } \\
& \Rightarrow \quad \operatorname{sd} K_{\phi} \text { is collapsible after removal of some } \tilde{\chi}\left(K_{\phi}\right) \text { triangles } \\
& \Rightarrow \quad \phi \text { is satisfiable }
\end{aligned}
$$

The first and last implications are by construction of $K_{\phi}$ (Proposition 6). The second and second to last follow from Theorem 5, given that Proposition 6 ensures that links of vertices in $K_{\phi}$ are connected. The remaining implications follow from the following known facts:
(a) if $K$ is $k$-decomposable, then $K$ is $k^{\prime}$-decomposable for $k^{\prime} \geq k$,
(b) if $K$ is shellable, then sd $K$ is vertex-decomposable [8],
(c) $K$ is vertex-decomposable if and only if $\Delta_{\ell} * K$ is vertex-decomposable [25, Prop. 2.4],
(d) $K$ is shellable if and only if $\Delta_{\ell} * K$ is shellable (see the full version [14] for details).

Since the first and last statement are identical, these are all equivalences. In particular, $\phi$ is satisfiable if and only if $\Delta_{d-3} * \mathrm{sd}^{3} K_{\phi}$ is $k$-decomposable. Since this complex can be computed in time polynomial in the size of $K_{\phi}$, i.e., polynomial in the size of $\phi$, the first statement follows. Since $\Delta_{d-3} * \operatorname{sd}^{3} K_{\phi}$ is contractible for $d \geq 3$, the second statement follows.

## 4 Construction

We now define the complex $K_{\phi}$ mentioned in Proposition 6. This complex consists of several building blocks, called gadgets. We first give a "functional" outline of the gadgets (in Section 4.1), insisting on the properties that guided their design, before moving on to the details of their construction and gluing (Sections 4.2 and 4.3).

We use the notational convention that complexes that depend on a variable $u$ are denoted with round brackets, e.g. $f(u)$, whereas complexes that depend on a literal are denoted with square brackets, e.g. $f[u]$ or $f[\neg u]$.

[^5]
### 4.1 Outline of the construction

The gadgets forming $K_{\phi}$ are designed with two ideas in mind. First, every gadget, when considered separately, can only be collapsed starting in a few special edges. Next, the special edges of each gadgets are intended to be glued to other gadgets, so as to create dependencies in the flow of collapses: if an edge $f$ of a gadget $\mathbf{G}$ is attached to a triangle of another gadget $\mathbf{G}^{\prime}$, then $\mathbf{G}$ cannot be collapsed starting by $f$ before some part of $\mathbf{G}^{\prime}$ has been collapsed.

Variable gadgets. For every variable $u$ we create a gadget $\mathbf{V}(u)$. This gadget has three special edges; two are associated, respectively, with TRUE and false; we call the third one "unlocking". Overall, the construction ensures that any removal of $\tilde{\chi}\left(K_{\phi}\right)$ triangles from $K_{\phi}$ either frees exactly one of the edges associated with TRUE or FALSE in every variable gadget, or makes $K_{\phi}$ obviously non-collapsible. This relates the removal of triangles in $K_{\phi}$ to the assignment of variables in $\phi$. We also ensure that part of each variable gadget remains uncollapsible until the special unlocking edge is freed.

Clause gadgets. For every clause $c=\ell_{1} \vee \ell_{2} \vee \ell_{3}$ we create a gadget $\mathbf{C}(c)$. This gadget has three special edges, one per literal $\ell_{i}$. Assume that $\ell_{i} \in\{u, \neg u\}$. Then the special edge associated with $\ell_{i}$ is attached to $\mathbf{V}(u)$ so that it can be freed if and only if the triangle removal phase freed the special edge of $\mathbf{V}(u)$ associated with TRUE (if $\ell_{i}=u$ ) or with FALSE (if $\ell_{i}=\neg u$ ). This ensures that the gadget $\mathbf{C}(c)$ can be collapsed if and only if one of its literals was "selected" at the triangle removal phase.

Conjunction gadget. We add a gadget $\mathbf{A}$ with a single special edge, that is attached to every clause gadget. This gadget can be collapsed only after the collapse of every clause gadget has started (hence, if every clause contains a literal selected at the triangle removal phase). In turn, the collapse of $\mathbf{A}$ will free the unlocking special edge of every variable gadget, allowing to complete the collapse.

Notations. For any variable $u$, we denote the special edges of $\mathbf{V}(u)$ associated with TRUE and FALSE by, respectively, $f[u]$ and $f[\neg u]$; we denote the unlocking edge by $f(u)$. For every clause $c=\ell_{1} \vee \ell_{2} \vee \ell_{3}$, we denote by $f\left[\ell_{i}, c\right]$ the special edge of $\mathbf{C}(c)$ associated with $\ell_{i}$. We denote by $f_{\text {and }}$ the special edge of the conjunction gadget $\mathbf{A}$. The attachment of these edges are summarized in the table below.

| gadget | special edges | attached to | freed by |
| :---: | :---: | :---: | :---: |
|  | $f[u]$ | - | triangle deletion |
| $\mathbf{V}(u)$ | $f[\neg u]$ | - | triangle deletion |
|  | $f(u)$ | $\mathbf{A}$ | freeing $f_{\text {and }}$ |
|  | $f\left[u_{2}, c\right]$ | $\mathbf{V}\left(u_{2}\right)$ | freeing $f\left[u_{2}\right]$ |
| $\mathbf{C}\left(u_{2} \vee \neg u_{4} \vee u_{9}\right)$ | $f\left[\neg u_{4}, c\right]$ | $\mathbf{V}\left(u_{4}\right)$ | freeing $f\left[\neg u_{4}\right]$ |
|  | $f\left[u_{9}, c\right]$ | $\mathbf{V}\left(u_{9}\right)$ | freeing $f\left[u_{9}\right]$ |
| $\mathbf{A}$ | $f_{\text {and }}$ | every clause gadget | collapsing all clause gadgets |

Flow of collapses. Let us summarize the mechanism sketched above. Assume that $\phi$ is satisfiable, and consider a satisfying assignment. Remove the triangles from each $\mathbf{V}(u)$ so that the edge that becomes free is $f[u]$ if $u$ was assigned TRUE, and $f[\neg u]$ otherwise. This will allow to collapse each clause gadget in order to make $f_{\text {and }}$ free. Consequently, we will be
able to collapse $\mathbf{A}$ and make all unlocking edges $f(u)$ free. This allows finishing the collapses on all $\mathbf{V}(u)$.

On the other hand, to collapse $K_{\phi}$ we must collapse $f_{\text {and }}$ at some point. Before this can happen, we have to collapse in each clause $c=\ell_{1} \vee \ell_{2} \vee \ell_{3}$ one of the edges $f\left[\ell_{i}, c\right]$. This, in turn, requires that $f\left[\ell_{i}\right]$ has been made free. If we can ensure that $f\left[\neg \ell_{i}\right]$ cannot also be free, then we can read off from the collapse an assignment of the variables that must satisfy every clause, and therefore $\phi$. (If $\ell_{i}=u$, then we set $u$ to TRUE, if $\ell_{i}=\neg u$, then we set $u$ to FALSE. If there are unassigned variables after considering all clauses, we assign them arbitrarily.)

### 4.2 Preparation: modified Bing's houses

Our gadgets rely on two modifications of Bing's house, a classical example of a 2-dimensional simplicial complex that is contractible but not collapsible. Bing's house consists of a box split into two parts (or rooms); each room is connected to the outside by a tunnel through the other room; each tunnel is attached to the room that it traverses by a rectangle (or wall). The modifications that we use here make the complex collapsible, but restricts its set of free faces to exactly one or exactly three edges.

One free edge. We use here a modification due to Malgouyres and Francés [20]. In one of the rooms (say the top one), the wall has been thickened and hollowed out, see the figure below. We call the resulting polyhedron a Bing's house with a single free edge, or a 1-house for short. Two special elements of a 1-house are its free edge (denoted $f$ and in thick stroke in the figure below) and its lower wall rectangle (denoted $L$ and colored in light blue in the figure below). We only consider triangulations of 1 -houses that subdivide the edge $f$ and the lower wall $L$. We use 1-houses for the following properties:


- Lemma 7. Let $B$ be a 1-house, $f$ its free edge and $L$ its lower wall. In any triangulation of $B$, the free faces are exactly the edges that subdivide $f$. Moreover, $B$ collapses to any subtree of the 1-skeleton of $B$ that is contained in $L$ and shares with the boundary of $L$ a single endpoint of $f$.

The first statement follows from the fact that the edges that subdivide $f$ are the only ones that are not part of two triangles; see [20, Remark 1]. The second statement was proven in [29, Lemma 7] for certain trees, but the argument holds for arbitrary trees; see the full version [14] for details.

When working with 1-houses, we will usually only describe the lower wall to clarify which subtree we intend to collapse to.

Three free edges. We also use the Bing's houses with three collapsed walls introduced in [29]; we call them 3-houses for short. These are 2-dimensional complexes whose construction is more involved; we thus state its main properties, so that we can use it as a black box, and
refer the reader interested in its precise definition to [29, §4]. Refer to the figure on the right (which corresponds to Figure 9 in [29]). The 3 -house has exactly three free edges $f_{1}, f_{2}, f_{3}$, and has three distinguished paths $p_{1}, p_{2}, p_{3}$ sharing a common vertex $v$ and such that each $p_{i}$ shares exactly one vertex with $f_{i}$ and no vertex with $f_{j}$ for $j \neq i$. In addition, it contains an edge $e$ incident to $v$ so that the union of $p_{1}, p_{2}, p_{3}, f_{1}, f_{2}, f_{3}$ and $e$ forms
 a subdivided star (in graph-theoretic sense) with four rays.

Let $C$ denote the 3 -house as described above. In [29], the polyhedron of $C$ is described in detail but no triangulation is specified. We are happy with any concrete triangulation for which Lemma 8 below holds; we can in addition require that the paths $p_{1}, p_{2}$ and $p_{3}$ each consist of two edges. ${ }^{13}$

- Lemma 8 ([29, Lemma 8]). In any subdivision of $C$, the free faces are exactly the edges that subdivide $f_{1}, f_{2}$ and $f_{3}$. Moreover, $C$ collapses to the 1 -complex spanned by e, $p_{1}, p_{2}, p_{3}$ and any two of $\left\{f_{1}, f_{2}, f_{3}\right\}$.


### 4.3 Detailed construction

Section 4.1 gave a quick description of the intended functions of the various gadgets. We now flesh them out and describe how they are glued together.

Triangulations. For some parts of the complex, it will be convenient to first describe the polyhedron, then discuss its triangulation. Our description of the triangulation may vary in precision: it may be omitted (if any reasonable triangulation works), given indirectly by the properties it should satisfy, or given explicitly (for instance to make it clear that we can glue the gadgets as announced).

Conjunction gadget. The conjunction gadget $\mathbf{A}$ is a 1-house. We let $f_{\text {and }}$ denote its free edge and $v_{\text {and }}$ one of the endpoints of $f_{\text {and }}$. We further triangulate the lower wall so that $v_{\text {and }}$ has sufficiently high degree, allowing to assign every variable $u$ to an internal edge $f(u)$ of the lower wall incident to $v_{\text {and }}$. See the lower left wall on the right picture. Any triangulation satisfying these prescriptions and computable in time polynomial in the size of $\phi$ suits our purpose.


Variable gadget. The variable gadget $\mathbf{V}(u)$ associated with the variable $u$ has four parts.

1. The first part is a triangulated 2-sphere $S(u)$ that consists of two disks $D[u]$ and $D[\neg u]$ sharing a common boundary circle $s(u)$. The circle $s(u)$ contains a distinguished vertex $v(u)$. The disk $D[u]$ (resp. $D[\neg u]$ ) has a distinguished edge $f[u]$ (resp. $f[\neg u]$ ) that joins $v(u)$ to its center.


[^6]2. The second part is a 2-complex $O(u)$ that consists of two "boundary" circles sharing a vertex. The vertex is identified with the vertex $v(u)$ of $S(u)$. One of the circles is identified with $s(u)$. The other circle is decomposed into two arcs: one is a single edge named $b(u)$, the other is a path with two edges which we call $p(u)$. The vertex common to $b(u)$ and $p(u)$, distinct from $v(u)$, is identified with the vertex $v_{\text {and }}$ of
 the conjunction gadget.
3. The third part is a 1 -house $B(u)$ intended to block the edge $b(u) \in O(u)$ from being free as long as the conjunction gadget has not been collapsed. The free edge of $B(u)$ is identified with the edge $f(u)$ in the conjunction gadget $\mathbf{A}$ and the edge $b(u) \in O(u)$ is identified with an edge of the lower wall of $B(u)$ that shares the vertex $v_{\text {and }}$ with $f(u)$.

4. The fourth part consists of two complexes, $X[u]$ and $X[\neg u]$. Let $\ell \in\{u, \neg u\}$ and refer to the figure on the right. The complex $X[\ell]$ is a 1 -house whose free edge is identified with the edge $f[\ell]$ from $D[\ell]$, and whose lower wall contains a path identified with $p(u)$. Hence, $p(u)$ is common to $X[u], X[\neg u]$, and $O(u)$. For every clause $c_{i}$ containing the literal $\ell$, we add in the lower wall a two-edge path $p\left[\ell, c_{i}\right]$ extended by an edge $f\left[\ell, c_{i}\right]$; the path $p\left[\ell, c_{i}\right]$ intersects $p(u)$ in exactly $v_{\text {and }}$
 (in particular, these paths and edges form a subdivided star, in graph theoretic sense, centered at $v_{\text {and }}$ ).

Clause gadget. The clause gadget $\mathbf{C}(c)$ associated with the clause $c=\ell_{1} \vee \ell_{2} \vee \ell_{3}$ is a 3-house $C$ where:

- the edges $f_{i}$ of $C$ are identified with the edges $f\left[\ell_{i}, c\right]$ in $X\left[\ell_{i}\right]$;
- the paths $p_{i}$ of $C$ are identified with the paths $p\left[\ell_{i}, c\right]$ in $X\left[\ell_{i}\right]$;
- the vertex $v$ of $C$ is identified with the vertex $v_{\text {and }}$; and
- the edge $e$ of $C$ is identified with the edge $f_{\text {and }}$.


Putting it all together. Let $\phi$ be a 3 -CNF formula with variables $u_{1}, u_{2}, \ldots, u_{n}$ and clauses $c_{1}, c_{2}, \ldots, c_{m}$. The complex $K_{\phi}$ is defined as

$$
K_{\phi}=\mathbf{A} \cup(\bigcup_{i=1}^{n} \underbrace{S\left(u_{i}\right) \cup O\left(u_{i}\right) \cup B\left(u_{i}\right) \cup X\left[u_{i}\right] \cup X\left[\neg u_{i}\right]}_{\mathbf{V}\left(u_{i}\right)}) \cup\left(\bigcup_{j=1}^{m} \mathbf{C}\left(c_{j}\right)\right)
$$

### 4.4 Properties of $\boldsymbol{K}_{\phi}$

It remains to prove that $K_{\phi}$ has the properties required by Proposition 6. Item (i) is quite straightforward (although tedious) and it is proved in the full version [14]. Here we provide a sketch only.

Sketch of Proposition 6(i). We first check that the link of every vertex is connected within a 1-house, within a 3-house and within $S(u) \cup O(u)$ for every variable $u$. Then $K_{\phi}$ is obtained by gluing such subcomplexes together along edges which preserves the connectedness of the links.

The proof of items (ii) and (iii) is given in the forthcoming sections. However, first we need to determine the reduced Euler characteristic of $K_{\phi}$ (again, we provide a sketch only; see the full version [14] for full proof):

- Proposition 9. $\tilde{\chi}\left(K_{\phi}\right)$ equals the number of variables of $\phi$.

Sketch. Many of the gadgets are contractible. For example, if we replace a 1-house with its unique free edge, we do not affect the Euler characteristic. After a series of similar reductions we find out that the only contribution to the (reduced) Euler characteristic arises from the sphere $S(u)$, one for each variable.

## 5 Satisfiability implies collapsibility

In this section we prove Proposition 6(ii), i.e. that if $\phi$ is satisfiable, then there exists a choice of $\tilde{\chi}\left(K_{\phi}\right)$ triangles of $K_{\phi}$ whose removal makes the complex collapsible.

Initial steps. Let us fix a satisfying assignment for $\phi$. For every variable $u$, we set $\ell(u)$ to $u$ if $u$ is TRUE in our assignment, and to $\neg u$ otherwise. Next, for every variable $u$, we remove a triangle from the region $D[\ell(u)]$ of the sphere $S(u)$. Proposition 9 ensures that this removes precisely $\tilde{\chi}\left(K_{\phi}\right)$ triangles, as announced.

Constraint complex. It will be convenient to analyze collapses of $K_{\phi}$ locally within a subcomplex, typically a gadget. To do so formally, we use constraint complexes following [29]. Given a simplicial complex $K$ and a subcomplex $M$ of $K$, we define the constraint complex of $(K, M)$, denoted $\Gamma(K, M)$, as $\Gamma(K, M):=\{\vartheta \in M: \exists \eta \in K \backslash M$ s.t. $\vartheta \subset \eta\}$.

- Lemma 10 ([29, Lemma 4]). Let $K$ be a simplicial complex and $M$ a subcomplex of $K$. If $M$ collapses to $M^{\prime}$ and $\Gamma(K, M) \subseteq M^{\prime}$ then $K$ collapses to $(K \backslash M) \cup M^{\prime}$.

Collapses. We now describe a sequence of collapses enabled by the removal of the triangles. Recall that we started from the complex

$$
K_{\phi}=\mathbf{A} \cup\left(\bigcup_{i=1}^{n} O\left(u_{i}\right) \cup S\left(u_{i}\right) \cup B\left(u_{i}\right) \cup X\left[u_{i}\right] \cup X\left[\neg u_{i}\right]\right) \cup\left(\bigcup_{j=1}^{m} \mathbf{C}\left(c_{j}\right)\right)
$$

where $u_{1}, u_{2}, \ldots, u_{n}$ and $c_{1}, c_{2}, \ldots, c_{m}$ are, respectively, the variables and the clauses of $\phi$. We then removed a triangle from each $D[\ell(u)]$. The removal of a triangle of $D[\ell(u)]$ allows to collapse that subcomplex to $s(u) \cup f[\ell(u)]$. This frees $f[\ell(u)]$. The complex becomes:

$$
K_{a}=\mathbf{A} \cup\left(\bigcup_{i=1}^{n} O\left(u_{i}\right) \cup D\left[\neg \ell\left(u_{i}\right)\right] \cup B\left(u_{i}\right) \cup X\left[u_{i}\right] \cup X\left[\neg u_{i}\right]\right) \cup\left(\bigcup_{j=1}^{m} \mathbf{C}\left(c_{j}\right)\right) .
$$

We can then start to collapse the subcomplexes $X[\ell(u)]$. We proceed one variable at a time. Assume that we are about to proceed with the collapse of $X[\ell(u)]$ and let $K$ denote the current complex. Locally, $X[\ell(u)]$ is a 1-house with free edge $f[\ell(u)]$. Moreover, $\Gamma(K, X[\ell(u)])$ is the tree $T(u)$ formed by the path $p(u)$ and the union of the paths $p[\ell(u), c] \cup f[\ell(u), c]$ for every clause $c$ using the literal $\ell(u)$. Lemma 7 ensures that $X[\ell(u)]$ can be locally collapsed to $T(u)$, and Lemma 10 ensures that $K$ can be globally collapsed to $(K \backslash X[\ell(u)]) \cup T(u)$. We proceed in this way for every complex $X[\ell(u)]$. The complex becomes:

$$
K_{b}=\mathbf{A} \cup\left(\bigcup_{i=1}^{n} O\left(u_{i}\right) \cup D\left[\neg \ell\left(u_{i}\right)\right] \cup B\left(u_{i}\right) \cup X\left[\neg \ell\left(u_{i}\right)\right]\right) \cup\left(\bigcup_{j=1}^{m} \mathbf{C}\left(c_{j}\right)\right) .
$$

The collapses so far have freed every edge of $f\left[\ell\left(u_{i}\right), c\right]$. We now consider every clause $c_{j}$ in turn. Put $c_{j}=\left(\ell_{1} \vee \ell_{2} \vee \ell_{3}\right)$ and let $K$ denote the current complex. The assignment that we
chose is satisfying, so at least one of $\ell_{1}, \ell_{2}$ or $\ell_{3}$ coincides with $\ell\left(u_{i}\right)$ for some $i$; let us assume without loss of generality that $\ell_{1}=\ell\left(u_{i}\right)$. The edge $f\left[\ell_{1}, c\right]$ is therefore free and Lemma 8 yields that locally, $\mathbf{C}\left(c_{j}\right)$ collapses to the tree $T\left(c_{j}\right)=f_{\text {and }} \cup p\left[\ell_{1}, c\right] \cup p\left[\ell_{2}, c\right] \cup p\left[\ell_{2}, c\right] \cup f\left[\ell_{2}, c\right] \cup f\left[\ell_{3}, c\right]$. Moreover, $\Gamma\left(K, \mathbf{C}\left(c_{j}\right)\right)=T\left(c_{j}\right)$ so Lemma 10 ensure that $K$ can be globally collapsed to $\left(K \backslash \mathbf{C}\left(c_{j}\right)\right) \cup T\left(c_{j}\right)$. After proceeding in this way for every complex $\mathbf{C}\left(c_{j}\right)$, we get:

$$
K_{c}=\mathbf{A} \cup\left(\bigcup_{i=1}^{n} O\left(u_{i}\right) \cup D\left[\neg \ell\left(u_{i}\right)\right] \cup B\left(u_{i}\right) \cup X\left[\neg \ell\left(u_{i}\right)\right]\right) \cup\left(\bigcup_{j=1}^{m} T\left(c_{j}\right)\right)
$$

The collapses so far have freed the edge $f_{\text {and }}$. We can then proceed to collapse A. Locally, Lemma 7 allows to collapse $\mathbf{A}$ to the tree $T=f\left(u_{1}\right) \cup f\left(u_{2}\right) \cup \ldots \cup f\left(u_{n}\right)$. (From this point, we expect the reader to be able to check by her/himself that Lemma 10 allows to perform globally the collapse described locally.) The complex becomes:

$$
K_{d}=\left(\bigcup_{i=1}^{n} O\left(u_{i}\right) \cup D\left[\neg \ell\left(u_{i}\right)\right] \cup B\left(u_{i}\right) \cup X\left[\neg \ell\left(u_{i}\right)\right]\right) \cup\left(\bigcup_{j=1}^{m} T\left(c_{j}\right)\right) .
$$

The collapses so far have freed every edge $f\left(u_{i}\right)$. Thus, Lemma 7 allows to collapse each complex $B\left(u_{i}\right)$ to its edge $b\left(u_{i}\right)$. This frees the edge $b\left(u_{i}\right)$, so the complex $O\left(u_{i}\right)$ can in turn be collapsed to $s\left(u_{i}\right) \cup p\left(u_{i}\right)$. At this point, the complex is:

$$
K_{e}=\left(\bigcup_{i=1}^{n} s\left(u_{i}\right) \cup p\left(u_{i}\right) \cup D\left[\neg \ell\left(u_{i}\right)\right] \cup X\left[\neg \ell\left(u_{i}\right)\right]\right) \cup\left(\bigcup_{j=1}^{m} T\left(c_{j}\right)\right)
$$

The collapses so far have freed every edge $s\left(u_{i}\right)$. We can thus collapse each $D\left[\neg \ell\left(u_{i}\right)\right]$ to $f\left[\neg \ell\left(u_{i}\right)\right]$. This frees every edge $f\left[\neg \ell\left(u_{i}\right)\right]$, allowing to collapse every subcomplex $X\left[\neg \ell\left(u_{i}\right)\right]$, again by Lemma 7 , to the tree formed by the path $p\left(u_{i}\right)$ and the union of the paths $p\left[\neg \ell\left(u_{i}\right), c\right] \cup f\left[\neg \ell\left(u_{i}\right), c\right]$ for every clause $c$ using the literal $\neg \ell\left(u_{i}\right)$.

At this point, we are left with a 1-dimensional complex. This complex is a tree (more precisely a subdivided star, in graph-theoretic sense, centered in $v_{\text {and }}$ and consisting of the paths $p\left(u_{i}\right)$, the paths $p[\ell, c]$ and some of the edges $\left.f[\ell, c]\right)$. As any tree is collapsible, this completes the proof of Proposition 6(ii).

## 6 Collapsibility implies satisfiability

In this section we prove Proposition 6(iii), i.e. we consider some arbitrary subdivision $K_{\phi}^{\prime}$ of $K_{\phi}$, and prove that if $K_{\phi}^{\prime}$ becomes collapsible after removing some $\tilde{\chi}\left(K_{\phi}\right)$ triangles, then $\phi$ is satisfiable. We thus consider a collapsible subcomplex $\widehat{K}$ of $K_{\phi}^{\prime}$ obtained by removing $\tilde{\chi}\left(K_{\phi}\right)$ triangles from $K_{\phi}^{\prime}$.

Notations. Throughout this section, we use the following conventions. In general, we use hats (for example $\widehat{K}$ ) to denote subcomplexes of $K_{\phi}^{\prime}$. Given a subcomplex $M$ of $K_{\phi}$, we also write $M^{\prime}$ for the subcomplex of $K_{\phi}^{\prime}$ that subdivides $M$.

Variable assignment from triangle removal. We first read our candidate assignment from the triangle removal following the same idea as in Section 5. This relies on two observations:

- The set of triangles removed in $\widehat{K}$ contains exactly one triangle from each sphere $S^{\prime}(u)$. Indeed, since $\widehat{K}$ is collapsible and 2-dimensional, it cannot contain a 2-dimensional sphere. Hence, every sphere $S^{\prime}(u)$ had at least one of its triangles removed. By Proposition 9, $\chi\left(K_{\phi}\right)=\chi\left(K_{\phi}^{\prime}\right)$ equals the number of variables of $\phi$, so this accounts for all removed triangles.
- For any variable $u$, any removed triangle in $S^{\prime}(u)$ is either in $D^{\prime}[u]$ or in $D^{\prime}[\neg u]$. We give $u$ the TRUE assignment in the former case and the FALSE assignment in the latter case.

The remainder of this section is devoted to prove that this assignment satisfies $\phi$. It will again be convenient to denote by $\ell(u)$ the literal corresponding to this assignment, that is, $\ell(u)=u$ if $u$ was assigned TRUE and $\ell(u)=\neg u$ otherwise.

Analyzing the collapse. Let us fix some collapse of $\widehat{K}$. We argue that our assignment satisfies $\phi$ by showing that these collapses must essentially follow the logical order of the collapse constructed in Section 5. To analyze the dependencies in the collapse, it is convenient to consider the partial order that it induces on the simplices of $\widehat{K}: \sigma \prec \tau$ if and only if in our collapse, $\sigma$ is deleted before $\tau$. We also write $\sigma \prec \widehat{M}$ for a subcomplex $\widehat{M}$ of $\widehat{K}$ if $\sigma$ was removed before removing any simplex of $\widehat{M}$.

The key observation is the following dependency:

- Lemma 11. There exists an edge $\widehat{e}$ of $\mathbf{A}^{\prime}$ such that $\widehat{e} \prec D^{\prime}[\neg \ell(u)]$ for every variable $u$.

Proof. We first argue that for every variable $u$, there exists an edge $\widehat{e}_{1}(u) \in b^{\prime}(u) \cup p^{\prime}(u)$ such that $\widehat{e}_{1}(u) \prec D^{\prime}[\neg \ell(u)]$. To see this, remark that the complex $D^{\prime}[\neg \ell(u)] \cup O^{\prime}(u)$ is fully contained in $\widehat{K}$ since the triangle removed from $S^{\prime}(u)$ belongs to $D^{\prime}[\ell(u)]$. It thus has to be collapsed. Since this complex is a disk, the first elementary collapse in $D^{\prime}[\neg \ell(u)] \cup O^{\prime}(u)$ has to involve some edge $\widehat{e}_{1}(u)$ of its boundary. This boundary is $b^{\prime}(u) \cup p^{\prime}(u)$, so it contains no edge of $D^{\prime}[\neg \ell(u)]$. It follows that $\widehat{e}_{1}(u) \prec D^{\prime}[\neg \ell(u)]$.

We next claim that $\widehat{e}_{1}(u) \in b^{\prime}(u)$. Indeed, remark that every edge in $p^{\prime}(u)$ belongs to two triangles of $X^{\prime}[\neg \ell(u)]$. By Lemma 7 , any collapse of $X^{\prime}[\neg \ell(u)]$ must start by an elementary collapse using an edge of $f^{\prime}[\neg \ell(u)]$ as a free face. Any edge of $f^{\prime}[\neg \ell(u)]$ is, however, contained in two triangles of $D^{\prime}[\neg \ell(u)]$ and thus cannot precede $D^{\prime}[\neg \ell(u)]$ in $\prec$. It follows that $\widehat{e}_{1}(u) \in b^{\prime}(u)$.

We can now identify $\widehat{e}$. Observe that $b^{\prime}(u) \subset B^{\prime}(u)$. As $B^{\prime}(u)$ is a 1-house, Lemma 7 ensures that the first edge removed from $B^{\prime}(u)$ must subdivide $f^{\prime}(u)$. Hence, there is an edge $\widehat{e}_{2}(u) \subset f^{\prime}(u)$ such that $\widehat{e}_{2}(u) \prec \widehat{e}_{1}(u)$. Since $f^{\prime}(u) \subset \mathbf{A}^{\prime}$, another 1-house, the same reasoning yields an edge $\widehat{e}_{3}(u)$ in $f_{\text {and }}^{\prime}$ such that $\widehat{e}_{3}(u) \prec \widehat{e}_{2}(u)$. Let $\widehat{e}$ denote the first edge removed from $\mathbf{A}^{\prime}$ among all edges $\widehat{e}_{3}(u)$. At this point, we have for every variable $u$ $\widehat{e} \prec \widehat{e}_{2}(u) \prec \widehat{e}_{1}(u) \prec D^{\prime}[\neg \ell(u)]$, as announced.

Let $\widehat{e}$ denote the edge of $\mathbf{A}^{\prime}$ provided by Lemma 11, i.e. satisfying $\widehat{e} \prec D^{\prime}[\neg \ell(u)]$ for every variable $u$. We can now check that the variable assignment does satisfy the formula:

- Consider a clause $c=\left(\ell_{1} \vee \ell_{2} \vee \ell_{3}\right)$ in $\phi$. The complex $\mathbf{C}^{\prime}(c)$ is a 3-house, so Lemma 8 restricts its set of free edges to the $f^{\prime}\left[\ell_{i}, c\right]$. Hence, there is $i \in\{1,2,3\}$ and an edge $\widehat{e}_{4}(c)$ in $f^{\prime}\left[\ell_{i}, c\right]$ such that $\widehat{e}_{4}(c) \preceq \mathbf{C}^{\prime}(c)$. Note that, in particular, $\widehat{e}_{4}(c) \prec \widehat{e}$ as the edge $f_{\text {and }}$ also belongs to $\mathbf{C}(c)$ and must be freed before collapsing $\mathbf{A}^{\prime}$ (by Lemma 7 ).
- The subcomplex $f^{\prime}\left[\ell_{i}, c\right]$ is contained not only in $\mathbf{C}^{\prime}(c)$, but also in $X\left[\ell_{i}\right]$ which is a 1-house with free edge $f\left[\ell_{i}\right]$. By Lemma 7 , the first elementary collapse of $X\left[\ell_{i}\right]$ uses as free face an edge $\widehat{e}_{5}(c)$ that subdivides $f^{\prime}\left[\ell_{i}\right]$. In particular, $\widehat{e}_{5}(c) \prec f^{\prime}\left[\ell_{i}, c\right]$ and $\widehat{e}_{5}(c) \prec \widehat{e}_{4}(c)$.
- Let $u$ be the variable of the literal $\ell_{i}$, that is, $\ell_{i}=u$, or $\ell_{i}=\neg u$; in particular $\ell_{i} \in$ $\{\ell(u), \neg \ell(u)\}$. From $\widehat{e}_{5}(c) \prec \widehat{e}_{4}(c) \prec \widehat{e} \prec D^{\prime}[\neg \ell(u)]$ it comes that $\widehat{e}_{5}(c)$ cannot belong to $D^{\prime}[\neg \ell(u)]$. Yet, $\widehat{e}_{5}(c)$ belongs to $f^{\prime}\left[\ell_{i}\right]$. It follows that $\ell_{i} \neq \neg \ell(u)$ and we must have $\ell_{i}=\ell(u)$. The definition of $\ell(u)$ thus ensures that our assignment satisfies the clause $c$.
Since our assignment satisfies every clause, it satisfies $\phi$.
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