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#### Abstract

Aims. With the aim of enlarging the number of studied LMC clusters in the age range $8.0 \lesssim \log (t) \lesssim 9.0$, we focus here on a sample of mostly unstudied cluster candidates. Methods. We present for the first time CCD Washington $C T_{1} T_{2}$ photometry of stars in the field of 26 LMC clusters. Results. The studied clusters turned out to be small angular size objects with ages within the age range $8.0 \lesssim \log (t) \lesssim 9.0$, which are projected or immersed in dense star fields.
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## 1. Introduction

The period ranging between $\log (t) \sim 8.0$ and 9.0 in the Large Magellanic Cloud (LMC) star cluster formation has had different interesting results. These include the following: i) de Grijs \& Anders (2006, see their Fig. 6) show that during this age range the least-squares power-law fit to the fading, non-disrupted clusters, for a constant ongoing cluster formation rate (CFR) crosses the disruption lines for the age ranges where disruption most likely dominates evolutionary fading; ii) Pandey et al. (2010) studied the integrated magnitudes and colours for LMC clusters from synthetic models and find that the magnitude and colour fluctuations are lower in this age range; and iii) Harris \& Zaritsky (2009, see their Fig. 11) subdivided the time axis of the LMC star formation rate (SFR) into three segments; the middle panel covering the same age range, thus making this LMC epoch particularly relevant.

We estimate for the first time the fundamental parameters based on Washington photometry for 26 of the mostly unstudied LMC clusters whose ages are within the presently considered range. The paper is organized as follows. Section 2 describes the analysis of the 26 poorly studied LMC clusters, whereas Sect. 3 summarizes our results.

## 2. Fundamental parameters of poorly studied clusters

Piatti (2011, hereafter P11) performed a search within the National Optical Astronomy Observatory (NOAO) Science Data Management (SDM) Archives ${ }^{1}$ looking for Washington photometric data towards the LMC. He found images corresponding to 21 different fields spread throughout the LMC obtained at the

[^0]Cerro-Tololo Inter-American Observatory (CTIO) 4 m Blanco telescope with the Mosaic II camera attached ( $36^{\prime} \times 36^{\prime}$ field onto a $8 \mathrm{~K} \times 8 \mathrm{~K}$ CCD detector array). We assume that the area covered by these 21 Mosaic II fields represents an unbiased subsample of the LMC as a whole. They encompass 214 catalogued star clusters (Bica et al. 2008).

When examining their colour-magnitude diagrams (CMDs) and colour-colour diagrams, we found 36 clusters older than 1 Gyr (see P11), 26 clusters with some sign of evolution (present studied sample), 62 very young clusters, and 90 asterisms. Since we are interested in clusters with $8.0 \lesssim \log (t) \lesssim 9.0$, we focus herein on the second group of 26 identified clusters. As far as we are aware, none of these clusters have published $C T_{1} T_{2}$ photometry. Table 1 summarizes the information we gathered.

We reduced the data following the procedures documented by the NOAO Deep Wide Field Survey team (Jannuzi et al. 2003) and utilized the mscred package in IRAF ${ }^{2}$. We performed overscan, trimming and cross-talk corrections and bias subtraction, obtained an updated world coordinate system (WCS) database, flattened all data images, once the calibration frames (zeros, skyand dome- flats, etc.) were properly combined. We measured nearly 90 independent standard stars from the list of Geisler (1996) per filter for each night in order to secure the transformation from the instrumental to the standard system. We solved the transformation equations with the fitparams task in IRAF and found mean colour terms of $-0.090 \pm 0.003$ in $C,-0.020 \pm 0.001$ in $T_{1}(R)$ and $0.060 \pm 0.004$ in $T_{2}(I)$, while typical airmass coefficients resulted in $0.31,0.09$, and 0.06 for $C, T_{1}$, and $T_{2}$, respectively. The nightly rms errors from the transformation to the standard system were $0.021,0.023$, and 0.017 mag for $C, T_{1}$, and $T_{2}$, respectively, indicating these nights had excellent photometric quality.

[^1]Table 1. Star clusters in the LMC.

| Star cluster | $\begin{gathered} \alpha_{2000} \\ (\mathrm{~h} \mathrm{~m} \mathrm{~s}) \end{gathered}$ | $\begin{aligned} & \hline \hline \delta_{2000} \\ & \left({ }^{\circ}, \quad \prime \prime\right) \end{aligned}$ | $\begin{gathered} \hline l \\ \left({ }^{\circ}\right) \end{gathered}$ | $\begin{gathered} \hline b \\ \left({ }^{\circ}\right) \end{gathered}$ | Date | Exposure CRI(s) | $\begin{gathered} \hline \hline \text { Airmass } \\ C R I \\ \hline \end{gathered}$ | $\begin{gathered} \hline \hline \text { Seeing } \\ C R I\left(^{\prime \prime}\right) \\ \hline \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| BSDL716 | 050853 | -680501 | 278.82 | -34.52 | 2008 Dec. 20 | 500120120 | 1.5811 .5571 .569 | 1.21 .21 .0 |
| BSDL 1024 | 051515 | -685257 | 279.61 | -33.78 | 2008 Dec. 18 | 1200180180 | 1.4031 .3851 .394 | 1.41 .00 .8 |
| BSDL 1035 | 051525 | -68 4052 | 279.37 | -33.80 | 2008 Dec. 18 | 1200180180 | 1.4031 .3851 .394 | 1.41 .00 .8 |
| BSDL 2995 | 054651 | -69 2511 | 279.75 | -30.92 | 2008 Dec. 19 | 1200180180 | 1.3681 .3551 .362 | 1.00 .80 .8 |
| H88-26 | 045503 | -675752 | 279.08 | -35.80 | 2008 Dec. 20 | 500120120 | 1.5491 .5261 .537 | 1.21 .01 .0 |
| H88-40 | 045629 | -67 3722 | 278.63 | -35.77 | 2008 Dec. 20 | 500120120 | 1.5491 .5261 .537 | 1.21 .01 .0 |
| H88-55 | 045814 | -674606 | 278.75 | -35.57 | 2008 Dec. 20 | 500120120 | 1.5491 .5261 .537 | 1.21 .01 .0 |
| H88-188 | 051053 | -6728 16 | 278.04 | -34.47 | 2008 Dec. 18 | 1200180180 | 1.2791 .2731 .276 | 1.41 .21 .0 |
| H88-245 | 051627 | -69 0449 | 279.81 | -33.63 | 2008 Dec. 18 | 1200180180 | 1.4031 .3851 .394 | 1.41 .00 .8 |
| H88-333 | 054527 | -69 2043 | 279.67 | -31.05 | 2008 Dec. 19 | 1200180180 | 1.3681 .3551 .362 | 1.00 .80 .8 |
| HS 38 | 045111 | -67 3205 | 278.71 | -36.28 | 2008 Dec. 20 | 500120120 | 1.5121 .4901 .501 | 1.41 .01 .0 |
| HS 151 | 051030 | -6824 02 | 279.15 | -34.30 | 2008 Dec. 20 | 500120120 | 1.5811 .5571 .569 | 1.21 .21 .0 |
| HS 154 | 051056 | -673736 | 278.23 | -34.43 | 2008 Dec. 18 | 1200180180 | 1.2791 .2731 .276 | 1.41 .21 .0 |
| KMHK 229 | 045351 | -69 3419 | 281.01 | -35.43 | 2008 Dec. 18 | 1500300300 | 1.3021 .2991 .300 | 1.41 .21 .2 |
| KMHK 506 | 050430 | -68 2059 | 279.25 | -34.85 | 2008 Dec. 20 | 500120120 | 1.5811 .5571 .569 | 1.21 .21 .0 |
| KMHK 1045 | 053223 | -6759 49 | 278.25 | -32.37 | 2008 Dec. 18 | 1200180180 | 1.4971 .4741 .485 | 1.41 .00 .8 |
| KMHK 1055 | 053301 | -675057 | 278.07 | -32.33 | 2008 Dec. 18 | 1200180180 | 1.4971 .4741 .485 | 1.41 .00 .8 |
| LW 469 | 062134 | -72 4724 | 283.52 | -28.02 | 2008 Dec. 19 | 1200180180 | 1.4821 .4661 .474 | 1.00 .80 .8 |
| NGC 2093 | 054149 | -68 5515 | 279.22 | -31.41 | 2008 Dec. 19 | 1200180180 | 1.3681 .3551 .362 | 1.00 .80 .8 |
| SL 154 | 045914 | -6754 30 | 278.88 | -35.44 | 2008 Dec. 20 | 500120120 | 1.5491 .5261 .537 | 1.21 .01 .0 |
| SL 229 | 050625 | -68 2230 | 279.23 | -34.67 | 2008 Dec. 20 | 500120120 | 1.5811 .5571 .569 | 1.21 .21 .0 |
| SL 293 | 051109 | -67 4057 | 278.29 | -34.40 | 2008 Dec. 18 | 1200180180 | 1.2791 .2731 .276 | 1.41 .21 .0 |
| SL 300 | 051141 | -67 3356 | 278.14 | -34.38 | 2008 Dec. 18 | 1200180180 | 1.2791 .2731 .276 | 1.41 .21 .0 |
| SL 351 | 051656 | -68 4058 | 279.34 | -33.67 | 2008 Dec. 18 | 1200180180 | 1.4031 .3851 .394 | 1.41 .00 .8 |
| SL 510 | 052920 | -70 3446 | 281.32 | -32.26 | 2008 Dec. 18 | 1200180180 | 1.4751 .4571 .466 | 1.41 .01 .0 |
| SL 588 | 053439 | -681820 | 278.58 | -32.13 | 2008 Dec. 18 | 1200180180 | 1.4971 .4741 .485 | 1.41 .00 .8 |

Table 2. $C T_{1} T_{2}$ data of stars in the field of NGC 2093.

| Star | $X$ <br> (pixel) | $Y$ <br> (pixel) | $T_{1}$ <br> (mag) $)$ | $\sigma\left(T_{1}\right)$ <br> $(\mathrm{mag})$ | $C-T_{1}$ <br> (mag) | $\sigma\left(C-T_{1}\right)$ <br> (mag) | $T_{1}-T_{2}$ <br> $(\mathrm{mag})$ | $\sigma\left(T_{1}-T_{2}\right)$ <br> (mag) $)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| - | - | - | - | - | - | - | - | - |
| 103696 | 5353.857 | 1881.778 | 20.372 | 0.027 | 1.184 | 0.032 | 0.339 | 0.046 |
| 103707 | 5354.468 | 1941.779 | 20.577 | 0.022 | 0.761 | 0.028 | 0.289 | 0.039 |
| 103711 | 5354.604 | 1977.448 | 21.896 | 0.038 | 1.158 | 0.069 | 0.228 | 0.089 |
| - | - | - | - | - | - | - | - | - |

We performed the stellar photometry by using the starfinding and point-spread-function (PSF) fitting routines in the DAOPHOT/ALLSTAR suite of programs (Stetson et al. 1990). For each frame, we derived a quadratically varying PSF by fitting ~960 stars, once we eliminated the neighbours using a preliminary PSF derived from the brightest, least contaminated ~240 stars. We seleced both groups of PSF stars interactively. We then used the ALLSTAR program to apply the resulting PSF to the identified stellar objects and to create a subtracted image which was used to find and measure the magnitudes of additional fainter stars. This procedure was repeated three times for each frame. Finally, we standardized the resulting instrumental magnitudes and combined all the independent measurements using the stand-alone DAOMATCH and DAOMASTER programs, kindly provided by Peter Stetson. The final information gathered for each cluster consisted of a running number per star of the $x$ and $y$ coordinates, of the measured $T_{1}$ magnitudes and $C-T_{1}$ and $T_{1}-T_{2}$ colours, and of the observational errors $\sigma\left(T_{1}\right), \sigma\left(C-T_{1}\right)$ and $\sigma\left(T_{1}-T_{2}\right)$. The $T_{1}$ magnitude and $C-T_{1}$ and $T_{1}-T_{2}$ colour errors provided by DAOPHOT II are shown in Fig. 1, where we only plotted the errors for stars measured in the central region $\left(r=30^{\prime \prime}\right)$ of NGC 2039 - the most populated cluster of the sample - to emphasize crowding effects. Only a portion of the Washington data for NGC 2093 is shown here (see Table 2) for guidance regarding their form and content.

The whole Washington data for these studied clusters can be obtained as supplementary material on the on-line version of the journal.

We produced the cluster radial profiles shown in Fig. 2, which helped us adopt representative cluster radii in the subsequent analysis. We began by fitting Gaussian distributions to the star counts in the $x$ and $y$ directions to determine the coordinates of the cluster centres and their estimated uncertainties (see, Col. 2 of Table 3). The number of stars projected along the $x$ and $y$ directions were counted using ten pixel intervals, which allowed us to statistically sample the spatial distributions. The fit of a single Gaussian for each projected density profile was performed using the NGAUSSFIT routine in the STSDAS/IRAF package. The cluster centres were determined with a typical NGAUSSFIT standard deviation of $\pm 5$ pixels ( $\sim 1.35^{\prime \prime}$ ). We then constructed the cluster radial profiles by computing the number of stars per unit area at a given radius $r$, as shown in Fig. 2. The cluster radius - defined as the distance from the cluster's centre where the number of stars equals that of the background - are listed in Col. 3 of Table 3.

Since all the CMDs reveal both cluster and field star characteristics that are more or less superimposed, we should first separate the cluster stars from those belonging to the surrounding fields in order to estimate the cluster fundamental parameters from their CMDs. Both cluster and field stars are, all in


Fig. 1. Magnitude and colour photometric errors as a function of $T_{1}$ for a $30^{\prime \prime}$ circular extraction around NGC 2093.
all, affected by nearly the same interstellar reddening, which is indeed what causes the overlapping of their main sequences (MSs). This makes the cleaning of the CMDs even more difficult. Then, we carried out a statistical field star cleaning in the cluster CMDs to highlight the cluster features. We selected as reference star fields equal cluster area rings around the cluster centres with internal radii four times those of the respective cluster radii.

Using each annular field CMD, we counted how many stars lie in different magnitude-colour bins with sizes [ $\Delta T_{1}, \Delta(C-$ $\left.\left.T_{1}\right)\right]=(0.2,0.05),(0.2,0.1),(0.5,0.1)$, and $(0.5,0.2)$ mag. Then, we subtracted the number of stars counted for each bin of the field $\left[T_{1},\left(C-T_{1}\right)\right]$ CMDs from their cluster regions. Thus, we removed those stars closer in magnitude and colour to the ones in the star fields. We obtained, therefore, four different subtracted CMDs for each cluster field. With the aim of comparing the resulting residuals, we applied this filtering procedure by also using the four bin sets shifted by half of their sizes. This method rendered eight tables for each observed cluster field. Each of them contains the stars that have not been subtracted located within the cluster region, since we eliminated those matching the spatial density, magnitude, and colour distributions of the selected star fields.

We finally adopted as the cluster CMDs those generated with stars appearing in the corresponding eight tables. In order to illustrate the statistical cleaning procedure, Fig. 3 shows the CMDs for stars distributed within the cluster radii and the resulting cleaned cluster stars. The resulting CMDs do contain not only cluster stars but also the unavoidable residuals. However, when comparing field and cleaned cluster CMDs, differences in stellar composition become noticeable; for example, it is possible to distinguish the main sequence turnoffs (MSTOs) and red clumps (RCs) in all the clusters, as well as MSs extended from one up to four magnitudes downwards. We recall that the identified clusters are small angular size objects projected or immersed in dense star fields, so that the crowding effect could be responsible for the limited magnitude reached in some cases.

We computed $E(B-V)$ colour excesses by interpolating the extinction maps of Burstein \& Heiles (1982) using a grid


Fig. 2. Density profiles for the studied clusters. The horizonal lines represent the adopted background levels.
of $(l, b)$ values, with steps of $\Delta(l, b)=\left(0.01^{\circ}, 0.01^{\circ}\right)$ covering the observed fields. We obtained between 80 and 100 colour excesses per cluster field. Then, we built histograms and calculated their centres and FWHMs. Since the FWHMs values turned out to be considerably low, we assumed that the interstellar absorption is uniform across the cluster fields. Table 3 lists the derived $E(B-V)$ colour excesses. As for the cluster distance moduli, Subramanian \& Subramanian (2009) find that the average depth for the LMC disk is $3.44 \pm 1.16 \mathrm{kpc}$, so that the difference in apparent distance modulus - clusters could be placed in front of, or behind the LMC - could be as large as $\Delta\left((m-M)_{0}\right) \sim 0.3 \mathrm{mag}$, if a value of 50 kpc is adopted for the mean LMC distance (Subramanian \& Subramanian 2010). Since a difference of 0.10 in $\log (t)$ (the difference between two close isochrones in the Girardi et al. 2002, models used here) implies a difference of $\sim 0.5 \mathrm{mag}$ in $T_{1}$, we decided to adopt the value of the LMC distance modulus $(m-M)_{0}=18.50 \pm 0.10$ reported by Saha et al. (2010) for all the clusters.

To estimate the ages of the clusters we used the isochrones of Girardi et al. (2002), including core overshooting, for $Z=0.008$

Table 3. Fundamental parameters of LMC clusters.

| Name | $(X, Y)_{\mathrm{c}}$ <br> (pixels) | $r$ <br> $\left({ }^{\prime \prime}\right)$ | $E(B-V)$ <br> $(\mathrm{mag})$ | $\log (t)$ | Lit. $^{a}$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| BSDL 716 | 5100,6250 | $30 \pm 10$ | 0.06 | $8.60 \pm 0.10$ |  |
| BSDL 1024 | 5350,160 | $60 \pm 10$ | 0.08 | $8.20 \pm 0.10$ | $8.1(1)$ |
| BSDL 1035 | 8115,260 | $10 \pm 10$ | 0.06 | $8.70 \pm 0.10$ |  |
| BSDL 2995 | 455,8185 | $30 \pm 10$ | 0.07 | $9.00 \pm 0.10$ |  |
| H88-26 | 2360,1310 | $20 \pm 10$ | 0.06 | $8.90 \pm 0.10$ |  |
| H88-40 | 6945,3135 | $20 \pm 10$ | 0.06 | $8.85 \pm 0.05$ |  |
| H88-55 | 4975,5375 | $20 \pm 5$ | 0.06 | $8.70 \pm 0.10$ |  |
| H88-188 | 7830,6645 | $25 \pm 10$ | 0.06 | $8.65 \pm 0.05$ | $8.65(1)$ |
| H88-245 | 2750,1625 | $30 \pm 10$ | 0.08 | $8.20 \pm 0.10$ |  |
| H88-333 | 1785,6540 | $20 \pm 10$ | 0.07 | $8.60 \pm 0.10$ |  |
| HS 38 | 2495,6555 | $15 \pm 5$ | 0.05 | $8.60 \pm 0.10$ | $8.4(2)$ |
| HS 151 | 765,8190 | $20 \pm 5$ | 0.06 | $8.90 \pm 0.10$ |  |
| HS 154 | 5710,6640 | $20 \pm 5$ | 0.06 | $8.70 \pm 0.10$ |  |
| KMHK 229 | 6925,940 | $15 \pm 10$ | 0.10 | $9.00 \pm 0.10$ | $8.1(2)$ |
| KMHK 506 | 1550,715 | $10 \pm 10$ | 0.06 | $8.75 \pm 0.05$ |  |
| KMHK 1045 | 5835,3660 | $10 \pm 10$ | 0.06 | $8.80 \pm 0.10$ |  |
| KMHK 1055 | 7835,4465 | $10 \pm 10$ | 0.06 | $9.00 \pm 0.10$ |  |
| LW 469 | 3110,6215 | $30 \pm 50$ | 0.08 | $8.80 \pm 0.10$ |  |
| NGC 2093 | 7305,2205 | $30 \pm 20$ | 0.07 | $8.40 \pm 0.10$ | $7.7(2)$ |
| SL 154 | 3075,6590 | $20 \pm 10$ | 0.06 | $8.70 \pm 0.10$ |  |
| SL 229 | 1220,3095 | $20 \pm 10$ | 0.06 | $8.50 \pm 0.10$ | $8.35(1)$ |
| SL 293 | 4960,6900 | $30 \pm 10$ | 0.06 | $8.60 \pm 0.10$ |  |
| SL 300 | 6525,7640 | $40 \pm 10$ | 0.06 | $8.60 \pm 0.10$ | 8.8 (1) |
| SL 351 | 8080,2295 | $20 \pm 10$ | 0.06 | $8.65 \pm 0.05$ |  |
| SL 510 | 5890,7115 | $10 \pm 10$ | 0.08 | $8.10 \pm 0.10$ | 8.3 (2) |
| SL 588 | 1690,6450 | $40 \pm 10$ | 0.06 | $8.60 \pm 0.10$ |  |

Notes. ${ }^{(a)}$ (1) Pietrzyński \& Udalski (2000); (2) Glatt et al. (2010).
([Fe/H] = -0.4 dex, Piatti et al. 2009). We then selected a set of isochrones and superimposed them on the cluster CMDs, once they were properly shifted by the corresponding $E(B-V)$ colour excesses and by the LMC distance modulus using the equations $E\left(C-T_{1}\right)=1.97 E(B-V)$ and $M_{T_{1}}=T_{1}+0.58 E(B-V)-\left(V-M_{V}\right)$ (Geisler \& Sarajedini 1999). In the matching procedure we employed seven different isochrones, ranging from slightly younger than the derived cluster age to slightly older. Finally, we adopted as the cluster age the one corresponding to the isochrone that was visually judged as best reproducing the cluster main features, while its error was estimated by taking the isochrones into account that mostly encompass those features. For each cluster CMD (Fig. 3), we plotted the isochrone of the adopted cluster age and two additional isochrones at $\pm 0.05$ or 0.10 in $\log (t)$ (see age errors in Table 3). These adjacent isochrones span most of the $T_{1}$ turnoff range, so that they can be considered to be a measure of the age errors. We recall that Pietrzyński \& Udalski (2000, hereafter PU00) and Glatt et al. (2010, hereafter GGK10) have studied some of the present clusters (see Table 3) assuming that they are clusters younger than 1 Gyr. GGK10 showed that the dispersion about the 1:1 agreement with PU00 for 49 clusters in common is $\sigma_{\log (t)}=0.15$, so that no zero age offset was needed to apply. Our ages also agree well with those quoted by them $\left(\sigma_{\log (t)}=0.15\right.$ around the $1: 1$ relationship $)$, although some few differences arise. As they mentioned, this could be due to their limited photometric depth and/or biased field star contamination cleaning.


Fig. 3. Extracted Washington $T_{1}$ versus $C-T_{1}$ CMDs for stars distributed within the cluster radii (small circles), and the cluster cleaned from field contamination (big circles): 1) BSDL 716, 2) BSDL 1024, 3) BSDL 1035 , 4) BSDL 2995 , 5) H88-26, 6) H88-40, 7) H88-55, 8) H88188, 9) H88-245, 10) H88-333, 11) HS 38, 12) HS 151, 13) HS 154, 14) KMHK 229 , 15) KMHK 506 , 16) KMHK 1045 , 17) KMHK 1055 , 18) LW 469 , 19) NGC 2093 , 20) SL 154, 21) SL 229, 22) SL 293, 23) SL 300, 24) SL 351, 25) SL 510, and 26) SL 588. The three available isochrones of Girardi et al. (2002) which best resemble the cluster features are overplotted.

## 3. Summary

In this study we present, for the first time, CCD Washington photometry of stars in the field of 26 mostly unstudied LMC clusters. CMD cluster features turn out to be identificable when performing annular extractions around their respective centres, once they were cleaned from field star contamination. The clusters turned out to be small angular size objects projected or immersed in dense star fields. We estimated their ages from isochrone fitting, along with the $E(B-V)$ colour excesses, assuming a metallicity of $Z=0.008([\mathrm{Fe} / \mathrm{H}]=-0.4$ dex $)$ and an LMC distance modulus of $(m-M)_{0}=18.50 \pm 0.10 \mathrm{mag}$.

## A. E. Piatti: LMC star clusters
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