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ABSTRACT

Since the terrorist attacks in the USA in September 2001, several regulations have been
introduced with a special emphasis on the security of containerised port operations.
Global security measures specifically targeting container-port operations include the
International Ship and Port Facility Security (ISPS) code, the Container Security
Initiative (CSI), and the 24-hour Advance Vessel Manifest Rule (the 24-hour rule).
Nevertheless, no attempt has been made to-date to investigate the ex-post impacts of
security on the operational efficiency of container ports and terminals. This PhD
research seeks to adopt an approach that incorporates within an analytical framework
the association of security with operational efficiency, tools for modelling procedural
security, and techniques for benchmarking container-port efficiency. A panel data set of
39 ports and 60 container terminals from 2000 until 2006 is used resulting into 420
container-terminal decision-making units (DMUs).

In order to account equally for container terminal operational configurations and the
multi-input/ multi-output nature of container port production, we apply both process
modelling and analytical benchmarking techniques. These are the Integrated Computer
Aided Manufacturing Definition (IDEF0) for operational and security modelling, and
Data Envelopment Analysis (DEA) for efficiency measurement and benchmarking.
Based on the results of IDEF0O modelling, we disaggregate container-port operations by
terminal sites (quay, yard and gate) and spatial scope of security and apply alternative
DEA models to analyse (i) the operational impact of individual and aggregate security
regulations and (ii) the influence of operating and exogenous factors on port efficiency.
We then estimate a Malmquist productivity index (MPI) to measure and decompose
productivity changes following the introduction of new security measures.

The results of the research confirm that both handling configurations and operating
procedures have a direct effect on container terminal’s productive efficiency. The
analysis of the impact of security on operational efficiency shows that the latter varies
greatly by security regulation and terminal group but there is evidence of generalised
productivity gains from the technological progress prompted by investments in the new
security technology. More importantly, the implementation of the new port security
measures revealed several inherent logistical inefficiencies especially in the way
terminal policies and work procedures are being designed, operated, and managed.



TABLE OF CONTENTS

DECLARATION OF CONTRIBUTION .....ccciiiiiiiiieieeieeeeseee et 2
ACKNOWLEDGEMENTS ...ttt ettt 4
ABSTRACT ...ttt ettt sttt e et e s b e naeenee s st ebeenaeeneenbeeneesneenes 5
TABLE OF CONTENTS ...ttt sttt st st 6
LIST OF FIGURES ..ottt sttt st 9
LIST OF TABLES ...ttt st sttt st 11
LIST OF APPENDICES .....cuiiiiiitiitiiete ettt sttt s 13
GLOSSARY OF ABREVIATIONS AND ACRONYMS.....oooiiiieiiieiieieeeeseeeie e 15
GLOSSARY OF SYMBOLS ...ttt 20
CHAPTER I:  INTRODUCTION AND BACKRGOUND INFORMATION............ 21
I.1 S0P ettt ettt e e e e et e e e ettt e e e et e e e e enbaaeeennnnaes 21
1.2 Back@round..........cccuioiiiiiiiieeee e 21
L3 Research Problem and ObJECtiVES .......cccueecvieriiiiiieiiieiieeie e 22
L3 Structure 0f the TRESIS ....cc.eevuiiiiiriirieeieee e 23
CHAPTER II: THE PORT SECURITY FRAMEWORK..........ccccoveriiiiiiieiiieene, 24
II.1 Overview of Maritime and Port Security Programmes .............ccccoeeveevvveennenn. 24
ILT.T ISPS COG@...iiiiiieiiee ettt ettt saeeaeeneen 25
II.1.2  Container Security Initiative (CSI)......cccouveeiiieeiiieieeee e 28
II.1.3  24-hour Advance Vessel Manifest Rule...........ccccooiiiiniiiii 29
1.2 Literature Review of Cost and Operational Impact of Security ............ccceeueee.n. 31
I1.2.1 Compliance Cost 0f POIt SECUTILY ......ceevieiiieiiieiieeie et 31
1.2.1.1 EX-ONTE GSSESSMENT ...ttt e 31
1.2.1.2 EX-POSE GSSESSMENT ...t bbbt sbabnsesnnesnn 33
I1.2.2  Procedural and Operational IMPacts ...........cceceevuierieenieniiieiieeieeee e 37
I1.3 Chapter Conclusion: Security and Cost Impact..........cccecceevciierienciienieniiecnne 39
CHAPTER III: LITERATURE REVIEW ON PORT EFFICIENCY AND
PERFORMANCE BENCHMARKING ......coeiiiiiiiiiiecieieeie e 40
LT  Economic IMpact StUAIES ........ccceeeeiiieiiiieeiieeeiie e e 40
III.1.1 Port ECONOmIC IMPACE.......cccoiiieiiiieiiiecieeeie et 40
III.1.2  Port Trade EffiCIENCY ...ccuveeeiiieeiiieeieeeee ettt 43
.2 Performance Metrics and Productivity Index Methods..........ccccecvveviieriiennennne. 44
II1.2.1 Financial Performance MeEasures .............cccueeueeruierieeniienieeieeeeeeniee e eeeenens 44
II1.2.2  Snapshot and Composite MEASUIES ..........ccvereieriierieeniieeieeiie e eiee e e 45
I1.2.3  Single and Partial Productivity INdeXes .........cccoveeriieniiniiiiiiieiieieeie e 46
II1.2.4 Multifactor and Total Factor Productivity Indices...........cccceevvvieecveennneenee. 47
ITI.3  Frontier APPrOacCh.......ccccoieeiiiieiiiiieiiieciie ettt e e e e e st e e sree e saea e e 50
III.3.1 Parametric (Econometric) Approach.........cccceeevuieeriieeriiieeriee e 52
II1.3.2 Non-Parametric (Programming) Approach..........cccccceevviieviieeciieciieeeieeene 54
II1.3.3 Issues with Frontier Applications in Container-Port Efficiency .................... 59
1.4 Process APPIOACHES ......cc.eeviiiiiiiiiieiieiie ettt ettt ettt e e e eee 62
I1.4.1 Expert Judgement and Perception SUIVeys .........cceecueevieriieriienieeieeeieeieene 63
II1.4.2 Engineering and Process Benchmarking Methods............cccovieiiniininncnnn. 63



11.4.2.1 ENGiNeering APPIOGCRHES ..........cccuueeecteeeeecieeeeteeeeseeeee s teeessteeeessteeesessaeesnteeeensseeesnnseeas 63

1.4.2.2 Process BENCAMAIKING.............cooeiieeciiuieeieee ettt eeeec e eeaae e e e e e eestate e e e e e eeeaaaresaeeesennnaaees 64
III.5  Chapter Conclusion- Benchmarking Methods...........ccccceeviieviiiiniiiecieeeiee, 64
III.5.1 Performance Taxonomy and DImeNnSions ...........ccccceeervieerveeerieesieeeeeneeeees 65
III.5.2 Multi-disciplinary Approaches to Port Systems.........ccccvveevveeerieeecveeeineeenene. 66
I1.5.3 Differences between Stakeholders’ Perceptions ...........ccccceeeveeeieeniienieenneenne. 68
I1.5.4 Comprehension and COVETAZE.........ccuveruieriieriieiieeieeiee et eieeeeeeiee e eaee e 68
CHAPTER 1IV: RESEARCH APPROACH AND METHODOLOGY .......ccccccvvennennee. 70
IV.1  Understanding Container-Port Practice ...........cccevviirviirniieiiienieeieeeeeeeee 70
IV.1.1 Container Port Configurations and Terminal Operating Sites ....................... 70
IV.1.2 Container Port Equipment and Handling Systems............ccccceevvveriveencnneennee. 72
Iv.1.2.1 Variations in quay crane performance and technology............cccceevcveeeeccveeeecceeescneeenns 73
IV.1.2.2 Container yard handling SYStEMS ...........coeeeeeiciiiieeeeeeeciciee e e eecccree e e e e e saree e e e e e e eaneaes 76
IV.1.3 Terminal Operating Procedures............cccveeiueeeriieeriie e eee e 78
IV.1.4 Factors beyond the Control of Terminal Operators..........ccccceeeeuveeecuveercneeennne. 80
IV.1.5 Formulating Operational Hypotheses...........cccoevieriiiniiniiieniiieieeieeie e 81
IV.2  Potential Methods for the Research Problem .............cccoccoeeeiiiniiniiiinieninee, 81
IV.2.1 Process Description and Function Modelling: IDEFO ............cccccooiininnnnnen. 82
IV.2.2  Analytical Benchmarking: DEA Models and Site-Specific Datasets............. 84
IV.2.3  Productivity Change Analysis: TFP Malmquist DEA ...........cccccoovveennenee. 85
IV.3  Research Design and Procedure ...........ccoeviiieiciiieiiiieeciie e 86
IV.4  Chapter ConClUSION.......c..eeeiiiiieiiieciieecee ettt e e et e e sree e saea e e 87
CHAPTER V: OPERATIONALISATION .....oiiiiiiiiiieieeee e 90
V.1 IDEFO MOAEIING .....cuviiiiiieeiiie ettt rae e e e e s 90
V.1.1 Building the Top-Level IDEFO Diagram ...........cccccecevienieriienienenieneeniennens 91
V.1.2 Decomposing the Parent Diagram............ccccceevieniieiiieniienienieeiesie e 92
V12,1 IMPOIE FIOW ...ttt ettt s be e st ee b e sare e s ane e e 94

LY B A (o Yo o i Lo USSR 95
V.1.2.3  Transhipment fIOW...........ccceoiiiiiiiiiiiiiieecit ettt ettt s 99

V.2 Formalising the Methodology.........coovieeiiiiieiiieciecee e 99
V.21 DEA MOGEIS...coiiiiiiiiiiieieee et 99
V.2.1.1  MeQSUIe SPECIfIC DEA .........ueeeeeeeeeeee ettt e ettt e e e e e et ae e e e e e e satbae e e e e seenntaesaaaeanaenn 99
V.2.1.2  SUPPIY CAGIN DEA .........ooooeeeeeeeeeee ettt e e tee e s tve e e et e e s aaa e e e nte e e e nntaeesnnaee e snreeean 100
V.2.2 Malmquist Index DecompOSItion .........cccueeruieriieniieniieiieeie e eie e 104
V.2.3 Model Assumption and Orientation .............ceccueeveerieenienieenieenieeieesveenee 105
V.3 Sampling Frame, Dataset and Variable Selection .............cccceevveevieniiieniiennnn. 106
V.3.1  Sampling Frame .........cccooooiiiiiiiiiiiieieee e 106
V.3.2 Dataand Variables ...........coouiiiiiiiiiiiiieeeie et 107
V.3.3 Validation of Data and Variable Selection in the Context of DEA.............. 111
{7285 205 20 R D 1o [ o s [0l ol V| 4 o oy V28OSO PP POPOPR N 111
17285 25 207 B = [ Yo o To o 11 1-3 1 VN 111
V.3.3.3  NUMDBEI Of DIMIUS ........eeeeeieee et ecttee e tee et stee e s tae e e e ste e e snaaeesnteeesnsteeesnsaae e snneeean 111
V.3.3.4  DALA SCONING ....eeeniiieiieiieee ettt ettt st sb e st e sibe e e eate e saneenee s 112
V.3.3.5  EXClUSiVity GNd @XNAUSTIVENESS .........uveeeiieieeeciieeecteeesieeeestee e s eecaeeessaeesesee e e ssnaaeesnnaeeeens 112
V.3.3.6  POSITIVILY .eeveeeeeeeeee ettt ettt ettt e e e e ettt e e e e e s e s bt bt e e e e e e seaannreeeeas 112



V.3.3.7  ISOTONUCIEY ..ttt sttt sb bt sb e b s b e s e e e annen 112

V4 Chapter ConCIUSION.......c.eieiiieiieeiieie ettt ettt bee e ens 113
CHAPTER VI: RESULTS AND INTERPRETATION .......cccoviiiiieeieeeeeeee e 115
VI.1  Empirical Results under Constant Technology ...........ccccoceevviienienciieneennennen. 115
VI.1.1 Estimating Efficiency under Alternative DEA Models...........ccceevevveennnnnns 115
VI.1.2 Testing Operational Hypotheses..........cccouverviiieriiiieniiieie e 119
VI.1.2.1 Analysis of scale efficiency and the impact of incremental investments...................... 119
VI.1.2.2 Impact of exogenous factors on terminal efficiency.............ccoeccveeeeeeeecciiieeeeeeeeciinnns 121
VI.1.2.3 Analysis of terminal efficiency by operating configuration ...............cccceeeveveeeecveeennns 124
VI.1.2.4 Analysis of terminal efficiency by operating procedures.............ccouueeeeecciveeeeeeeeccinnns 126
VI.1.3 Analysis of Site-Specific and Network Efficiency........c.cccccevvevieniiiencnnns 130
VI.1.3.1 Analysis of Site-SPECIfiC EffiCIENCY .........ccccueeeieieeeeee et 130
VI.1.3.2 ANalysis Of NETWOIK EffiCIENCY ...........uueeeeiieeiiiiiiie et e e e e e e e e e eeaeaes 135
VI.2 Productivity Change ANalYSIS .......ccccuieeriieeiiieiiieeeiee et 138
VI.2.1 Multi-Year TFP analysis ......cccocerciiiiiieniiieiieeieeieee e 138
VI1.2.2 Analysis of MPI by Regulatory Runs...........cccccooviiniiiiiiiiiiiieceeeeen 144
VI.2.2.1 Analysis of the impact of combined regulatory measures............ccccceeeeecevveeeeeeeeccinnns 144
VI.2.2.2 Analysis of the impact of regulatory-specific MEASUIES ............ccccveeeeeieeeciieeeicireeeenns 148
CHAPTER VII: CONCLUSIONS AND RECOMMENDATIONS........cccvvveeenneee. 158
VIL1T  Research SUMMATY .......cccieiiiiiiiiniieiieie ettt 158
VIL.2 Research Findings, Achievements, and Limitations..........c.cceeerveereeneeniennenne 161
VIL.2.1 Research Objectives and Propositions Revisited ..........cccoeevveeiviencieencnnnnns 161
VII.2.2 Research Findings and Achievements............ccccceevvieeeniieeiieeecieeciee e 162
VIL.2.3 Gaps and Limitations.........ccoueeeiiieeiiieeiieeeieeeeieeesieeesveeeereeeseeesvneesnveeens 165
VIL.3  Directions for Future Research............ccccoeeviiieiiiiiiiiiicceceeeee e 165

REFERENCES 167



LIST OF FIGURES

Figure 1: A case decision support system to implement the 24-hour rule...................... 33
Figure 2: The Booz Allen Hamilton’s port security war game simulation..................... 38
Figure 3: Illustration of NISAC port operations simulator diagram.................ccceeeuveenne. 43
Figure 4: Graphical illustration of frontier methodologies ...........cccceevvvieeciiencieenienn, 58

Figure 5: DEA production frontier under the single-input and single-output scenario .. 64
Figure 6: Illustration of DEA input and output orientations, excluding the effect of

technological Chang@e. ............ccoecuiiiiiiiiieiieeeeeee e 65
Figure 7: Container terminal sites and main handling equipment..............................81
Figure 8: Illustration of container bottlenecks in a container port operating system...... 82
Figure 9: Illustration of lifting capabilities of modern STS cranes..........ccccceeevevveernnnnn. 83
Figure 10: Comparison of cycle time frequency distribution across single hoist crane

(5] 5 () TSRS 85
Figure 11: Productivity comparison between third and fourth generations of single hoist

CraANES (SHOC) oot e 86
Figure 12: Main yard cranes and handling equipment wused in the

VAT et 87
Figure 13: Semantics of IDEF0 box and arrows.........ccccueevciieerciieeniieeeiie e o 94
Figure 14: IDEFO decomposSition STIUCLUTE........c.eeeevveeriieeriieeciieeerireeeieeeeneeesneeeeaee e 95
Figure 15: Research design and process followed in this study..........cccceevevvercrieennenn. 101
Figure 16: IDEFO top-level diagram for container terminal operations ....................... 104
Figure 17: IDEFO model for import container’s flow........ccceevvieeviieecieeccieeeie e, 109
Figure 18: IDEF0 model for export container’s flow ..........ccccevevvienieneniieneenenieneenn 110
Figure 19: IDEF0 model for transhipment container’s flow...........ccccceevveeciieneennennen. 111
Figure 20: Configurations of terminal structure and security flow process for a possible

network or supply chain DEA benchmarking application...........ccccccceeueeee. 115
Figure 21: A two-stage supply chain model for the container export flow relative to the

CSI and the 24-hour rule security programmes.............cccveeerveeereveesereeennnnnn 116
Figure 22: Year-by-year (2000-06) evolution of average terminal efficiency.............. 133
Figure 23: Relationship between mean efficiency and standard deviation................... 134
Figure 24: Decline in productive efficiency of LCB1 and LCIT following the expansion

Of terminal CAPACILY ...ccveeeviiiiieiiecie et 137
Figure 25: Relationship between efficiency and ratio of transhipment traffic.............. 138
Figure 26: Relationship between efficiency and ratio of FEU containers .................... 139
Figure 27: Variation of productive efficiency across container terminal groups ................. 140
Figure 28: Comparison of efficiency scores by yard handling configuration............... 142
Figure 29: Comparison of average terminal efficiency with and without the input

variable ‘free storage time in the yard’..........ccceeviiieiiiiieciiieeieeeeeeeee e 144
Figure 30: Average terminal efficiency including the input variable ‘gate cut-off

EIITIE .ottt ettt ettt et et e nees 145
Figure 31: Variations in productive efficiency of YCT container terminal following

changes in gate closing time POlICY .......cceevuieriiiriierieeiieeie e 147



Figure 32: Comparison of terminal and quay-site efficiency estimates........................ 149
Figure 33: Comparison of terminal and berth efficiency estimates for CT3 and

1 P 150
Figure 34: Plotting of efficiency estimates of yard-site operations ....................... 151
Figure 35: Average values of MPI and its sources of efficiency on a year-by year basis
.......................................................................................... 158
Figure 36: Correlations between multi-year MPIs and components of TFP ................ 161
Figure 37: Correlations between regulatory-run MPIs and components of TFP ........165
Figure 38: MPI and its sources of efficiency for KCT before and after the introduction
ofthe 24-hour rule ........ ..o 172
Figure 39: Container shipping routes in the port of Kingston (Jamaica) in 2006......
..................................................................................................................... 172
Figure 40: The US screening process combining actions from both the 24-hour rule and
the L. e 175
Figure 41: Security Investment Efficiency Frontier....................c.oooiin... 293

10



LIST OF TABLES

Table 1: Outline of ISPS code and selected US-led port and maritime security

ITIEASUTES. ... wveerveeeureeseernreentteeuteenseeeateeseeeaeeebeeeateebeesateebeesaseebeesateeseesaeeeasees 29

Table 2: Active participating ports in the US CSI as of 30/03/2007 .........cccveevevveennnenn. 31

Table 3: Data required for electronic reporting under the 24-hour rule........................ 32
Table 4: Summary of ISPS cost estimates as computed by various regulatory risk

ASSESSIMNENE TMPACES ..eevvvieutieiieeiieeieeteesee et estteeteesteeebeesteeebeeseesnseeseessneans 245

Table 5: Sample of container ports’ security Charges .........ccceeevveeevieeecieesiieeeceeeeneenn 40

Table 6: Main benchmarking techniques ...........cccoecueeeiiiriiieiieniieeeeee e 46

Table 7: Sample of port metrics and their corresponding performance dimensions.....76
Table 8: Various approaches to ports and their corresponding performance models...77

Table 9: Types and characteristics of modern STS cranes ..........ccocceeeeveeecveeeceeennnnn. 84
Table 10: Relationship between container-ship size and requirements for STS
CTAMIES. ..eeutteeeutteeeutte e et ee e ettt e ettt e ettt e e abe e e aate e e eaaeeesbe e e bt e e eabbeeeabaeesabeeesabeeenabeeenns 85
Table 11: Operational characteristics of major container yard handling systems ........ 89
Table 12: Examples of controllable and uncontrollable factors in terminal operations
ANA MANAZEIMNENL. .....eeeiieiieiieeiieeieeiee e et e eeebeesteeesbeesebeeseesaseenseessseenses on 91
Table 13: ICOM syntax for the IDEF0 decomposed model...........ccccceeuveeerveennnnnnnee. 106
Table 14: Relationship between STS Crane’s speed and productivity ....................... 123
Table 15: Relationship between STS Crane’s productivity and vessel turnaround
BIITIC. 1.ttt ettt ettt ettt ettt b et b et et b e et e bt et et esbe et naten 123
Table 16: Input and output variables for container terminal operations..................... 124
Table 17: Descriptive statistics of the aggregate container dataset..............cccceeenneeee. 125
Table 18: Correlation coefficients between input and output variables...................... 128
Table 19: Relationship between throughput size and productive efficiency............ 136
Table 20: Relationship between variations in efficiency scores and scale of
PIOAUCHION. ..ttt ettt e et e et e e e et et e e e e e 136
Table 21: Terminal groups by CONtAINET MIX......eeevveeerieeriieeriieesieeerieeesreeenaeeeaeens 140
Table 22: Average efficiency by yard handling configuration ..............ccccccvevirenennne. 142
Table 23: Paired-sample tESES ....c.uiieiiieeiiieeiieeciie ettt 143
Table 24: Site-specific datasets and their corresponding analytical models............... 148
Table 25: Variation of average efficiency by operating site................covvviennnnn.. 151
Table 26: Input and output variables for supply chain DEA model...................... 153
Table 27: Comparative results of average supply chain efficiency scores ................. 153
Table 28: HGCT supply chain (network) efficiency for outbound container flow......154
Table 29: Descriptive statistics of the year-by-year MPI and its sub-categories.......... 156

Table 30: Correlation of the multi-year MPI and its sources of efficiency change......158
Table 31: Descriptive statistics of the regulatory-run TFP and its sub-categories

.............................................................................................................. 162
Table 32: Correlation of the regulatory run MPI and its sources of efficiency
CRANEE. ..ottt ettt e et e e et e e e aae e e ba e e e e e e enbeeennns 163
Table 33: Regulatory-specific datasets for the analysis of productivity change........... 165
Table 34: MPI and its sources of efficiency for terminals complying with the ISPS
0] 113 7O USRS 167
Table 35: MPI and its sources of efficiency for the 24-hour rule and the Non-24 hour
rule terminals during the period 2004-2006...... .....cccceeevveercieenieeereeeee. 169
Table 36: Potential errors in implementing the 24-hour rule.........cccccoceviiiinniniennene. 170

11



Table 37: MPI and its sources of efficiency for the CSI and the non-CSI terminals

during the period 2004-2006...........ccceeeirieeiiieeieeeiee e eeeeeaee e 173
Table 38: Results of the Mann-Whitney U test on regulatory groups.............ccccveeueene. 176
293

Table 39: Security component for Terminal A...........cccceeeveeriiiiiiiiieiiieeie e

Table 40: Simulation of Terminal’s 4 security component performance..................... 294

12



LIST OF APPENDICES

Appendix 1: ISPS Port Facility Security Equipment Checklist...........ccccceeveivennnnnnee. 181
Appendix 2: Minimum standards for CSI expansion (Source: CBP, 2004).................. 189
Appendix 3: The 24-hour Advance Manifest Rule as Published in the US Federal
Register (excluding comments and anSwers)...........ccoeeeeeieerieenneennen. 190
Appendix 4: Conventional methodologies used to assess port impacts on the economy
............................................................................................................. 193
Appendix 5: Container Flow in a Terminal without CFS............c.ccccoiiviiiiniiieniee, 194
Appendix 6: Container Flow in a Terminal with CFS...............coccooiiiiiiiiii 195
Appendix 7: Sample Layout of a Tractor / Chassis Wheeled System Supported with
Terminal Handlers (e.g. Forklift Trucks).......cccoovveviieeciieiiieeiee 196
Appendix 8: Sample Layout of Straddle Carrier Direct System..........cccoceveeveeriennenne 197
Appendix 9: Sample Layout of Straddle Carrier Relay System ..........ccoceveeviriennnnne 198
Appendix 10: Sample Layout of Rubber-Tired Yard Gantry System ..........cccccecuenneene. 199
Appendix 11: Sample Layout of Rail-Mounted Yard System........c..cccccevuevieneniennnnne 200
Appendix 12: Container Ports and Terminals in the Sample..........ccccoccerviriininennnnn 201
Appendix 13: On-line questionnaire sent to operations mangers of terminals in the
T 101010 (<SSR 204
Appendix 14: Terminal Efficiency Estimates in the Year 2000 under Cross-Sectional
DIEA ettt et neenees 205
Appendix 15: Terminal Efficiency Estimates in the Year 2001 under Cross-Sectional
DEA e 207
Appendix 16: Terminal Efficiency Estimates in the Year 2002 under Cross-Sectional
DEA e e 209
Appendix 17: Terminal Efficiency Estimates in the Year 2003 under Cross-Sectional
DIEA et ettt neeneas 211
Appendix 18: Terminal Efficiency Estimates in the Year 2004 under Cross-Sectional
DIEA ettt sttt et reeneas 213
Appendix 19: Terminal Efficiency Estimates in the Year 2005 under Cross-Sectional
DEA e 215
Appendix 20: Terminal Efficiency Estimates in the Year 2006 under Cross-Sectional
DEA e 217
Appendix 21: Terminal Efficiency under Inter-Temporal DEA.............ccooveiiennnnnnee. 219
Appendix 22: DEA-CCR-I Panel Data Estimates including Yard Storage Policy ....... 229
Appendix 23: DEA-CCR-I Panel Data Estimates including Gate Closing Policy ....... 239
Appendix 24: Efficiency Estimates for the Quay Site (Based on Panel-Data Input-
OFIENLALION) ...uviiiiiieeciiee et ettt e e ear e e ear e e e areeeaeeeeereeenanas 249
Appendix 25: Efficiency Estimates for the Yard Site (Based on Panel-Data Input-
OFIENLALION) ...eviiiiiieeciiee et e ettt e ere e e ear e e e eareeeareeenaeeeeereeeeanas 259
Appendix 25 (ContiNUE).......cccueeriieriieiieeie ettt ettt e e e ebeesbeeseseeneeas 260
Appendix 26: DEA Supply Chain Oriented Efficiency for Export Operations (Based on
CCR-IPanel Data) .......ccccvveeiiieeiieecieecee et 261
Appendix 27: Malmquist Productivity Index: Year-by-Year TFP Change.................. 263

13



Appendix 28: Malmquist Productivity Index: Regulatory-Period TFP Change........... 265

Appendix 29: A Generic Model for Assessing the Cost-Benefit of Security
INVESTMENL... ...ooiiiiiiiiiiii e 267

14



GLOSSARY OF ABREVIATIONS AND ACRONYMS

AAPA: American Association of Port Authorities
ABC: Activity Based Costing

ACI: Advance Cargo Information

ACS: Automated Commercial System

AE: Allocative Efficiency

AEO: Authorised Economic Operator

AGV: Automatically Guided Vehicle

AHP: Analytical Hierarchy Process

AIPV: Association Internationale des Ports et Villes (International Association of Ports
and Cities)

AIS: Automated Identification System

AMR: Advanced Manifest Rule

AMS: Automated Manifest System

ANOVA: Analysis of Variance

APEC: Asia Pacific Economic Co-operation
ASEAN: Association of South East Asian Nations
ASC: Automated Staking Cranes

ATO: Assemble to Order

ATS: Automated Targeting System

ATU: Advanced Targeting Units

BASC: Business Alliance for Secured Commerce (formerly the Business Anti-
Smuggling Coalition)

BCC: Banker, Charnes, Cooper (DEA Model)
BCC-I: BCC Input-oriented (DEA Model)
BCC-0O: BCC Output-oriented (DEA Model)
Bioterrorism Act: Public Health Security, Bioterrorism Preparedness and Response Act
BPR: Business Process Reengineering

BSC: The Balanced Scorecard

CBA: Cost-Benefit Analysis

CBP: US Bureau of Customs and Border Protection
CCR: Charnes, Cooper, Rhodes (DEA Model)
CCR-I: CCR Input-oriented (DEA Model)
CCR-O: CCR Output-oriented (DEA Model)
CEA: Cost Efficiency Analysis

CGE: Computable General Equilibrium

CIM: Computer integrated manufacturing

COLS: Corrected Ordinary Least Square

COTP: Captain of the Port

CPH: Crane productivity per Hour

CPV: Cost-Performance-Value

CRS: Constant Returns to Scale

CSI: Container Security Initiative
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CSO: Company Security Officer

CSR: Continuous Synopsis Record

CTQI: Container Terminal Quality Indicator

C-TPAT: Customs and Trade Partnership against Terrorism
DFC: Discount Factor

DEA: Data Envelopment Analysis

DHC: Double Hoist Cranes

DHS: The US Department of Homeland Security
DMU: Decision Making Unit

DP World: Dubai Ports World

DPP: Direct-Product Profitability

DwT: Dwell Time

e.g.: For example

EC: European Commission

E-Commerce: Electronic Commerce

EDI: Electronic Data Interchange

EEA: Economic Engineering Analysis

ERP: Enterprise Resource Planning

EU: European Union

FAK: Freight-all-Kind

FAST: Free and Secure Trade

FDH: Free Disposal Hull

FEL: Front-end-Loaders

FEU: Forty-Equivalent Unit

FF: Freight Forwarders

FSA: Formal Safety Assessment

ft.: Foot

GAQO: United States General Accounting Office

GDP: Global Domestic Product

GT: Gross Tonne

HPH: Hutchison Ports Holding

i.e.: Namely

IAME: International Association of Maritime Economists
IAPH: International Association of Ports and Harbours
GAO: The US Government Accountability Office
ICAM: Integrated Computer Aided Manufacturing
ICOM: Inputs, Controls, Outputs, and Mechanisms
IDEF: Integrated computer aided manufacturing Definition
ILO: International Labour Organization

IMF: The International Monetary Fund

IMO: International Maritime Organisation

[-O: Input-Output

IRR: Internal Rate of Return

ISEMAR: Institut Supérieur d’Economie Maritime, France
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ISM: International Safety Management Code

ISO: International Standardisation Organisation

ISPS Code: International Ship and Port Facility Security Code,
ISSC: International Ship Security Certificate

IT: Information Technology

KPI: Key Performance Indicators

LCL: Less Than a Container Load

LOA: Length Overall

LP: Linear Programming

MARAD: The U.S. Maritime Administration

MARPOL: Maritime Pollution referring to the International Convention for the
Prevention of Pollution from Ships

MARSEC: Maritime Security

MCA: The UK Maritime and Coast Guard Agency

MFP: Multi-Factor Productivity

MODUs: Mobile Offshore Drilling Units

MPI: Malmquist Productivity Index

MPTO: Marine Port Authority and Terminal Operators

MTO: Make to Order

MTS: Make to Stock

MTSA: Maritime Transportation Security Act

NISAC: National Infrastructure Simulation and Analysis Centre
NNI: Non-Intrusive Inspectional (equipment)

NPV: Net Present Value

N-RAT: The US National Risk Assessment Tool

NTC: The US National Targeting Centre

NVOCCs: Non-Vessels Operating Common Carriers

JIT: Just in Time

OECD: Organisation for Economic and Co-operation Development
OLS: Ordinary Least Square

OSC: Operation Safe Commerce, Outer Continental Shelf
P&I: Protection and Indemnity

PCA: Principal Component Analysis

PFP: Partial Product Profitability

PFSA: Port Facility Security Assessment

PFSO: Port Facility Security Officer

PFSP: Port Facility Security Plan

PIP: Partners in Protection

PSA: Port of Singapore Authority

PSA: Port of Singapore Authority

PEC: Pure Efficiency Change

RAE: Return on Assets

RMG: Rail-Mounted Gantry (Cranes/Equipment, Handling System or Configuration)
ROCE: Return on Capital Employed
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ROE: Return on Equity

ROI: Return on Investment

RPM: Revealed-Preference Method

RS: Reach Stackers

RSO: Recognised Security Organisation

RTG: Rubber-tired Gantry (Cranes/Equipment, Handling System or Configuration)
RTS: Returns to Scale

SADT: Structured Analysis and Design Technique

SC: Straddle Carrier (Equipment, Handling System or Configuration)
SCD: Straddle Carrier Direct (Handling System or Configuration)
SCR: Straddle Carrier Relay (Handling System or Configuration)
SCM: Supply Chain Management

SCO: Ship Security Officer

SCP: Supply Chain Planning

SE: Scale Efficiency

SEC: Scale Efficiency Change

SEP: Secured Export Partnership

SFA: Stochastic Frontier Analysis

SFI: Secure Freight Initiative

SFP: Single Factor Productivity

SHA: Stakeholder Analysis

SHC: Single Hoist Cranes

SIS: Ship Identification Number

SOLAS: Safety of Life at Sea Convention

SPM: Stated-Preference Method

SPMP: Shanghai Port Machinery Plant

SSA: Ship Security Assessment

SSAS: Ship Security Alert System

SSP: Ship Security Plan

SST: Smart and Secure Trade-lanes

STAR: Secure Trade in the APEC Region

STC: Said to Contain

STCW: The IMO Standards of Training Certification and Watch-keeping
STS (crane): Ship-to-Shore (crane)

SWL: Safe working Load

T/S: Transhipment (Trans-shipment)

TAPA: Technology Asset Protection Association

TC: Technical Change

TCA: Total Cost Analysis

TE: Technical Efficiency

TEC: Technical Efficiency Change

TEU: Twenty-Foot Equivalent Unit

TFP: Total Factor Productivity

TFPC: Total Factor Productivity Change
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TFPG: Total Factor Productivity Growth

THC: Terminal Handling Charges

The 24-hour (hr) rule: 24-Hour Advanced Manifest Rule
TOS: Terminal Operating System

TQM: Total Quality Management

TTEC: Total Technical Efficiency Change

US: United States

UAE: United Arab Emirates

UK RAE: The UK Risk Assessment Exercise

UK: United Kingdom

ULCS: Ultra-Large Container Ships

UN: United Nations

UNCTAD: United Nations Conference on Trade and Development
USA: The United States of America

USCG: The US Coast Guard

USD: United States Dollar

VRS: Variable Returns to Scale

WCO: World’s Customs Organisation

WTP: Willingness to Pay

YC: Yard Crane
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GLOSSARY OF SYMBOLS

N : The number of firms or DMUs (or population size)
n: The n™ firm or DMU (or the sample size)

m : The m" input variable for a firm or a DMU

s : The s” output variable for a firm or a DMU

M : The number of input variables for a firm or a DMU
S : The number of output variables for a firm or a DMU
t: The " time

T : The total number of time observed

X : Matrix if input variables

Y : Matrix of output variables

x : The amount of input or factor used

y : The amount of output or product produced

[1: Productivity index

U : Value of technical efficiency

V' : Value of statistical noise component

¢ : Efficiency score for the studied observation (DMU) under output orientation,

6" : Efficiency score for the studied observation (DMU) under input orientation,
j : Denotes all the other observations with which the studied observation is compared.

A: Denotes input or output weights, under DEA, to be determined for the

th

n" observation or DMU
@ : Denotes cost or revenue shares or weights
j : Denotes a distance function

u: Population mean

o *: Population variance

T : Pearson’s coefficient of correlation
p : The p-value

€: The Euro

UK £: The British Pound

USD $: The US Dollar

AUD $: The Australian Dollar
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CHAPTERI: INTRODUCTION AND BACKRGOUND
INFORMATION

I.1 Scope

This thesis is produced in line with the requirements of Imperial College London for the
award of the PhD degree. It provides a detailed overview of the PhD work and results
with regard to the research subject: “A Benchmarking Study of the Impact of Security
Regulations on Container Port Efficiency”. The dissertation subsequently presents and
describes the research work including relevant literature review, the research design and
framework of analysis, the theoretical models and analytical techniques, the dataset and
methods for data collection, the operationalisation of the research approach and
procedure, the results and interpretation, and the conclusion and recommendations.

1.2 Background

Since the terrorist attacks in the USA in September 2001 and the growing concern about
the security of the international movement of goods and passengers, several frameworks
have been introduced either on a compulsory or voluntary basis with a special emphasis
on containerised port operations. Regulatory measures that have been multilaterally
endorsed and implemented include the International Ship and Port Facility Security
(ISPS) code, the IMO/ILO code of practice on security in ports, and the ‘Framework of
Standards to Secure and Facilitate Global Trade’ commonly referred to as the “WCO
Framework’. Other instruments with less global coverage, yet greater scope and
implications, have been introduced on a local or regional scale. Among these, the US-
led initiatives are probably the most significant and consist of a multi-layer regulatory
regime involving measures such as the Container Security Initiative (CSI), the 24-hour
Advance Vessel Manifest Rule (the 24-hour rule), the Customs and Trade Partnership
against Terrorism (C-TPAT), and the Secure Freight Initiative (SFI). A third set of
initiatives consists of primarily industry-led schemes such as the Smart and Secure
Trade-lanes (SST), the Star-Best programme, the Business Alliance for Secured Commerce
(BASC), and a series of ISO series notably the ISO 28000.

With such variations in the international maritime and port security framework, much of
the literature on the subject has focused on prescriptive details of the measures being put
in place, the computation of their costs of compliance, and their ex-ante economic
evaluation such as in terms of cost-benefit analysis. Nevertheless, no attempt to date has
been undertaken to analyse empirically the ex-post procedural impacts of the new
security framework on the operational efficiency of container ports and terminals.
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Benchmarking container-port efficiency is by itself an extremely broad and complex
subject. Many authors have studied performance metrics, performance measurement
systems, and the relationship between efficiency and the port environment. Too often
though, relevant work on the mechanisms and techniques of measuring and
benchmarking port efficiency has taken place at different disciplinary levels with
fragmented layers of operational, functional, and spatial port systems.

L3 Research Problem and Objectives

This research seeks to assess and analyse the ex-post impacts of procedural security,
stemming from the requirements of the new maritime and port security regime, on the
operational efficiency and performance benchmarking of container ports and terminals.
The main research question can be formulated as follows: what is the impact, in terms of
efficiency gains or losses, of procedural security on the performance of container
terminal and port operations?

In trying to answer the above question, this study adopts an approach that incorporates
within a logical framework of analysis the association of security with operational
efficiency, measures and techniques for benchmarking container terminal efficiency,
and appropriate tools for assessing procedural security. The ultimate aim of this
research is three fold:

1. Construct and apply an analytical model for measuring and benchmarking the
operational efficiency of international container-terminal operations,

2. Assess and analyse the ex-post procedural impacts of major security regulations on
container-terminal’s operational efficiency, and

3. Identify and incorporate the variations in container-port operating sites, production
technologies, and handling configurations in the benchmarking exercise as well as in
the analytical process for the purpose of port’s functional modelling and assessment
of security scope and impacts.

Specific objectives and steps of this research include the followings:

(a) Review and critically analyse the port security framework and the associated
literature; and identify the security measures that are likely to impact container-terminal
and port operational efficiency.

(b) Review and critically analyse the theoretical and practical literature on port
operational efficiency and performance benchmarking.

(c) Identify the spatial and operational scope of major port security regulations.
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(d) Identify and evaluate the variations in container-terminal production technologies,
operating sites, handling configurations, process arrangements, and work procedures.

(e) Design, justify and apply a research framework, combining bottom-up process
modelling tools with top-down analytical benchmarking techniques.

(f) Apply appropriate functional modelling techniques for prescriptive analysis of
container-terminal operations and process-flow arrangements.

(g) Build up and validate aggregate and specific datasets of container terminal
operations, including the definition and selection of relevant input and output variables.

(h) Formulate and apply appropriate models for efficiency benchmarking and
productivity change analysis.

(1) Report, assess, and analyse the variations in efficiency levels and security impacts
across sampled container terminals and their operating sites.

1.3 Structure of the Thesis

Following a brief introductory section, this thesis is structured in terms of seven
chapters. Chapters II and III provide a detailed and comprehensive literature review and
analysis of the two subjects under study, namely the port security framework and the
benchmarking of port efficiency. Chapter IV outlines the research design and approach
adopted in this study. In Chapter IV, we emphasise the need to incorporate terminal
operating systems, procedural flows, and configuration typologies in the research
framework. In particular, we explain why a combination of top-down and bottom-up
methodological approaches, namely the Integration Function Technique For Functional
Modelling (IDEF0), Data Envelopment Analysis (DEA), and the Malmquist
Productivity Index (MPI), is required for undertaking research on both the
benchmarking of operational efficiency and the assessment of security impacts. Chapter
V deals with the operationalisation of the research approach and methodology including
such aspects as the formulation of the appropriate analytical models and techniques, the
selection of the sampling frame, and the definition of the dataset and variables. Chapter
VI presents the results and findings of the analytical work. In particular, we test several
hypotheses including those investigating the relationship between operational efficiency
and procedural security. Chapter VII concludes with a summary of the research
procedure, a review of the study limitations, quality and contribution, and a series of
recommendations for future research. Chapter VII also introduces a generic framework
for assessing the efficiency costs and benefits of future security investment.
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CHAPTER II: THE PORT SECURITY FRAMEWORK

Since the terrorist attacks in the USA in September 2001, the international community
has acknowledged the new security threats to maritime trading and transportation
systems and the need for an improved regulatory regime. As a result, several
frameworks aimed at enhancing maritime and port security have been introduced, with a
special emphasis being placed on protecting the vulnerability of containerised sea-trade
operations. In this chapter, we outline port-related new security initiatives and review
the literature on compliance and procedural costs.

I1.1 Overview of Maritime and Port Security Programmes

The security of international shipping and port operations has first been formally
recognised in the wake of the hijacking of the cruise vessel “Achille Lauro”. As result,
the International Maritime Organisation (IMO) produced draft guidelines titled
“Measures to prevent unlawful acts which threaten the safety of ships and the security
of their passengers and crew”. The Guidelines became the first internationally approved
formula that sets out what ports and ships had to do in order to provide proper
protection against terrorists. However, it was not until the events and aftermaths of the
terrorist attacks of September 11, 2001 that the port and maritime industry saw the
introduction of structured and targeted security legislation and initiatives. Regulatory
measures that have been multilaterally endorsed and implemented include the
International Ship and Port Facility Security (ISPS) code, the IMO/ILO code of practice
on security in ports, and the World’s Customs Organisation (WCO) ‘Framework of
Standards to Secure and Facilitate Global Trade’ also referred to as ‘SAFE Framework’.

A second set of security initiatives has been introduced at various national and regional
levels, with the US-led security initiatives being the most significant. The US measures
started with common initiatives such as the Maritime Transportation Act (MTSA) of
2002, which involves both mandatory and voluntary ISPS provisions (DHS, 2003), and
later introduced a range of layered security programmes that target specific types of
maritime facilities and operations. Major programmes under this category include the
Container Security Initiative (CSI), the 24-Hour Advanced Manifest Rule (24-hour
rule), the Customs and Trade Partnership against Terrorism (C-TPAT), the Operation
Safe Commerce (OSC), the mega-port initiative, and the Secure Freight Initiative
(SFA). Except the 24-hour rule, these programmes and others have later been codified
into the US Safe Port Act. Other national programmes include Canada’s and Mexico’s
own 24-hour rules, the Swedish Stair-Sec programme, the Canada Partners in Protection
(PIP) programme, and the New Zealand Secured Export Partnership (SEP) programme.
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Initiatives have also emerged from the European Commission (EC) in the guise of the
EC Regulation 725/2004 on enhancing ship and port facility security. The latter
incorporates the ISPS Code and extends its application to all Class A passenger vessels,
i.e. those on domestic voyages of more than 20 nautical miles from the coast. It goes on
to allow Member States to adopt alternative security requirements for passenger ships
operating domestic scheduled services. The Authorised Economic Operator (AEO), the
status and accreditation of which were introduced in January 2008, is another EU
scheme deserving particular attention since it can be seen as the EU response to the US
C-TAPAT programme. Other EC security measures include Regulation 884/2005 laying
down procedures for conducting Commission inspections in maritime security, and the
Directive 2005/65/EC extending security measures from the ship-port interface to the
entire port facility. Outside the EU, regional initiatives that are worth mentioning
include the US-Canada-Mexico Free and Secure Trade (FAST) programme, the
ASEAN/Japan Maritime Transport Security initiative, and the Secure Trade in the
APEC Region (STAR) programme for Asia Pacific.

A third set of security initiatives consists of primarily industry-led and voluntary
programmes. Initiatives under this category include the ISO/PAS 28000: 2005 standard
(Specification for security management systems for the supply chain), the Technology
Asset Protection Association (TAPA) initiative, and the Business Alliance for Secured
Commerce (BASC), formerly the Business Anti-Smuggling Coalition. Although some
of these programmes have not yet been fully implemented, it is believed that they will
yield a more effective framework and a higher level of security assurance across and
beyond the maritime network. For a detailed review of these initiatives and other port
and maritime security measures, the reader is referred to Bichou et al. (2007b).

In the following sections, we outline the requirements for the main port security
regulations currently in operations, namely the ISPS Code, the CSI and the 24-hour rule.
A summary description of these measures is provided in Table 1. Initiatives that are
currently being implemented on a pilot basis, e.g. the Mega-Ports Initiative and the
Secure Freight Initiative (SFA), are not included in this review.

II.1.1 ISPS Code

The objectives of the ISPS Code, within an international framework, are to enable the
detection and deterrence of security threats, to establish roles and responsibilities, to
enable the collection and exchange of security information, to provide a methodology
for assessing security, and to ensure that adequate security measures are in place. The
ISPS Code is divided into two parts: part A is a mandatory section while part B is a
non-obligatory guidance, although many countries are implementing part B on a
compulsory basis. The code determines the responsibilities of contracting governments
(i.e. signatories to the Code), ship operators and port facility operators. The ISPS Code
was adopted in December 2002 and it came into force in July 2004.

25



As far as ports are concerned, the ISPS Code is applicable to all port facilities servicing
500+ gross ton (GT) cargo and passenger ships engaged in international voyages, but
contracting governments are given the option to extend the application of the Code to
other types of ports and terminals. The Code sets three maritime security (MARSEC)
levels ranging from low (1) to high (3) in proportion to the nature of the incident or the
perceived security threat. MARSEC level 1 is compulsory, and is enclosed under ISPS
part A. MARSEC level 2 indicates a heightened threat of security, while MARSEC
level 3 refers to a probable or imminent threat of a security incident.

To comply with the ISPS Code, ports are required to develop and implement enhanced
port facility security plans (PFSP) for each MARSEC level as set and approved by the
governmental authority within whose territory the port is located. PFSP are based on the
outcome of the port facility security assessment (PFSA), a risk-analysis exercise
undertaken by contracting governments or authorised security organisations by them
(RSO: Recognised Security Organisation), in order to assess the vulnerability of port
facilities against security threats and the consequences of potential incidents. In addition
to undertaking PFSA and developing PFSP, ports must also designate port-facility
security officers (PFSO) whose duties and responsibilities are specified by the Code,
and provide them along with other security personnel with the appropriate training drills
and exercises. The Code also describes the identification and evaluation of important
assets and infrastructure and requires ports to install and operate a number of security
kits and equipment. Appendix 1 provides the list of port security equipment required by
the ISPS Code.
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I1.1.2  Container Security Initiative (CSI)

The Container Security Initiative (CSI) introduces a security regime to ensure that all
containers that pose a potential risk for terrorism are identified and inspected at foreign
ports before they are placed on vessels destined for the United States of America
(USA). The objective is to target and pre-screen containers exported or transhipped
through foreign ports that have significant export trade to the USA. Through CSI,
bilateral agreements are signed between foreign customs and the US Customs and
Border Protection (CBP) agency to allow the latter station its teams of customs officers
in foreign ports. CBP officers work with host customs administrations to establish
security criteria and share information for identifying high-risk containers. CSI is a
reciprocal programme where participant countries can also send their customs officers
to major US ports, although only Japan and Canada currently have their customs
personnel stationed in US ports. As of December 2007, there were 58 CSI active
(operational) participating foreign ports. These represent around 90% of US total
maritime containerised cargo imports (see Table 2). Appendix 2 lists the CBP’s
minimum standards for the US CSI port expansion.

Table 2: Active participating ports in the US CSI as of 30/03/2007 (Source: CBP, 2007)

Continent Ports and Terminals

Americas | Montreal, Vancouver, Halifax (Canada); Santos (Brazil); Buenos Aires (Argentina);
and the Puerto Cortes (Honduras); Caucedo (Dominican Republic); Kingston (Jamaica);
Caribbean | Freeport (The Bahamas); Balboa; Colon, Manzanillo (Panama); Cartagena (Columbia)

Rotterdam (The Netherlands); Bremerhaven, Hamburg (Germany); Antwerp, Zeebrugge
(Belgium); Le Havre, Marseille (France); Gothenburg (Sweden); La Spezia, Genoa,
Europe | Naples, Gioia Tauro, Livorno (Italy); Felixstowe, Liverpool, Thames-port, Tilbury,
Southampton (UK); Piraeus (Greece), Algeciras, Barcelona, Valencia (Spain); Lisbon
(Portugal)

Singapore (Singapore); Hong Kong, Shenzhen, Shanghai (China); Yokohama, Tokyo,
Asiaand | Nagoya, Kobe (Japan); Pusan (South Korea); Port Klang, Tanjung Pelepas, (Malaysia);
the East Laem Chabang (Thailand); Dubai (UAE); Kaohsiung, Keelung (Taiwan); Colombo (Sri
Lanka); Salalah (Oman); Port Qasim (Pakistan); Haifa, Ashdod (Israel)

Africa Durban (South Africa); Alexandria (Egypt)

In addition to CSI, the Secure Freight Initiative (SFI) is a key provision of the Safe Port
Act. It builds on its current partnership between the CSI and the Mega-ports Initiative to
provide an extra layer of port and cargo security. The new requirement specifies that all
containers destined to the US to be 100% scanned by July 2012 using non-intrusive
imaging (NII) equipment and radiation detection equipment. A pilot programme of SFI
was recently deployed on a 100% scanning basis in three container ports namely port
Southampton in the UK, Qasim in Pakistan, and Puerto Cortes in Honduras. Three other
container-port facilities (Salalah in Oman, Modern terminals in Hong Kong, and
Gamman terminals in Busan- South Korea) have been added on a limited capacity.
Brani terminal in Singapore was initially part of this pilot programme but it was recently
decided not to proceed with the SFI trial in this port.
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I1.1.3 24-hour Advance Vessel Manifest Rule

The 24-hour Advance Vessel Manifest Rule (hereafter abbreviated to the 24-hour rule)
allows the US Customs’ officers to analyze the containers’ content information and
identify potential terrorist threats before those containers are loaded at a foreign port.
The objective of the 24-hour rule is to identify and target high-risk US-bound cargo,
including cargo being transhipped or remaining on-board the ships, 24 hours in advance
of loading on board vessels that are bound to the USA. The 24-hour rule is part of the
Advanced Manifest Rule (AMR)/Advance Cargo Information (ACI) initiative, instituted
by CBP in conjunction with the Trade Act of 2002, requiring detailed cargo data for all
modes to be submitted to the US CBP prior to arrival at a US port or border-crossing.

Table 3: Data required for electronic reporting under the US 24-hour rule (CBP, 2007)
1. Foreign port of departure

Standard carrier alpha code (SCAC)

Voyage number

Date of scheduled arrival in the first US port

Number and quantity of packages (based on bill of lading descriptions)

First port of receipt by the carrier

A Al R ol el R

Detailed cargo description: shipper’s description or the 6-digit harmonized tariff schedule
number

Shipper’s name and address
Alternatively ID numbers as assigned by US customs

Consignee’s name and address

% Alternatively ID numbers as assigned by US customs

10. | Vessel flag, name and number

11. | Names of foreign ports visited beyond the port named in point 6

12. | International hazardous goods code if applicable to cargo

13. | Container number

14. | Numbers on all seals affixed to the container

Under the 24-hour rule, detailed information on container-cargo on board ships calling
at, or transiting via, US ports must be submitted electronically by ocean carriers, non-
vessel operating common carriers (NVOCCs), and other ship agents to the US customs’
authorities; at least 24 hours prior to loading at a foreign port. An exception is made for
empty containers whereby notification prior to arrival at a US port can be extended up
to 48 hours. In total, 14 data elements must be specified on the electronic manifest with
detailed information about the ship, her cargo, and her previous and next ports of call
(see table 3). In particular, data information should be sent electronically and the use of
such vague cargo descriptions as “Freight-All-Kinds” (FAK), "Said-To-Contain" (STC),
“Foodstuffs” or "General Merchandise," is no longer tolerated. An example of the
process undertaken in support of regulatory compliance with the 24-hour rule is
provided in Figure 1.
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Shipper places a booking

e v —

Flag CSI cargo in documentation system Issue Booking
and issue Booking Confirmation to shipper Confirmation to
shipper

Release empty container and seal to

shipper
| Release empty
container and seal to
Shipper submits Shipping Instruction by shipper
fax or EDI

Data input in documentation system and
transmit to AMS

Update documentation system and re-
transmit to AMS

NO

|
Arrange with container terminal and local
customs to scan the container

Container loading on vessel

Issue B/L (Bill of Lading) and invoice to shipper

Figure 1: A case decision support system to implement the 24-hour rule
(Source: Bichou et al., 2007)

The 24-hour rule was enforced on the 4th of May 2003 and was fully implemented in
99% of the ports with direct export traffic to the USA in January 2005 (CBP, 2005). The
24-hour rule has since then expanded beyond the USA. For instance, Canada and
Mexico have established similar US style 24-hour rule requirements while the EU has
incorporated a 24-hour notice before arrival (as opposed to the US 24-hour before cargo
loading) in its 2005 EC Regulation on enhancing ship and port facility security.
However, because of the difficulty of obtaining uniformity across EU member
countries, the implementation of the EU 24-hour rule has been postponed until 2011,
having originally targeted a June 2009 start date.
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I1.2 Literature Review of Cost and Operational Impact of Security

In view of the new security regime, ports have had to implement security measures in
order to comply with security initiatives and the route to compliance frequently requires
investment in security equipment and procedures and the recruitment and training of
security personnel. In addition to the cost of compliance, port operators and users alike
may incur extra costs stemming from the implementation of new procedural security
such as the provisions for data filing, detailed reporting, additional inspections, and
other operational requirements. Therefore, the literature on cost impacts of port security
may be classified into two main categories: the literature on compliance costs and the
literature on procedural and operational costs.

I1.2.1 Compliance Cost of Port Security

11.2.1.1 Ex-ante assessment

Even before the entry into force of the new security regulations, several studies have
attempted to assess the compliance cost of port security, particularly for formal security
regulations such as the ISPS code. Ex-ante assessments of the compliance cost of
maritime and port security are largely based on data and methods from national
regulatory risk assessment models such as the US National Risk Assessment Tool (N-
RAT) and the UK Risk Assessment Exercise (RAE). These are ad-hoc programmes
undertaken by governmental agencies in order to assess the costs and benefits of new
regulatory initiatives. For instance, the US Coast Guard (USCG) has estimated the ISPS
compliance cost for US ports to reach USD $1.1 billion for the first year and USD $656
million each year up to 2012. Based on these estimates, the Organisation for Economic
Co-operation and Development (OECD, 2003) has produced a comprehensive report on
the global economic impacts of maritime security measures. A summary of aggregate
ex-ante estimates for ISPS cost-compliance is provided in Table 4. Regarding non-ISPS
initiatives, a study funded by the European Commission (EC) suggests that voluntary
security programmes, based on a participation level of 30% of European Union (EU)
operators, would cost port and terminal operators in the EU around €5 Million just for
audit expenses (DNV Consulting, 2005).
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11.2.1.2  Ex-post assessment

Following the entry into force and implementation of the new port security measures, a
number of ex-post assessments of the cost of compliance have been undertaken. In so
doing, researchers have used a variety of approaches ranging from survey inquiries and
economic impact studies to financial appraisal and insurance risk modelling:

A. Among the plethora of survey inquiries on the subject, it is worth mentioning the
United Nations Conference on Trade and Development (UNCTAD) global survey on
initial and annual costs of ISPS compliance. The survey results suggest that for each ton
or TEU handled, the average cost for ISPS compliance would amount USD $0.08 and
$3.6 respectively, of which $0.03 and $2 in terms for annual (recurrent) costs,
respectively (UNCTAD, 2007). However, a recent survey by the World Bank found that
the average ISPS compliance costs amount to $0.22 per ton and $4.95 per TEU handled
(Kruk and Donner, 2008). Such contradictory findings may be explained by the variety
of methods used to calculate the ISPS costs (unit versus average, initial versus running,
etc.), but can also stem from the different interpretations of the Code across world ports
and terminals (Bichou, 2004; Bosk, 2006). While the ISPS Code provides general
provisions on security requirements in ports, it does not prescribe detailed and uniform
instructions on how to comply with them, for instance in terms of the exact instructions
on the type and height of fences required for each port or terminal facility.

Another problem with survey inquiries occurs when the findings of a case-specific
survey are generalised to all stakeholders and/or security programmes. For instance,
Thibault et al. (2006) found that small ocean carriers generally enjoy lesser initial
compliance costs but incur higher recurrent costs because of the difficulty to spread
fixed costs across a small business base. However, Brooks and Button (2006) found
that the costs of enhanced maritime and supply chain security only accounts for 1% or
less of shippers’ total costs. Even when survey inquiries investigate a single security
programme, their results may show inconsistent cost figures either over time or between
participants. For example, when first enrolments in the C-TPAT programme began in
2004, the industry widely quoted Hasbo’s figures of USD $200,000 initial costs and
USD $113,000 annual operating costs as being the benchmark for C-TPAT average
compliance cost for a multinational firm (Googley, 2004). However, in a recent survey
of 1756 C-TAPAT certified participants, Diop et al. (2007) report that C-TPAT
implementation and operating costs only amount to USD $38,471 and $69,000 USD,
respectively. Furthermore, according to the same survey 33% of respondents said that
the benefits of C-TPAT participation outweighed the costs while an additional 25%
found that the CTPAT costs and benefits were about the same. Other surveys on the
subject also provide contradictory results -see Lloyd’s List (2003) and BDP (2004).

B. As with survey inquiries, economic impact studies on the cost of port and
maritime security also depict inconsistent results. For example, Damas (2001) estimated
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that the new security measures introduced in the awake of the 9/11 terrorist attacks
would cost the US economy as much as USD $151 billion annually, of which USD $65
billion just for logistical changes to supply chains. However, a study undertaken by the
International Monetary Fund in the same year has estimated the increase to business
costs due to higher security costs to amount around USD $1.6 billion per year, with an
extra financing burden of carrying 10% higher inventories at $7.5 billion per year (IMF,
2001). Such discrepancies are also noticeable in studies seeking to quantify the
economic and supply chain cost of port security incidents and other similar disruptions
such as industrial actions and natural disasters. For instance, Martin Associates (2001)
estimated that the cost of US West-Coast port lockout in 2001 to the US economy to
reach USD $1.94 billion a day, based on a 10-day shutdown of port facilities. However,
by the time the labour dispute was resolved, Anderson (2002) priced the total economic
cost at around USD $1.7 billion, based on a longer shutdown period of 12 days.

Other researchers have looked at the knock-on effect of US ports’ closure on other
dependent economies and foreign ports. For example, Saywell and Borsuk (2002)
estimated the loss from this disruption be as high as 1.1% of the combined GDP of
Hong Kong, Singapore and Malaysia. In a similar vein, Booz Allen Hamilton (2002)
run a port security war game simulation to assess the impacts of a terrorist incident in a
US port followed by a nation-wide port and border-crossing closure for 8 days (see
Figure 2). With an estimated cost of USD $50 billion on the US economy, their results
show inconsistent results with those of similar studies. Pritchard (2002) and Zuckerman
(2002) suggest even lower costs than those reported by Booz Allen.

PORT SECURITY WAR GAME—ECONOMIC IMPACT
Exhibit 4
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Figure 2: The Booz Allen Hamilton’s port security war game simulation (BAH, 2002)
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C. Cost assessment of regulatory initiatives may also be undertaken using financial
models and insurance risk modelling techniques. For the former, ex-post costs are
typically assessed by analysing market response to risk-return performance, for instance
by translating security provisions into port investments and analysing their ex-post
impact using models and techniques of financial appraisal and risk analysis (e.g., pay-
back, NPV, IRR). For the latter, researchers typically use premium-price analysis
whereby security costs and benefits are added to or subtracted from the price of port and
shipping services; referring inter-alia to the variations in freight rates and insurance
premiums. For instance, Richardson (2004) reports that insurance premiums trebled for
ships calling at Yemeni ports after the 2002 terrorist attack on the oil tanker Limburg
off the Yemeni coast, which has also forced many ships to cut Yemeni ports from their
schedules or divert to ports in neighbouring countries.

D. Trade facilitation studies can also been used to analyse the ex-post impacts of
security such as by measuring the time factor (delay or speed-up) that emanates from
implementing new security measures. Nevertheless, despite the rich literature on the
interface between trade facilitation and economic development (Hummels, 2001;
Wilson et al., 2003), few studies have investigated the role of the new security regime
either as a barrier or an incentive to trade (Raven, 2001). For instance, the OECD
(2002) reports that the post 9/11 trade security measures would have cost the world
trade between 1% and 3% less of North American trade flows, which corresponds to a
cost of USD $60 billion and USD $180 billion in 2001 figures, respectively. Another
estimate places the global costs for trade of post 9/11 tighter security at about USD $75
billion per year (Walkenhorst and Dihel, 2002).

E. Another popular approach for analysing the cost-benefit of a regulatory change is
to contrast transfer costs against efficiency costs. The former refer to the costs incurred
and recovered by market players through transferring them to final customers (e.g. from
ports to ocean carriers and from ocean carriers to shippers), while the latter represent net
losses and benefits in consumer and producer surpluses. Compiled cost figures from
industry and press reports suggest an average security charge of USD $6 per shipped
container for the ISPS Code, and up to USD $40 per bill of lading for the 24-hour rule.
Note that this approach is not without bias, including the common practice of cost spin-
off and exponential computations of security expenses. In a highly disintegrated and
fragmented maritime and logistics industry, there is no guarantee that additional
security charges accurately reflect the true incremental costs incurred by each operator,
including ports (Bichou, 2004). Standard practices in the industry suggest that market
players try to generate extra profits by transferring costs to each other (Evers and
Johnson, 2000; Fung et. al, 2003), and there is already evidence of similar practices in
the recovering of security costs by the port industry (see Table 5).

35



Table 5: Sample of container ports’ security charges
(Source: Compiled by the Author from various trade journals)

Port or terminal Security fee USD* ($)/TEU
Belgian ports 10.98
France and Denmark 6.1
Dutch ports 10.37
Italian ports 9.76
° Latvian ports 7.32
g Norwegian ports 2.44
= Spanish ports 6.1
Irish ports 8.54
Swedish ports (Gothenburg) 2.6
Felixstowe, Harwich and Thames port | 19 for import and 10 for export
UK ports
Tilbury 12.7
USA Charleston, Houston and Miami 5
Gulf seaports marine terminal conference 2
Shenzhen (China) 6.25
Others | Hong Kong (China) 6.41
Mexico 10
Australian ports (those operated by DP Worlds) 3.8

*: Figures are expressed in 2006 USD $.

In evaluating the costs and benefits for of regulatory decisions, Cost Benefit Analysis
(CBA) is regarded as a fair and objective method of making assessments. While the
costs of security compliance are possible to quantify either by direct surveys or through
aggregate estimations, its benefits are very difficult to measure directly. Instead,
researchers assess the benefits of regulations by looking at the cost of non-compliance
or failure, usually through the assessment of economic impacts of terrorist attacks and
other similar events such as industrial actions and safety accidents. Cost-Efficiency
Analysis (CEA) is an alternative method to CBA, and is usually applied when the
output is fixed and the economic benefits cannot be expressed in monetary terms.
However, both CBA and CEA make little consideration to cost sharing and distribution
of benefits. To correct this, Stakeholder Analysis (SHA) was introduced in the early
1980s with a view to identify the key players (stakeholders) of a project or a regulation
and assess their interests and power differentials.

CBA, CEA and SHA approaches have been extensively used in the field of maritime
safety but their empirical applications in the context of maritime and port security are
difficult to undertake. Bichou and Evans (2007) provide a critical review of economic
valuation methods and their applications in port, maritime and supply chain security. In
particular, they pointed out the difficulty to assess the cost of preventing principal losses
in security incidents, much of which stems from economic losses and human casualties.
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Nevertheless, while economic losses can be measurable, the value of human losses is
difficult to observe in market transactions, especially in shipping and ports where the
value of human life differs between countries, trades, and routes (cruise shipping,
container shipping, Trans-Atlantic routes, etc.). Traditional safety methods such as the
‘Willingness to Pay’ (WTP) approach are simply not suitable in a security context. A
good discussion on the limitations of survey and economic costing approaches to port
security is provided by Bichou (2004).

I1.2.2  Procedural and Operational Impacts

The increasing interest into procedural and operational impacts of security has been fed
largely by the continuing debate between those who anticipate productivity losses
because of operational redundancies and those who advocate higher efficiency due to
better procedural arrangements:

» On the one hand, many argue that procedural requirements of the new security
regime act against operational and logistical efficiency. Proponents of this view list a
number of potential inefficiencies ranging from direct operational redundancies, such as
additional inspections and lengthy procedures, to a series of derived supply chain
disruptions such as in terms of longer lead times, higher inventory levels, and less
reliable demand and supply scenarios. The 24-hour rule provides a typical example of
procedural requirements with potential negative impacts on operational and logistics
efficiencies. For example, the requirements of advanced cargo reporting under the 24-
hour would result in ocean carriers declining any late shipment bookings but also
bearing, under customary arrangements, the cost of at least one extra day of container
idle time at ports. The latter may be extended to three or more days for carriers and
forwarders that are not electronically hooked into the US CBP Automated Manifest
System (AMNS).

Shippers and receivers alike will then have to adjust their production, distribution and
inventory management processes accordingly. Ports will also bear commercial and cost
impacts of the 24-hour rule, including potential congestion problems and possible
delays in both ships’ departures and arrivals. Additional costs to shippers may also stem
from the extra time and resources needed for carriers to compile and record detailed
data information. In fact, shipping lines have already started transferring the cost of the
24-hour rule data filing and processing requirements to shippers and cargo owners who
now have to pay an extra USD $40 levying charge per bill of lading (Lloyd’s List,
2003), plus any additional indirect costs from advanced cut-off times and changes in
production and distribution processes. Ocean carriers and NVOCCs may also be faced
with a violation fine of USD $5000 for the first time and USD $10000 thereafter in case
they submit missing or inaccurate data to CBP. A detailed review of the 24-hour rule
requirements, costs and benefits is provided by Bichou et al. (2007a).
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> On the other hand, proponents of the new security measures argue that their
implementation is not only necessary but can also be commercially rewarding. The
main argument put forward is that measures such as the CSI, the 24-hour rule and the
C-TPAT fundamentally shift the focus from inspection to prevention, the benefit of
which offsets and ultimately outweighs initial and recurrent costs of implementation.
Detailed data recording, electronic reporting and other procedural requirements brought
about by the new security regulations would allow for pre-screening and deliberate
targeting of ‘suspected’ containers, which is proven as more cost-effective and less
time-consuming than the traditional approach of random physical inspections. In
addition to the benefits of access certification and fast-lane treatment, compliant
participants would also benefit from reduced insurance costs, penalties and risk
exposure. Other advantages that go beyond the intended security benefits include the
protection of legitimate commerce, the exposure of revenue evasion, reduced risk of cargo
theft and pilferage, real-time sharing of shipping and port intelligence, advanced cargo
processing procedures, and improved lead-time predictability and supply chain visibility.

Nevertheless, both arguments are rarely supported by empirical analysis and much of
the research on procedural security impacts uses either modelling techniques or
simulation to predict the operational costs and benefits of the new security regulations.
Lee and Whang (2005) have developed a mathematical model to assess the benefits of
reduced lead times and inspection levels in the context of SST. White (2002) also used
mathematical modelling and developed a min-depth heuristic model to minimise the
number of container moves in the case of CSI. Using simulation, Babione et al. (2003)
examined the impacts of selected security initiatives on import and export container
traffic of the port of Seattle. Rabadi et al. (2007) used a discrete event simulation model
to investigate the impact of security incidents on the recovery cycle for the container
terminal of Virginia. Other simulators have been specifically designed to run pre-
defined disruption scenarios and predict their impacts on port efficiency. For example,
the US national infrastructure simulation and analysis centre (NISAC) has developed
two port simulators, an operations simulator to evaluate the short-term operational
impacts and an economic simulator to assess long-term economic impacts (NISAC,
2005).
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Figure 3: Illustration of NISAC port operations simulator diagram (Source: NISAC, 2005)

I1.3 Chapter Conclusion: Security and Cost Impact

From the above review of the literature on cost and operational impacts of security, it is
clear that there is a gap in assessing the ex-post impacts of security measures on port
operations, especially in terms of efficiency gains and losses:

> On the one hand, few attempts have been made to analyse the ex-post operational
and procedural impacts of port security. Published research on the subject only uses
simulation and/or mathematical modelling. As far as we are aware and at the time of
writing this thesis, no previous work has attempted to assess empirically the impact of
the procedural arrangements stemming from the new security regime on the operational
efficiency and benchmarking of global container port and terminal operations.

> On the other hand, the methodological approaches and techniques used for
assessment have generally fallen short in capturing and assessing the ex-post
operational impacts, particularly when the costs and benefits of various security
initiatives are aggregated across various port users and stakeholders. In particular, and
as will be discussed further in the next Chapter, neither economic impact analysis nor
simulation-based modelling are appropriate for conducting an empirical assessment of
the impacts of procedural security on container-port efficiency and benchmarking.
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CHAPTER III: LITERATURE REVIEW ON PORT
EFFICIENCY AND PERFORMANCE BENCHMARKING

The bulk of the literature on performance measurement and benchmarking in ports can
be grouped into four broad categories: economic-impact studies, performance metrics
and productivity index methods, frontier methods, and process approaches. Table 6
provides a brief outline of the main analytical techniques used in each category.

III.1  Economic Impact Studies

Port impact studies have emerged as an area of applied research that can bridge port and
trade with the wider economic and social impacts. The literature on the subject may be
divided into two lines of research: port economic impact and port trade efficiency.

III.1.1 Port Economic Impact

Port economic impact may be considered as a branch of economic geography, extended
to the fields of social development, urban planning and environmental economics due to
the increasing importance of the port-city interface. Port impacts on the economy are
measured to assess the economic and social impacts (direct, indirect and induced) of
ports on their respective hinterlands or forelands. In this approach, ports are seen as
economic catalysts for the regions they serve whereby the aggregation of port services
and activities generates socio-economic benefits. Here, the performance of a port is
depicted in terms of its ability to generate maximum output and economic wealth.
Relevant conceptual work in the field can be found in the AIPV (International
Association of Ports and Cities) references and in the related academic literature (See
for instance De Langen, 2002; Verbeke and Debisschop, 1996; Rodrigues et al., 1997).

Much of the applied research on the subject is based on input-output (I-O) analysis as
derived from the early work of Leontief (1936). I-O models are sets of linear equations
where the outputs of various branches in the economy are calculated based on an
empirical estimation of inter-sector transactions, assuming that input demand is a fixed
proportion of total output (Miller and Blair, 1985). Most available I-O models have
been developed to assess the aggregate impacts of the maritime industry as a whole
(Kwak et al., 2005; Van Der Linden, 2001) rather than those of the port sector per se.
I-O models for ports typically follow the usual steps of defining the structure of the
output matrix, collecting information from public data and industry surveys, and
calculating the impacts through the aggregation of direct, indirect and induced
contributions.
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The direct impacts are usually measured using industry and employers’ survey, while
indirect and induced impacts are estimated from direct impacts using a multiplier index
derived from the I-O matrix or from an economic census. However, since different
cargoes have different propensities to generate economic and social wealth, different
multipliers are used for each type of cargo or activity. For instance, Leonard (1989)
calculated the value added per ton in French ports per category of ship and cargo
operation while ISEMAR (1999) estimated multiplier indices by type of cargo to range
between 4 and5 for dry bulk and 12 and 25 for general cargo. Direct and multiplier
effects may be reported in terms of job creation as well. For instance, Martin Associates
(2001) estimate the port-dependent impacts by multiplying the value of cargo passing
through the port by an estimate of the jobs per dollar of goods produced for export or
import as an intermediary input. In the case of inter-dependent economies, the analysis
may be extended with the spillovers to other countries when inter-country I-O tables
exist (Van der Linden, 1998; the EU Impact Study, 1997).

The US MARAD ‘Port-Kit’ is probably the most referenced and regularly updated 1-O
port model. Since its first publication in the mid-1970s, it has become the standard
model for assessing economic impacts of US ports. The latest Port-Kit version was
released in 2000 in the form of PC-based software comprising a 30-sector table.
Hamilton et al. (2000) developed similar software versions for US inland ports. Outside
the USA, I-O models for ports have been used to assess the impacts of existing facilities
(Villaverde-Castro and Coto-Millan, 1997; Moloney and Sjostrom, 2000; Lagneaux,
2004) or to justify future port investments (Le Havre Port, 2000).

When [-O tables are not available, the computation of economic impacts is based on
mass calculations as usually reported in ports’ annual reports. Although mass-
calculation is not a very refined method, it is more convenient to use when it is too
expensive or too long to undertake a direct-flow survey. The method consists of
calculating the overall value added by the firms geographically located in the port or its
hinterland, and sometimes incorporates the multiplier factor. In general, the more the
distribution of output is diversified, the higher the multiplier factor. The latter is broadly
estimated to fall between 1 and 1.5 according to the structure of the economy. Appendix
IV outlines conventional methodologies used to assess port impact on the economy.

An alternative method of assessing port impact on the economy relies on the estimation
of computable general equilibrium (CGE) models. CGE models typically simulate a
multitude of different goods’ markets using a bottom-up approach that combines the
abstract general equilibrium structure as formalised by Arrow and Debreu (1954) with
real economic data. The objective is to analyse the relationship between an assigned or
given size ‘shock’ to productivity growth on the GDP of a region, country or group of
countries. CGE models have gained more popularity in the last decade or so, including
for cross-sectoral applications used for quantifying the impacts of port efficiency on
trade facilitation (APEC, 1999). A good reference to CGE applications in trade reform
is provided by Devarajan and Rodrik (1991). In a unique application to ports, Dio et al.
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(2001) applied a CGE model to analyse the impacts of port efficiency on the Japanese
economy. Their results show that improved port productivity has a substantial impact
on the shipping industry, but only a minor contribution into the country’s GDP. CGE
modelling is a separate branch of theoretical econometrics, and deserves a thorough
analysis beyond the scope of this thesis. What one needs to know is that CGE data and
model equations are typically calibrated to national accounts and I-O table references.

Port impact studies have been criticised because of their inability to deal with long-term
changes in macro-economic, industrial and production conditions. Heikkila et al. (1992)
and Hall (2004b) criticised the long-run utility of the port I-O model because it fails to
capture changes in freight systems, cargo volumes, and geographic shifts in the
economic activity. Bichou and Gray (2005b) listed a series of contemporary structural
changes in the port industry and disputed the appropriateness of port impact studies for
measuring and benchmarking port performance and efficiency.

I11.1.2 Port Trade Efficiency

Port trade efficiency assesses port efficiency in relation to maritime, transport and/or
trade costs. This part of the literature is rapidly establishing itself as a ‘separate’ branch
due mainly to the recent emphasis on the role of ports in trade facilitation. Research on
trade facilitation is however still at its infancy as both the definition of the subject and
the approach to it have not stabilised yet.

Sanchez et al. (2003) used principal component analysis (PCA) to estimate the impacts
of port efficiency on maritime transport costs of Latin American countries. Their PCA
port index was composed of three factors namely time efficiency, productivity, and stay
per vessel. These components were then included into a regression model in order to
estimate a maritime transport cost function. The results suggest that time efficiency is
the most statistically significant and that port productivity is a major determinant of a
country’s international trade competitiveness. De and Ghosh (2003) examined the
causality between traffic and performance in 12 Indian ports using a PCA aggregation
similar to that developed by Sanchez et al. (2003), with the difference that financial
indicators are included in the weighting of the port performance index. Their results
show that performance causes traffic and that financial productivity is the least
important performance factor compared with asset and operational efficiency.

Gravity models analysing the relationship between geographical distance and trade
flows have also been used to investigate the impacts of selected trade facilitation
indicators including port efficiency. Clark et al. (2004) investigated the determinants of
liner shipping costs in the USA for the period 1996-2000 and found that an
improvement of port efficiency from the 25M to 75™ percentiles reduced shipping costs
by more than 12%. To measure port efficiency, the authors constructed proxies for port
infrastructure coupled with an aggregate country-port index as derived from the Global
Competitiveness Report. Using the same port index, Blonigen and Wilson (2006)
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examined the relationship between import charges, trade flows and port efficiency using
data on US imports from 1991 through to 2003. The authors specify a simplified cost
model for freight transportation, with foreign port efficiencies being estimated with
fixed effects. This approach is contrasted with previous work investigating the
relationship between port efficiency and maritime and trade flows using proxies such as
infrastructure indicators (Micco and Perez, 2001) and GDP per capita (Fink et al.,
2000), or relying on port measures drawn from perception surveys (Hoffmann, 2001;
Wilson et al., 2003; Wilmsmeier et al., 2006).

Despite the wide literature on the subject, it is fair to claim that a consensus is yet to be
reached on the methodological approach that best captures the relationship between port
efficiency and trade facilitation. The same can be said for the appropriate indicators that
best reflect port efficiency in the context of trade facilitation, e.g. single-port efficiency
versus country-port efficiency, operational efficiency versus cross-border efficiency,
throughput versus traffic figures.

III.2  Performance Metrics and Productivity Index Methods

Like most other operating and management systems, performance measurement in
seaports and terminals starts with individual metrics at each functional or operational
level. A performance measure or metric is presented numerically to quantify one or
many attributes of an object, product, process, or any other relevant factor, and must
allow for the comparison and evaluation vis-a-vis goals, benchmarks and/or historical
figures. A performance metric generally falls within one or a combination of three main
categories, namely input measures (e.g. time, cost, resource), output measures (e.g.
production, throughput, profit), and ratio indices (productivity, efficiency, etc.). The
latter are usually presented in the form of output-input ratios, with the typical objective
of maximising the former and/or minimising the latter. Furthermore, each ratio may be
broken down into two or more components depending on the approach and dimensions
of performance. For instance, in the engineering literature efficiency may encompass
both cost efficiency (low production) and capital efficiency (low investment)
(Wheelwright, 1978), whereas in production economics efficiency is usually
decomposed into technical, allocative and scale efficiencies.

II1.2.1 Financial Performance Measures

Financial measures use metrics applied in costing and management accounting to
measure a firm’s financial performance. In ports, financial metrics are used widely and
published in annual financial reports of port authorities and port operators, with the
annual survey of financial performance of US public ports being the most cited
(MARAD, 2005). Financial indicators that are used frequently for ports include the
operating ratio, the operating surplus, the return on investment (ROI), the return on
assets (RAE), and the capital structure. Other financial indicators used in the context of
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port benchmarking include the capital and labour expenditures per handled ship or
cargo unit, and the berth occupancy and handling revenues per cargo-ton (UNCTAD,
1976). However, the use of financial metrics may not be appropriate for performance
benchmarking because financial performance may have little correlation with the
efficient use of resources. For instance, higher profitability may be driven by cost or
price inflation or other external conditions rather than by efficient productivity or
utilisation. Kaplan (1984) argues that superior financial performance may be
attributable to using novel financing or ownership arrangements rather than being the
product of efficient operating and management systems. Vitale and Marvinac (1995)
criticise financial ratios because they are incapable of assessing the contribution of
intangible activities such as innovation. In recent years, logistics costing approaches
using techniques such as activity-based costing (ABC) and direct-product profitability
(DPP) have taken the lead over traditional financial performance.

In ports and terminals, a common feature across published financial reports is the
absence of cost and price information, which makes port benchmarking based on
financial performance very difficult to undertake. Moreover, the focus of financial
measures on short-term profitability is inconsistent with the nature and objectives of
long-term port investments. Dissimilarity between various costing and accounting
systems is equally a major problem when one tries to compare ports from different
countries or with different accounting procedures. Even within a single country, port
financing and institutional structures (private, landlord, tool, etc.) are hardly
comparable. Many other aspects influence port financial performance including price
regulation, statutory freedom, and access to private equity.

I11.2.2 Snapshot and Composite Measures

Much of the conventional port literature (UNCTAD, 1976; De Monie, 1987; Bendall
and Stent, 1987; Talley, 1988; Frankel, 1993; Fourgeaud, 2000) only provides snapshot
measures such as for a single port resource (labour, capital, etc.), facility (crane, berth,
warehouse, etc.), and/or operation (handling, movement, storage, etc.). Annual
container throughput in Twenty Foot Equivalent Units (TEUs) is a typical example of
such measures and is widely, but quite misleadingly, used to rank world container ports
and terminals. Non-quay activities may also feature as snapshot indicators, for instance
cargo Dwell Time (DwT) or the time elapsed from when cargoes are unloaded from a
ship until they leave through the gate, or vice versa (Bichou, 2005a). Sometimes,
composite indicators are calculated to account for the relationship between two
snapshot measures, for example berth throughput per square-meter capacity, the number
of TEUs per hour versus ship’s size (Drewry Shipping Consultants, 2005), and the net
crane rate by liner shipping trade (Australian Productivity Commission, 2003).

The problem with snapshot and composite measures is that they only provide an activity

measure rather than a performance measure. A performance index can be loosely
defined as the ratio of the output quantity to the quantity of input. Depending on the
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definition and scope of the inputs and outputs selected and on the methodology used to
calculate them, existing productivity measures for ports can be divided into two major
categories: single and partial productivity indices versus multi-factor and total factor
productivity indices.

I1.2.3  Single and Partial Productivity Indexes

A single productivity index or single factor productivity (SFP) compares the volume
measure of an output to a volume measure of an input use. The input is typically based
on an input resource (e.g. labour, land, capital) while the output is based on a quantity
index or a value added index. The latter is preferred in economic impact and
productivity growth studies since it tends to be less sensitive to processes of substitution
between factors of production. In the single output and single input technology, it is
possible to calculate the average productivity ( P ) of a firm, or a port, by contrasting the
quantities or values of its output and input. For ports 4 and B, a single productivity
index can be calculated to measure either the productivity over time
(ITsary. 4y s sy, 50y) for a single port or the productivity of one port relative to

another’s (I, ;) in the same period.

_ Outputd ~_ y, _ OutputB_ y,

P4 and P(B
InputA X, InputB Xp
P(4,,) P(B,,)
HA(t+1), Aty — P(A;tl) HB(t+1), B(1) — P(Bttl) (1)
_ P(A4) _ J’A/XA
4,B =

" P(B) v, /x,

The concept behind partial factor productivity (PFP) index is similar to that of SFP with
the difference that the former seeks to compare a subset of outputs to a subset of inputs
when multiple inputs and outputs are involved. The objective is to construct a
performance index that compares one or several outputs to one or several inputs.
Suppose the case of the two ports 4 and B, each using multiple inputs and multiple
outputs. We want to compare a subset of two inputs (x,,x,) to produce a subset of two

outputs (y,,»,) in each port. When market prices are available, we can then use input

prices (@, ) and output prices (@, ) to calculate a total index of average productivity.
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Single and partial productivity indices may be calculated either in monetary units or in
physical units. For the former, productivity indices are expressed using data on market
costs and prices, while for the latter quantities of production (tones, TEUs, moves, etc.)
and resources (time, workers, etc.) are used instead. In ports, data on market prices are
hardly available and physical attributes are used in preference to monetary values. Even
though, the relationship between variations in the number and type of physical
indicators has been difficult to establish in the port industry.

The literature in the field depicts a wide range of SFP and PFP indices but there is no
consensus among professionals or researchers on the indicator(s) that best captures a
port’s physical performance, even for a single operation or facility. Moreover, SFP and
PFP measures are difficult to combine or aggregate. The problem with single and partial
indicators is that under the multiple-input and multiple-output port production, the
concept of productivity measured by one or a subset of output-input volume ratios
becomes no longer valid. Port studies often compare SFP and PFP indicators, such as
equipment or labour productivity, in order to capture the change in productivity over
time or between ports, but this fails to reflect total factor productivity because no
account is taken for the quantities of other inputs and outputs.

I11.2.4 Multifactor and Total Factor Productivity Indices

The basic definition of total factor productivity (TFP) is the rate of transformation of
total input into total output. In this thesis, we focus on total factor productivity change,
hereafter abbreviated to TFP, rather total factor productivity growth (TFPG), the latter
being an established branch of economic growth and statistical accounting’.

' A comprehensive guide of the TFPG literature, including the main TFPG index numbers and the methodological
approaches used to calculate them, is provided by OECD (2002).
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The TFP concept incorporates multiple inputs (M ) and outputs (S) to measure (and
sometimes decompose) productivity change over time or between firms. So often, the
TFP concept is reduced to multi-factor productivity (MFP) measures relating one
measure of output to a bundle of inputs. A TFP index is determined by calculating the
ratio of the weighted sum of outputs with respect to the weighted sum of inputs, with its
general formula being expressed as follows:

TFP= ti ime m 3)

s=1 m=l1

Where @,, are input weights and @, are output weights, each must sum to 1

In general, the weights are the cost shares for the inputs and the revenue shares for the
outputs under the assumption that input and output markets achieve productive
efficiency. This is the case of the Tornqvist index (Tornqvist, 1936), a widely used TFP
index in productivity studies. Equations (4) and (5) show Térnqvist input and output®
indices from the base period 7 to the periodz +1, respectively. Because they attempt to
construct a measure of total output over total input, TFP indices such as the Térnqvist
index are widely used in benchmarking studies.

a)m(t+l)+a)mt
[xmt / Xm(e+1) | 2 Input index (4)
1
S ws(t+1)+wst
T, = H[y st / Ys@+1) | 2 Output index (5)
s=1

1<

T =

1

3
Il

Where
X 41 and X, are quantity of m" input in periods ¢ + 1 and ¢, respectively

Vs and Yy, are quantity of s" output in periods ¢ + 1 and ¢, respectively
®, . and @, ., are the m" input cost shares in periods ¢ and ¢ + 1, respectively

th . . .
@, and @ ., are the S output revenue shares in periods f and ¢ + 1, respectively

% Input orientations (input savings) versus output orientations (output augmenting) are used throughout this paper to
denote measures where the output and the input are held constant, respectively.
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The above TFP measures are based on quantity data and market prices but the latter
may not be available or may not be appropriate for weight aggregation. Port data are
often not available at terminal or cargo-type level. Sometimes, prices may have little
economic meaning for productivity measurement of non-market activities such as port
operations in certain countries or under specific institutional and management systems.
In addition, the non-frontier approach to TFP measurement relies on a number of
assumptions, for instance the competitive characteristic of markets and the efficient
behaviour of firms, but such conditions rarely hold in practice. The approach is usually
unable to disassociate scale effects from efficiency differences.

To incorporate all such sources of efficiency while recognising the limitations of the
non-frontier TFP approach, researchers use the Malmquist TFP index constructed by
estimating a distance frontier. The Malmquist productivity index (MPI) is defined as the
measure of TFP change of two data points by calculating the ratio of the distances of
each point relative to a common technology. To avoid deciding on which period to
define as the reference technology, Fére et al. (1994) proposes a geometric mean of two
TFP indices evaluated between periods ¢ and #+1 as the base and the reference
technology periods, respectively (see Equations 6 and 7 below). This allows input and
output weights to be calculated directly, which eliminates the need for price data. In
addition, no assumption is required on the firm’s efficient behaviour (i.e. profit
maximisation or cost minimisation).

t t+1 }é
Mo (yt s X5 Vs X ) = |:d0 (zyHl Ji2) ) do t+(1y,Jrl el ):| (OUtPUt Orientation) (6)
d(](ytﬁx[) d() (ytﬂx[)

t+1 t %
4 %) di,x) } (Input orientation) (7)

M,‘( 5 Xy s > X ):
y’ ’y'“ a |:d;+l(yz+1axz+1)dit(yz+17xz+1)

Few studies have estimated or used a TFP index for ports. Early attempts were made by
Kim and Sachish (1986) who propose an aggregate TFP index consisting of labour and
capital expenditure as the inputs and throughput in metric tonnes as the output. The
index was also decomposed to account for scale economies and technical change. Later,
Sachish (1996) proposes a weighting mechanism of partial productivity measures while
Talley (1994) suggests a TFP index using a shadow price variable. More recently,
Lawrence and Richards (2004) decomposed a Tornqvist index to investigate the
distribution of benefits from productivity improvements of an Australian container
terminal, while De (2006) used a TFP index to assess the total productivity growth in
Indian ports over the period 1981-2003. As for the application of the Malmquist index
to port efficiency, fewer studies exist in the literature. Among these, Lui et al. (2006)
applied the MPI to measure productivity change of several container terminals in China
during the period 2003-2004. Their MPI was decomposed into two sources of
efficiency: technical efficiency change and technical change. Estache et al. (2004)
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decomposed further the MPI by adding a scale efficiency measure to assess Mexico’s
port productivity changes following the country’s recent port reform.

The main advantage of TFP indices is that they reflect the joint impacts of the changes
in combined inputs on total output. This feature is not accounted for when single or
partial factor productivity indicators are used. However, the TFP methodology is a non-
statistical approach and does not allow for the evaluation of uncertainty associated with
the results. Furthermore, TFP results depend largely on the technique used and the
definition of weights, which implies that different TFP indices may yield different
efficiency results. In many cases, the choice of the appropriate TFP approach is reduced
to a trade-off between the requirement of large datasets in the econometric approach and
the simplifying assumptions in the index number approach.

Another important aspect to consider when using productivity index methods is the
fundamental difference between productivity and efficiency. Although the two
measures seem to be closely related, each denotes a different performance measurement
concept. Productivity is a descriptive measure whereby a productivity index provides a
comparison between firms but uses no reference technology for a benchmark.
Efficiency, on the other hand, is a normative measure in that the benchmarking of firms
is undertaken with reference to an underlying technology. In fact, several TFP
specifications for productivity measurement use technology for aggregation and require
the estimation of cost/production or distance functions, meaning that the TFP concept is
a derived rather than a stand-alone technique for performance benchmarking.

III.3  Frontier Approach

The frontier concept denotes the lower or upper limit to a boundary-efficiency range.
Under this approach, a firm is defined efficient when it operates on the frontier and
inefficient when it operates away from it (below it for a production frontier and above it
for a cost frontier). Early attempts to construct a frontier use ordinary least squares
(OLS) regression by plotting an average curve through the sample points in order to
identify a central tendency or an averaged function. This is clearly not satisfactory
because OLS allows observed points to lie above and below the fitted line and therefore
fails to construct a bounding frontier. This has led to attempts to construct a non-
observable frontier from a set of best obtainable positions. Such frontier can be either
absolute or relative (best practice) depending on the method of parameter construction,
respectively the parametric estimation versus the non-parametric estimation. In the
simple example of one input and one output, Figure 4 depicts the main frontier
approaches and how efficiency ratings differ from an approach to another.
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Figure 4: Graphical illustration of frontier methodologies
(Adapted from De Borger et. al, 2002)

Legend: DEA-CRS: Data Envelopment Analysis (constant-returns to scale), COLS: Corrected Ordinary
Least Square, DEA-VRS: Data Envelopment Analysis (variable-returns to scale), FDH: Free Disposal
Hull, OLS: Ordinary Least Square, SFA: Stochastic Frontier Analysis.

The literature in the field depicts various efficiency concepts mainly technical
efficiency, allocative efficiency, scale efficiency and total economic efficiency:

e Technical efficiency (TE), also referred to as productive efficiency, indicates the
ability to produce maximum output from a given set of inputs (output orientation) or the
ability to achieve a given level of output at minimum input use (input orientation). TE is
based on engineering relationships where management and operation practices directly
affect efficiency scores but there is no consideration of price or cost factors.

e Allocative efficiency (AE) reflects a firm’s ability to use inputs and outputs in
optimal proportions given their respective prices and production technology. Thus, an
organisation that is technically operating at best practice could still be allocatively
inefficient because it is either not using inputs in the proportions that minimise its costs
or not producing outputs in optimal proportions that maximise its revenues, given their
relative input and output prices respectively.

¢ TE and AE may exist simultaneously or in isolation, and can be both combined into a
measure of total economic efficiency (EE), also referred to as cost efficiency. EE is
calculated as the product of the TE and AE scores and an organisation will only be
economically efficient if it is both technically and allocatively efficient.

e Finally, scale efficiency (SE) reflects a firm’s scale properties, i.e. the size and scale
of the activity, such as in terms of constant returns (CRS) and variable returns (VRS) to
scale technologies.
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The next sections review the literature and applications of the frontier approach to port’s
efficiency and benchmarking. However, given the objective of this research, X-
efficiency applications for yardstick benchmarking such as for price setting, competitive
or incentive-based regulation are not covered in this thesis. For a review of the port
literature on this subject, the reader is referred to Estache et al. (2002), Grans and King
(2003), and Defilippi (2004).

I11.3.1 Parametric (Econometric) Approach

Early attempts to estimate a cost function for ports may be attributable to Wanbhill
(1974) and UNCTAD (1978). Both studies and a series of subsequent papers
(Sheneerson, 1983; Jansen, 1984; Fernandez et al, 1999) consider that the optimal use
of berths is a result of minimising port’s (operation and capacity) and ship’s (service
and waiting time) costs. Other studies (Burgess, 1974; Hooper, 1981) have challenged
this assumption claiming that the functional form in a port production process of
multiple inputs and outputs should not assume their prior separation but instead contrast
them empirically. A detailed review on cost and production functions in ports is
provided by Tovar et al. (2003) who distinguish between those estimating a production
function (Tongzon, 1993; Reker et al., 1990) and those estimating a cost function, be it
single-productive (Martinez-Budria, 1996) or multi-productive (Jara-Diaz et al., 2002).

Cost and production function presentations of technologies typically imply that firms
are operating technically efficient. To allow for inefficiencies, cost and production
functions have been replaced by distance functions. The latter form the essence of a new
branch of research that allows the assumption of cost minimising or revenue
maximising behaviour to be breached. The general formulation of distance functions
reflects an engineering-based relationship whereby an output (input) function describes
the factor by which the production (consumption) of all output (input) quantities could
be increased (reduced) while still remaining within the feasible production possibility
set for a given input (output) level.

As far as their parametric representation, frontier distance functions can be either
deterministic or stochastic depending on whether or not certain assumptions are made
regarding error composition and the data used. In the deterministic model, the frontier is
estimated such that all deviations from the frontier are due to inefficiency. Estimating
efficiency in a deterministic model is achieved by using either parametric techniques,
such as the corrected ordinary least squares (COLS), or non-parametric techniques such
as data envelopment analysis (DEA) and the free disposal hull (FDH).

Because OLS fails to construct a frontier, a function is estimated under COLS and then
moved so that all firms lie either on or below the production frontier, or on or above the
cost frontier. Nevertheless, the efficiency frontier under COLS is parallel to OLS
regression implying that both frontiers depict the same structure. Moreover, COLS can
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be very sensitive to outlying observations, the latter representing firms that are either
very atypical or appear to perform exceptionally well due to measurement errors.

To correct this, stochastic frontier analysis (SFA) is used to take account of outliers.
The thrust of SFA is that deviations from the frontier may not be entirely under the
control of the economic unit being studied, with at least some of the deviations being
allowed to be attributable to random errors. In a SFA model, one includes a composite
error term, which is a sum of a one-sided non-negative disturbance term measuring
technical inefficiency, and a two-sided disturbance term representing upward or
downward shifts in the frontier itself due to random shocks. A simple SFA formulation
may be in terms of a basic regression model with error decomposition (see equation 8)
but advanced econometric models of stochastic formulation require technically complex
assumptions regarding distributions and error mixtures.

yn = f(xln ’xZn EARS an ’Un ’Vn) (8)

Where: U |, : Technical efficiency component of firm (DMU) 7

V', : Statistical noise component

Among the numerous SFA applications to ports, worth mentioning Liu (1995) who
applied a stochastic trans-log frontier production function to measure the productivity of
28 British ports. Cullinane et al. (2002) used a similar model to analyse the efficiency of
selected Asian container ports. Cullinane and Song (2003) used SFA to benchmark the
efficiency of major UK ports against their South Korean counterparts. Tongzon and
Heng (2005) applied the SFA model from Battese and Coelli (1995) to study the
relationship between port ownership, competitiveness and efficiency. Cullinane et al.
(2006) specify a logarithmic SFA model for a cross-sectional analysis of container-port
efficiency. Sun et al. (2006) estimate an SFA model for panel data analysis of the
efficiency of 50 terminal operators across Asia, Europe and North America.

The main argument against the use of parametric models stems from the requirement of
a functional specification, which does not allow for relative comparisons with the best
practice. In the context of container port operations, the imposition of a specified
functional form implies certain assumptions that may not be compatible with both the
nature and the distributional characteristics of container-port production technologies.
Another problem with SFA and parametric models in general is that the attempt towards
specifying exact error terms not only proves difficult to establish but can also create an
additional source of error. For instance, the frontier and efficiency value for each
input/output bundle depend on the functional form chosen. Parameter estimates are also
sensible to the choice of the probability distributions specified for the error terms.
Furthermore, most SFA models only use a single output variable, which is a limitation
against the multi-output nature of port production.
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Parametric techniques may be difficult to apply in the context of international port
benchmarking where each port depicts different operational, management, institutional
and economic structure. SFA models are particularly relevant to situations with a single
overall output measure or relatively complete price data, but this is hardly the case for
ports. As revealed by Kim & Sachish (1986) and Braeutigam et al. (1984), the structure
of port production may limit the econometric estimation of a cost or production function
to the level of a single port or terminal. Furthermore, many argue that the theoretical
assumptions underlying efficiency measurement under econometric approaches are
unlikely to hold true in port operational and managerial settings (Ravallion, 2003;
Bichou, 2006) and may be more relevant for studies with a strong policy orientation.

II1.3.2 Non-Parametric (Programming) Approach

Unlike econometric models, non-parametric approaches do not require a pre-defined
functional formulation but use linear programming techniques to determine rather than
estimate the efficiency frontier. Much of the research using linear programming
techniques involves the application of data envelopment analysis (DEA) and the free
disposal hull (FDH). FDH is a non-parametric technique but differ from DEA by
excluding linear combinations of production units from the analysis.

Primarily, DEA seeks to measure technical efficiency (TE) without using price and cost
data or specifying a functional formulation. However, when information about costs and
prices is available, DEA allows for the calculation of allocative efficiency (AE).
Assuming a set of N (n=12,..,N) DMUs (Decision Making Units)’ in the sample,
each observation, DMU; (j =1,2,...,n), uses m inputs x, (i =1.2,...,m) to produce s
outputs y,, (r=1L2,...,s). The efficiency ratio of DMU ; can be defined as the ratio of

its weighted sum of outputs over its weighted sum of inputs:

ZS: Ay,
E = Efficiencyof DMU , = 2= T

Z A%y

i=1

)

Where: x;; and y,; are the amounts of i" input and P output consumed and produced by DMU j,

respectively; and /lj (j =12,...,n) are non-negative scalars representing input and output weights

such thatZ/ﬁtj =1.

J=1

3: We use the phrase Decision-Making Units (DMUs) throughout this thesis to refer to benchmarked units or firms under study. The
phrase was first used by Charles (1978) to include non-market units such as schools and hospitals.
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In an output orientation, we seek to find the maximum output that can be produced
while holding the input at its current level. This is a maximisation problem, which can
be solved using linear programming with the following objective function:

Max ¢, w.rt Apgerecs A

n
s.t z&le.j -x, <0 i=12,..m
j=1

n 10
By =Y Ay, <0 r=igs )
Jj=1
A4;20 j=12,...n
Where:

DMU, is under evaluation, ¢k is the efficiency score to be determined for observation k£ (If ¢; =1, then

DMU; is a frontier point).

In equation 10, each DMU selects input and output weights that maximize its efficiency
score and the problem is run N times to identify the relative efficiency scores of all
DMUs. Input-oriented models can be formulated in the same way by minimising the
input while holding the output constant. Equation (11) shows the CCR formulation for
the input oriented model.

Min0, wrt Appereeis

st b, D> Ax, 20 i=12..m

J=1

Vo +Z/1/y,,/. >0 r=12,..,s
= Jr (11)

A.>0  j=l..,n (CCR)

J

The formulations in (10) and (11) are known as DEA-CCR (due to Charnes, Cooper,
and Rhodes) for CRS but can also be expressed as a DEA-BCC model (due to Banker,

Charnes and Cooper) to account for VRS by adding the extra constraintZi ; =1. The
j=1

choice of orientation depends on the objective of benchmarking (input conservation

versus output augmentation), and on the extent to which inputs and outputs are

controllable. Both models should estimate exactly the same frontier, with the same set

of DMUs being identified as efficient under either model. However, efficiency scores of

inefficient DMUs may differ under VRS.
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Figure 5: DEA production frontier under the single input and single output scenario
(Adapted from De Borger et. al, 2002)

In the simple scenario of a single-input and a single-output, Figure 5 illustrates DEA
models and efficiencies under different orientations and scale technologies. The DEA
frontier consists of a convex hull of intersecting planes that envelops the efficient data
points A, B, C, D, E and F. Note that only units B and C are efficient under both CRS
and VRS, which confirms that DEA-CRS is more restrictive than DEA-VRS. For the

inefficient DMU ,, the projection towards the CRS frontier (the straight line) makes

point j_the new target, while j, j and j, are the VRS targets for the input, output and

additive orientations, respectively. Unlike for CCR and BCC, the additive model is un-
oriented and combines simultaneous input reduction and output increase.

In Figure 5, both DMUs E and F are on the frontier indicating that they have an
efficiency score of 1. However, DMU F can still reduce its inputs by some units to
reach DMU E. This individual input reduction is called input slack. Input and output
slack formation is the product of the convex structure of the DEA frontier. The revised
input-oriented VRS model from equation 11 can write as in equation 12 where ¢ is an
infinitesimally small positive number, while is s; and s, are the input and the output

slacks, respectively.
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Another way of illustrating graphically DEA input and output orientations is by
analysing production sets of either two inputs ( x,,x, ) and one output ( 3 ) for the input-
oriented model, or one input (x) and two outputs (y,,»,) for the output-oriented
model. Figure 6 depicts TE and AE measures in both orientations. When cost and price
information is available, one can draw the iso-cost line (CC’ combination of x, and x,
giving rise to the same level of cost expenditure) for the input-oriented model and the
iso-revenue line DD’ (combination of y, and y, giving rise to the same level of
revenue) for the output-oriented model. Allocative efficiencies for input (AE;) and
output (AE,) orientations can therefore be calculated, corresponding in our example to
the ratios OJ,/OJ and OJ/OJ,, respectively. Finally, note that the reference set or peers
for the inefficient DMU ; are E and F in the input-oriented model, and F and G in the

output-oriented model.

Xo/y
A

D

N o

(a) Input-oriented model xi/y (b) Output-oriented model Vi/x

Figure 6: Illustration of DEA input and output orientations, excluding the effect of
technological change (Adapted from De Borger et. al, 2002)
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DEA applications in ports are quite recent with the first attempt being attributed to Roll
and Hayuth (1993). Estache et al. (2002) provide a detailed review of the use of DEA
techniques in ports although since then many studies have been published on the
subject. The literature in the field may be divided into a-four categorisation criteria:

e Between DEA-CCR models (Valentine and Gray, 2001; Tongzon, 2001) and DEA-
BCC models (Martinez-Budria et al., 1999; Serrrano and Castellano, 2003), although
recent studies use both models;

e Between input-oriented models (Barros, 2003) and output oriented models (Wang
and Cullinane, 2005);

o Between applications looking at aggregate port operations (Barros and Athanassious,
2004) and those focusing on a single port operation (Cullinane et. al, 2004);

o Between studies relying on DEA results solely and those complementing DEA with a
second stage analysis such as regression or bootstrapping (Turner et. al, 2004; Bonilla
et. al, 2002).

The DEA approach to efficiency analysis has many advantages over parametric
approaches. The methodology accommodates multiple inputs and outputs, and provides
information about the sources of their relative (factor specific) efficiency. DEA neither
imposes a specification of a functional form, nor requires assumptions about the
technology. In DEA, firms (or DMUs) are benchmarked against the achievable best
performance rather than against a statistical measure, an average or theoretical standard.
There is also no necessity to pre-define relative weight-relationships, which should free
the analysis from subjective weighting. Similarly, each input/output variable can be
measured in its natural measurement units, e.g. dollar values versus physical measures.
Another useful feature of DEA is that it attempts to find one or more efficient reference
point(s) (a peer or combination of peers) for each inefficient DMU, which also informs
about improvement projection possibilities in terms of specific input reductions, output
increases, or both. In addition and although DEA requires a dataset of at least three to
four times the number of input and output parameters (Bowlin, 1998), this is still
smaller than the dataset required under SFA. All such features and others make DEA
particularly attractive for port-related efficiency studies; which justifies the increasing
number of academic literature on the subject.

On the other hand, one could argue that the same features that make DEA a powerful
tool also create major limitations. Primarily, one may question the logic behind the
virtual output/input construction under DEA, especially when outputs and inputs of a
different nature are considered. A major drawback of DEA stems from the sensitivity of
efficiency scores to the choice of, and the weights attached to, input and output
variables. This is of major concern because a DMU can appear efficient simply because
of its patterns of inputs and outputs. Moreover, input (output) saving (increase)
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potentials identified under DEA are not always achievable in port operational settings,
particularly if this involves small amounts of indivisible input or output units.

Another problem with DEA is that while there is no prior requirement of weight
selection, the technique does not investigate relationships between variables within and
across the sampled DMUs. As such, the technique does not account for substitution
possibilities between inputs or transformation possibilities between outputs. This is of
particular importance in the context of container port benchmarking because factor
endowments, utilisation and substitution vary largely between different port operating
systems. A similar issue in DEA is that inefficient DMUs and their benchmarks may not
be similar in their operating practices. This is largely because the composite DMU that
dominates the inefficient DMUs either depicts an inherently different technology or
does not exist in reality. As a solution to these problems, some authors propose to add
weight multipliers to DEA models by introducing expert judgements, such as through
survey or AHP-based techniques, or by incorporating prior views on efficient firms and
on the relationship between inputs and outputs. Others have used performance-based
clustering and other similar methods in order to discriminate between efficient firms or
identify more appropriate benchmarks (Sharma, 2005; Wang et al., 2006).

Analytically, DEA does not allow for stochastic factors and measurement errors and
there is no information on statistical significance or confidence intervals. For
economists, the non-statistical attribute of DEA is a major impediment against its
validity. Although a second-stage regression analysis is sometimes used to solve this,
regression assumes data interdependency and requires the imposition of a functional
form which deprives DEA from its major advantage. It is worth underlying that several
recent works have tried to close the gap of statistical grounding in DEA analysis (see
for instance Banker and Cooper, 1994; Simar and Wilson, 1995 Gstach, 1998; and
Cooper et al., 2002). Suggested solutions that allow DEA to work in stochastic
environments include chance-constrained programming and DEA bootstrapping, the
latter is becoming more popular among researchers. Other solutions include the use of
panel data to filter noise across time periods (Banker and Maindiratta, 1992), and the
inclusion of some sort of parameterisation, for instance by constructing dummy
efficiency variables from DEA to be used as additional repressors in OLS or SFA
estimation (Sengupta, 1989).

I11.3.3 Issues with Frontier Applications in Container-Port Efficiency

Most applications of both parametric and non-parametric frontier methodologies to
container-port efficiency have proven to be difficult and sometimes controversial with
very limited discussion on the potential distortions stemming either from the limitations
of the selected methodology or from the difficulty to model container-port operations.
In the followings, we highlight some shortcomings of the frontier port literature:
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(a) A basic requirement for reliable port performance benchmarking is the appropriate
definition and selection of homogenous port DMUs. However, this aspect appears to be
constantly overlooked in the port literature although recent studies focus on ports with
similar traffic type because otherwise typical specialised units such as oil and cruise
ports would usually appear as outliers. Even though, disaggregating port DMUs into
similar traffic-type units may not be sufficient to ensure homogeneity (Bichou, 2006;
Cochrane, 2007). In the case of container terminals, a lack of homogeneity may stem
from the differences in production and handling technologies between terminal DMUs
or simply from the variations in the ratios of the status (FCL, LCL, empty, special), type
(import, export, transhipment), and dimension (TEU, FEU, non-standard) of container
throughput among benchmarked terminals. A thorough discussion on the need to
identify and account for these differences and on the methodology used to incorporate
them in the benchmarking analysis is provided in the Chapter IV of this thesis.

(b) As for variable definition, only a few studies (e.g. Rios and Gastaud-Macada, 2006)
have formally justified variable selection. Input and output variables for container-port
efficiency are selected either subjectively or at best from previous literature but the
latter depicts a prevalent lack of a clear definition as to which factors should make up in
the input set and which factors should be included the output set.

Even when variables are clearly defined, researchers tend to exclude other port services
(e.g. bunkering, equipment and space rental) and overlook the variations in container-
port technology and handling systems. One major shortcoming of the port literature is
that most frontier applications to port efficiency tend to focus solely on sea access,
which overlooks landside and inland port logistics despite the latter being widely
recognised as a key factor influencing the overall efficiency of port and terminal
operations (Bichou, 2005a; Hall, 2004a).

(¢) In relation with the above, no consensus among port researchers seems to have
been reached on the extent to which non-controllable or exogenous variables are
included in the frontier analysis. Internal or controllable factors include port
management, terminal layout, labour productivity, and the choice and productivity of
the operating and handling system. External or exogenous factors include trade
volumes, shipping patterns, and the economics of scale and scope. It is important to
recognise this aspect in the context of benchmarking container-port efficiency because
as one goes down the decision-making hierarchy, the terminal operator is assigned a
specific input (e.g. terminal size) and output (e.g. number of containers to be handled)
bundle under his control. Even though, port researchers often include non-discretionary
variables that either show inconsistency with the type of performance being assessed or
fall outside the control of the DMUs under study. Examples of the former include Park
and De (2004) who use profitability factors in the analysis of port operational
efficiency. For the latter, examples include Tongzon (2001) who incorporate nautical
factors such as the number of tugs in the benchmarking of terminal efficiency.
Therefore, the appropriate selection and formulation of input and output variables rely
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on a prior definition of the type of performance being assessed as well as an expert
understanding of the spatial and operational scope of container terminal systems.

(d) Traditionally, the focus of most port benchmarking studies is on the estimation of
the frontier and on the extent to which port and terminal DMUs deviate from the
frontier. An important part of the assessment of port efficiency is not only on the
position of the frontier and inefficiency of port DMUs based on current technology, but
how this frontier might evolve over time, i.e. frontier shift. Techniques that provide
ways to analyse data in this way include DEA Windows Analysis and the Malmquist
productivity index. Only a few port researchers have used either technique to assess the
shifts in frontier technology (see for instance Cullinane et al., 2004 and Lui et al., 2006).

(e) In DEA, the isotonicity premise requires that the increase of an input should result
in some output increase and will not cause a decrease in any output. For studies on
container-port efficiency, the lack of isotonicity may occur either because of the way
input and output variables are recorded or due to the inherent production characteristics
of the industry. For the former, port variables are often recorded in ways that breach the
isotonicity requirement. For instance, the output factors ship’s service time and cargo
dwell-time (DwT) are usually recorded in a way that show that the lower their values
the more efficient the port or the terminal. For the latter, the container-port production
process (see Figure 7 below) typically portrays a bottleneck structure whereby the
performance of the entire system may be constrained by the capacity of one sub-
process. As such, an increase in quay site inputs (e.g. quay length, number of quay
cranes) may have a negative effect on yard output. Similarly, an increase in terminal
area may have little or no effect on terminal (quay) throughput. To satisfy isotonicity
for all variables, researchers carry out statistical tests to calculate the inter-correlations
between inputs and outputs, but this is hardly performed in the port literature.

(f) DEA requires input and output values to be positive, but this property may be
breached in port efficiency especially for variables with zero values. In real-world port
operations, two instances arise where input or output variables may take zero values. On
the one hand, the analysis of ports with different traffic and cargo mix (passenger, bulk,
break-bulk, containerised, etc.) usually involves zero output levels relative to some port
DMUs because the latter may handle negligible or zero levels of certain cargo and
traffic types. On the other hand, the variations in production technology and handling
configurations across container terminals (see Chapter IV) mean that many terminals
may have negligible levels of certain inputs or may not need to use them at all to
operate. This is the case for instance of terminals operating exclusively on a straddle
carrier or on a yard-gantry based configuration.

The DEA literature offers alternative solutions for the zero-output problem such as by
relaxing the DEA formulation or by using DEA models (e.g. the DEA additive model
and the DEA output-oriented BCC model) that satisfy the translation invariant property.
However, the treatment of the zero-input problem is only possible under the DEA
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additive model (See Seiford and Zhu, 2002; Thanassoulis, 2001; and Bowlin, 1997).
Even though, much of the DEA-based port literature does not provide evidence of
compliance with the positivity requirement. In the case of container terminal efficiency,
a review of the literature shows that many researchers (e.g. Wang and Cullinane, 2005;
Cullinane et al., 2005; Cullinane et al., 2006) do not satisfy the positivity property with
regard variables with zero inputs, but such assessments are likely to show DMUs with
zero-inputs more artificially efficient than they are.

(g) In relation with model specification and orientation, the literature on container-port
efficiency depicts several discrepancies. It is reasonable to assume an input-oriented
model for operational or strategic planning because only inputs are controllable in the
short and medium term. On the other hand, output orientation is more relevant for long-
term planning and policy where the emphasis is placed on expanding terminal capacity
and increasing throughput levels. However, this reasoning is not always consistent in
the port literature with many short-term applications of specified cross-sectional or
short-range times-series datasets using an output orientation.

(h) Another drawback of much of the port literature is that only technical efficiency is
normally measured. This is due to the unavailability or rather the difficulty in obtaining
port costs and price data to measure allocative and total economic efficiencies. Some
studies (e.g. Yan et. al, 2007) have attempted to calculate allocative efficiency using
data reported in port annual reports, but even when port prices and costs are available, it
is very difficult to allocate them to port inputs and outputs because of the way they are
calculated, reported, and/or aggregated in published port tariffs and accounts.
Furthermore, world ports and terminals depict dissimilar costing and pricing policies,
and any benchmarking analysis would therefore require further desegregations such as
by accounting, institutional, and contractual arrangements.

The above shortcomings and others explain why the findings of the frontier port
literature provide inconsistent results. This is typically the case when analysing the
relationships between port size and efficiency (Martinez-Budria et al., 1999 versus
Coto-Millan et. al, 2000), ownership structure and efficiency (Notteboom et. al, 2000
versus Cullinane et. al, 2002), and locational/logistical status and efficiency (Liu, 1995
versus Tongzon, 2001).

II1.4  Process Approaches

Process approaches seek to assess business processes and plans in view of performance
measurement and improvement. They often rely on expert judgement, perception
surveys and process benchmarking toolkits, but each of these requires a thorough
investigation and may be very expensive and time consuming. Two different groups of
methodologies may fall under the banner of process approaches: expert judgement and
perception survey approaches versus engineering and process benchmarking models.
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I11.4.1 Expert Judgement and Perception Surveys

Expert judgement relies on a thorough review to derive assessments of a firm’s
performance. This is typically done by undertaking a performance review by a panel of
experts and external consultants who use their experience and relevant external
benchmarks to determine the scope for performance assessment and improvement.
Perception surveys may be part of an expert judgement review or a participative inquiry
process, but they only report snapshot views of participants who may not necessarily
have an expert understanding of the benchmarking process or the firm or industry under
investigation. In both approaches, researchers may use statistical techniques for
correlation and hypothesis testing. The relevant port benchmarking literature is almost
equally split between expert judgement studies (Léonard, 1990; Bichou and Gray,
2005a) and perception surveys (Australian Productivity Commission, 2003; Regan and
Golob, 2000). Expert-judgement methods must not be confused with expert systems the
latter are optimization-oriented computer programmes that mimic the analytical process
of an expert in the field. Expert systems are usually combined with conventional logic
and inferential techniques such as heuristics, fuzzy logic and neural networks.

The main drawback of expert judgements and perception surveys is their reliance on
subjective impressions to analyse and benchmark a port’s performance. To reduce
subjectivity, structured ranking methods, such as the analytical hierarchy process
(AHP), are sometimes used along with expert judgements and perception surveys
(Malchow and Kanafani, 2001; Nir et. al, 2003; Lirn et. al, 2003; Song and Yeo, 2004).
Sometimes, AHP and other multi-criteria decision methods have even been used in
combination with analytical benchmarking techniques such as DEA in order to
incorporate some prior views on benchmarked port entities (Sharma, 2005; Ertay et al.,
2006).

II1.4.2 Engineering and Process Benchmarking Methods

Engineering and process benchmarking is a modelling and process-oriented exercise for
assessing the internal or the external performance (and sometimes both) with a view to
comparing a firm’s performance against established standards or best-class benchmarks.
Under this category, two main methodological approaches may be used:

1I1.4.2.1 Engineering Approaches

Engineering approaches use bottom-up techniques for modelling business processes
(costs, physical movements, information flows, management systems, regulatory
procedures, etc.) to capture and improve current processes and ultimately build up a
‘model’ firm. Popular techniques under this category include business process re-
engineering (BPR), enterprise system’s analysis, and economic engineering analysis
(EEA); the latter requires data on costs, inputs and outputs, and may eventually lead to
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the creation of a cost or production function. Much of the port literature on this aspect
relies on BPR modelling (Paik and Bagchi, 2000; Lyridis et. al, 2005) although recent
studies use enterprise-based tools such as Enterprise Resource Planning (ERP) to
investigate port performance efficiency (Choi et al., 2003; Victoria Department of
Infrastructure, 2004).

Note that port simulation exercises for the purpose of performance optimization do not
benchmark against best practice and thus they do not fall under the subject of port
performance and benchmarking. For a literature review of simulation applications in
container terminal operations, the reader is referred to Vis and De Koster (2003),
Steenken et al. (2004), and Stahlbock and Voss (2008) .

111.4.2.2  Process Benchmarking

Process benchmarking takes a strategic view of performance benchmarking such as in
terms of a continuous process of measurement and improvement. Therefore, the
approach does not use specific techniques of analysis but rely instead on a set of
management toolkits such as six-sigma, total quality management (TQM), and the
balanced scorecard (BSC). Examples of TQM applications to port performance include
Lopez and Poole (1998), Ha (2003) and Cudrado et al. (2004).

In the last two years, Germanischer Lloyd has developed in cooperation with the Global
Institute of Logistics the Container Terminal Quality Indicator (CTQI). The aim of the
CTQI standard is to establish a performance quality system enabling shipping lines,
shippers and other port users to benchmark a container terminal’s ability to provide a
high quality service and operate at best practice. CTQI includes more than 70 key
performance indicators (KPIs) for measuring terminal’s efficiency and terminals are
scored on a 100-point scale and receive certification if they achieve 50 points or more.

III.S  Chapter Conclusion- Benchmarking Methods

The above literature review on benchmarking techniques has shown that while there to
be advantages and disadvantages to each, the application of these techniques to the
subject of container-port efficiency has revealed a great degree of inconsistency across
researchers and fields. Examples of such core differences include:

1. Fundamental disagreements on both the definition and port applications of
performance dimensions, e.g. efficiency, productivity, utilisation, effectiveness, etc.

2. Inter-disciplinary differences about both the scope and the approach applied to port
operating and management systems. The first extends across various functional areas
such as operations, marketing, pricing, strategy and policy, while the second intersects

64



with various fields of analysis including engineering, economics, management, and
strategy.

3. Perceptual differences among multi-institutional port stakeholders (regulator,
operator, user/customer, etc.) and the resulting influence on the objective, design and
implementation of performance frameworks and analytical models.

4. Boundary-spanning complexities of port operational (types of cargo handled, ships
serviced, terminals managed, systems operated, etc.), institutional (landlord, tool,
service, etc.) and spatial (quay, yard, terminal, port, cluster, etc.) systems bring
confusion not only on what to measure, but also on what to benchmark against.

II1.5.1 Performance Taxonomy and Dimensions

Performance is a broad concept that covers almost any objective of operational or
management excellence of a firm and its activities. Performance measures are designed
to capture the performance of an activity, a process or both. The main problem with
performance measures is that while they depict various dimensions, their definitions and
specific applications are not always consistent between researchers or fields.

For instance, productivity may be interpreted differently depending on the approach
used. Ghobadian and Husband (1990) suggest that there are three broad concepts of
productivity: the economic concept (efficiency of resource allocation), the technological
concept (relationship between ratios of outputs to their inputs), and the engineering
concept (relationship between the actual and the potential output of a process).

From an economic perspective, productivity and efficiency are widely linked to
performance measurement but the two concepts may have different meanings. For
instance, a firm that is more productive is not necessarily more efficient. In other words,
while the benchmarking of firms under efficiency measurement involves the reference
to an underlying technology, productivity measures use no reference technology for a
benchmark. Such a fundamental difference is still being overlooked by port academics
and researchers, especially in business management fields.

Another significant issue is that the relationship between variations in the indicators and
performance dimensions has been difficult to establish in the port literature.

» On the one hand, researchers often use industry data to construct input and output
variables for the port industry, but little consensus has been agreed on the definition,
range and dimensions of port variables. For instance, crane move per hour may differ
significantly depending on whether it is reported in a net, elapsed or gross rate. Crane
efficiency can also be measured using other indicators, for instance the number of TEUs
per crane hour. However, each indicator yields a different productivity and performance
level. Sometimes, the same performance ratio is used to measure different performance
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attributes. Even when input and output variables are clearly defined, researchers often
overlook the difference in port handling systems and production technologies.

» On the other hand, performance metrics and ratio indicators that are widely used in
the port industry do not always incorporate the various performance dimensions
described-above. For example, the volume tonnes (or TEUs) of cargo handled to the
number of total worked hours is a ratio that can be used to measure anything from
labour efficiency to berth or ship efficiency. Furthermore, metrics such as ship service
time and cargo dwell time (DwT) may be interpreted as measures of either utilisation,
efficiency, or both. Because of this and other factors, the relationship between
variations in physical indicators and performance has been difficult to establish. An
example of overlapped port performance metrics is provided in table 7.

Table 7: Sample of port metrics and their corresponding performance dimensions
(Source: Author)

Dimension Metric Basic formulation
. . Cummulated time for waiting
Waiting time (WT) Total number of ships
. . Cummulated service time (at berth)
Service time (ST) Total number of ships
Utilisation Grade of Waiting ?;n’;’::llg;j V;/;
Cummulated ST
Berth Occupancy —
Unit Time (e.g. month)
) Units (e.g. tonnage ) * Dwelling Time
Dwell Time (DwT) (e-g ge) g
Units stored or stacked
C Volume of cargo handled (e.g. TEU)
rane m
¢ move Unit Time (e.g. hour)
. Vol handled (e.g. TE
Efficiency Labour efficiency olumeof cargo handled (e.g. TEU)
Total number of gangs
. Tonnage of cargo handled (e.g. TEU)
Ship Output Total worked hours per ship
Effectiveness Work reliability Effective worked hours
Scheduled worked hours
. . . Total delayed time
Quality Punctuality ratio Number of calls

ITI1.5.2 Multi-disciplinary Approaches to Port Systems

Although extensive literature has addressed theories and practices in port performance
measurement, little has emerged on linking and integrating operations, management and
strategy within the multi-institutional and cross-functional port context. It is very
noticeable in the current body of port literature that the conceptualisation of the port
system has taken place at different disciplinary levels without producing an integrated
and structured port performance framework.
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Existing performance models for ports are typically split between measuring either
internal efficiency or external effectiveness, but are hardly used to capture both. On the
one hand, the literature on competitiveness and strategic benchmarking in ports rarely
incorporates elements of operational efficiency. On the other hand, few port efficiency
studies have accounted for external constraints including aspects such as port location,
traffic and cargo type. A single focus on either aspect does not seem to be the only way
to achieve best-class performance. In fact, this is a common predicament against
developing a proper framework for port performance benchmarking (Bichou, 2006).
The interaction between port attributes and the approaches to port systems has been
thoroughly discussed by Bichou and Gray (2005b). Table 8 draws on their discussion to
link major approaches to port systems with their corresponding performance
benchmarking methods.

Table 8: Various approaches to ports and their corresponding performance models
(Source: Adapted from Bichou and Gray, 2005b)

Sample of approaches to ports in the Decisive factors Methodological
literature Missions | Assets Functions | Institutions approach
Economic catalyst Major
Macro- ..
. . Economic impact
economic Job generator Major .
analysis
approaches - -
Trade facilitator Major
Institutional Private/public Minor Major TFP/ MFP
Models Landlord/tool/service Major Minor Frontier methods
Port-city Major
Waterfront estate Minor Major
Sea/shore interface Minor Major Economic impact
Geographic analysis
and spatial Logistics centre Minor Major Port trade
approaches Clusters Major efficiency
Trade and distribution Major Minor
centres
Free and trading zones Minor Major
. UNCTAD generations Major Major Minor Index metrics
Hybrid Economic impact
approaches World Bank Major Major Ivsi
‘Port Authority’ Model EnEIpE
Combinative strategies Major Major
Alternati Logisti d producti . .
ernatve OBISHES and Production Major Major Process approaches
approaches systems
Business units Minor Major
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I1.5.3 Differences between Stakeholders’ Perceptions

A significant issue in port operations and management is the complex interactions
between port missions, institutions, and functions; which makes it difficult to identify
who does what and why in ports. In the context of port performance and benchmarking,
the question arises on whose (regulator, operator, customer, user, etc.) perspective or
standpoint one has to consider. Much of the conventional port literature tends to favour
ocean carriers’ (as customers) interests hence reducing the subject of port performance
to ship’s efficiency such as in terms of service time at berth or total time in port.
Another approach considers the regulator’s (e.g. port authority) perspective such as in
terms of socio-economic and regional development, but even port authorities have
different, sometimes conflicting, missions and objectives.

A further complexity arises when an outside institution performs a port function, for
instance when an ocean carrier or its subsidiary acts as a port operator. In this case, a
port’s performance is often equated to ships’ efficiency, hence blurring the boundaries
between the objectives of the carrier as a customer and those of the port as a service
provider. A similar instance occurs when a terminal operating port authority such as the
port of Singapore authority (PSA) and Dubai ports world (DP World), operate each a
range of port facilities worldwide, including their local ports and terminals. In such
cases, different ports may have different performance objectives even when they are
operated by the same operator. Bichou and Bell (2007) provide a good discussion and
an empirical framework on consolidation trends and competitive dynamics between
global port operators, and the corresponding impacts on performance definition and
objectives.

I11.5.4 Comprehension and Coverage

A port can range from a small quay for berthing ships to a very large centre with several
terminals and a cluster of industries and services. A port spatial boundary can be limited
to few berthing and cargo handling facilities, or extended to a range of trade, logistics
and production centres. In a similar vein, operational and management features also
vary with the type and range of cargo handled, operated ships and offered services.

In a typical port setting, there is an extensive portfolio of operations extending across
trade, distribution and service industries, which makes difficult the grouping of port
roles and functions under the same economic or business category. With many ports
around the world expanding beyond their traditional service-offering and spatial
boundaries, the definition of the port’s core businesses and spatial coverage poses a
dilemma as to where the demarcation line lies between port and non-port systems and
activities. Even when port operations are disaggregated into homogenous port units of
similar traffic and spatial features, benchmarking studies tend to overlook the
differences in production technologies and operating systems across these units.
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Developing an appropriate port efficiency model involves unravelling many
discrepancies at both conceptual and analytical levels. From the above discussion and
literature review, it seems that there is a methodological difficulty in developing a
comprehensive and multi-dimensional container-port performance and benchmarking
framework. This has been reflected by the lack of the container port benchmarking
literature to provide stable and consistent results over time, across researchers, and in
relation to dynamic operating and market conditions. The wide dispersion and
inconsistency between port efficiency studies raises the question as to whether there is
something not captured by the techniques applied so far or simply whether the
techniques used are appropriate and relevant. An applicable framework is therefore
required to integrate (i) different processes and technologies of container-port
production and operating systems, (ii) appropriate indicators for capturing container-
port operational efficiency, and (iii) applicable techniques for measuring and
benchmarking container-port performance efficiency. Such framework should then be
associated with the port and maritime security regime in order to analyse the impacts of
security on operational efficiency and benchmarking of world container ports and
terminals.
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CHAPTER 1V: RESEARCH APPROACH AND
METHODOLOGY

Designing a viable research strategy and selecting the proper methodological approach
are arguably the most critical stages within any research project or inquiry. In the next
sections, we argue that there is a need to link theory with port practice, identify and
justify the potential methodologies for our research problem, and introduce the
conceptual framework and research design adopted for this study.

IV.1  Understanding Container-Port Practice

Despite the growing amount of research into container-port operations and
management, the relationship between theory and port practice has been less evident in
the current body of port literature. In fields of port security and performance efficiency,
much of the theoretical applications on the subject seem to be incompatible with the
operating environment of modern container ports and terminals, particularly with regard
to terminal handling systems and operating procedures. In the next sections, we briefly
describe container-port configurations, handling systems and terminal procedures and
explore the factors that are within and beyond the control of terminal operators. By
laying the emphasis on the technology variations in port equipment and handling
systems, the operating differences in terminal procedures, and the network links
between terminal sites, we demonstrate why such aspects must be taken into account
when investigating the impacts of procedural security on container-port efficiency.

IV.1.1 Container Port Configurations and Terminal Operating Sites

Modern port configurations and operating systems are increasingly designed to serve a
particular trade or ship’s type, although many ports around the world still operate multi-
purpose facilities. Nevertheless, even within a single port type, terminals may be
designed, operated and managed differently. Seaports must not be confused with
terminals; the latter are specialised sometimes multi-purpose units within ports. Thus, it
is reasonable to consider terminals instead of ports as the units, or DMUs, for port
performance measurement and benchmarking.

Within a single port, container terminals share similar nautical and inland systems.
However, each container terminal may be decomposed into three main operating sites
namely the quay-apron, the yard and the gate. All such sites must operate jointly for
efficient cargo handling and transfer. An illustration of the different sites and equipment
used in a typical modern container terminal is depicted in Figure 7 below.
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Figure 7: Container terminal sites and main handling equipment (Source: Author)

To illustrate the relationships between different container terminal sites, Figure 8
outlines the configuration of a generic container port operating system. The process
depicted in Figure 8 emphasises the existence of many critical processes or bottlenecks
whereby the performance and capacity of one site or sub-system is a binding constraint
for the performance of another site, which in turn impacts the aggregate efficiency of
the container terminal, extended to that of the overall port system. This implies a dual
relationship between (i) disproportionate performance and capacity levels at the internal
terminal level, for instance when a specific site or subsystem is working fully while
concurrent ones remain underutilised, and (ii) uncertainty and variability scenarios at
the port and wider supply chain levels. Examples of the latter include aspects such as
uncertainty of vessel schedules, shifts in demand and trade patterns, and changes in
routing and logistical arrangements of maritime transportation. The failure to integrate
and link different terminal operating sites, including the integration of critical processes,
denotes a major gap in the port literature particularly for studies on performance
benchmarking and terminal security.
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Figure 8: Illustration of operational bottlenecks in container terminal and port operating
systems (source: Author)

IV.1.2 Container Port Equipment and Handling Systems

The choice of the appropriate port layout and handling system is a strategic decision
that requires detailed planning and long-term forecasts, and is generally taken at the
early stages of port design or at periods of long-term and strategic port planning. In the
case of container ports, such a decision is dictated by a number of factors including:

v" Physical (oceanographic, hydrographical, topographic, climate, etc.) and engineering
(construction, dredging, pavement, etc.) conditions,

v' Land (terminal) area, capacity and cost constraints,
v' Operating factors such as equipment and labour costs

v Port’s logistical status, traffic type and mix (e.g. inbound versus outbound, direct-call
versus transhipment),

v" The estimated proportions of handled container categories such as in terms of their
status (full container load -FCL-, less-than-full container load -LCL-, empties), type
(hazardous, refrigerated, specials) and dimensions (TEU, FEU, non-standards),

v The location of the container freight station (CFS), wither within or outside the
container terminal (see Appendices A5 and A6).

In addition to physical constraints such as quay length, berth draft and terminal size,
much of the operational features of modern container terminals are determined by the
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typologies of container quay cranes and yard handling systems. Gate operating
configurations are almost identical across modern container ports and terminals and will
therefore not be covered in this Chapter.

IV.1.2.1  Variations in quay crane performance and technology

A container quay crane is the main equipment used for ship loading and unloading. It
can be either mounted on the ship (ship-mounted cranes) or located on the quay (ship-
to-shore cranes: STS), the latter being widely used in container ports and terminals. STS
cranes come in different types, shapes and configurations. Figure 9 illustrates the range
of lifting capabilities of modern STS cranes while Table 9 briefly describes their main
operating configurations. Other engineering features such as power, stability and
maintenance are beyond the scope of this research and are therefore not discussed in
this thesis. The same applies to futuristic crane designs and models such as double and
triple trolley systems, float quay-ship-barge handling, and in-slip bridge cranes. For a
review of engineering features and futuristic designs of STS cranes, the reader is
referred to Tack and Hiuat (2000), [annou et al. (2000), and Bhimani and Jordan (2003).

Twin Lifting Tandem 401t

|
|

 —

Figure 9: Illustration of lifting capabilities of modern STS cranes
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Table 9: Types and characteristics of modern STS cranes
(Source: Compiled by the author from major container STS crane manufacturers)

QC TYPE DESCRIPTION
Shape
A-frame A-shaped crane that can be either simple or articulated
Low profile Minimum height cranes used for reduced visual impact
Configuration
Cycle Single Crane travels back empty from shore to ship or vice versa
mode | 1y, Crane travels full in each direction
The trolley drive, main hoist and boom hoist are located in the machinery
Rope-towed h the fi
Trolley ouse on the frame.
Machinery-type | The trolley and main hoist drives are located on board
Sinele One hoist is operating for both waterside (ship) and landside (wharf/apron)
& operations.
Hoist
Two hoists, one for the waterside and the other for the landside, are
Dual . . . .
exchanging containers in a single cycle-mode shuttle system.
Single twenties | The crane spreader can only handle one 20ft (TEU).
Twin twenties The crane spreader can handle one 40ft /FEU container or two 201t at once
Lifts | Tandem 40ft / Tandem containers are handled by one head block and two spreaders.
two twin 20ft The spreaders can handle two 40ft, four 20ft, or each of both.
Triple 40ft Tandem containers are handled by one head block and three spreaders.

Driven by the developments in container-ship size and technology, the size of STS
cranes has more than doubled since the introduction of the first quay cranes in the late
1950s. A first prerequisite of increased ship size is the requirement of longer crane
outreach; the latter denotes the efficient length of the crane trolley across ship container
deck. Other important factors to consider include crane back-reach, gauge (distance
between legs), cycle-time, lift capacity, and lift height. Table 10 depicts relevant
features of modern container-ship generations and the corresponding requirements for
STS-crane equipment.
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Table 10: Relationship between container-ship size and requirements for STS cranes
Data compiled from the top six global quay crane manufacturers: ZPMC, SPMP, Liebherr, Paceco,

Kalmar, and Noell (Cargo Systems, 2007°; 2008°)

Ultra-large container ships

Container-ship’s | Panamax |Post Panamax| > Per-Post Super-Post -ULCS-
size and Panamax Panamax Plus Suez Max Malacca-max
generation
3"generation| 4™ generation| 5™ generation | 6™ generation |  On-order Concept-design
TEU capacity 3000-4000 | 4000-6000 6000-8000 8000-12000 | 13000-15000 16000-20000
Ship draft (m) 11-12 12-14 13.5-14.5 15-16 16-18 18—21
Ship beam (m) 30-32 33-40 40-45 43-50 50-60 55-60
Container rows Upto 13 13-16 16-18 18-22 22-23 >24
Corresponding requirements for container quay cranes (typical average values)
Outreach (m) 35-42 44-47 50-55 55-65 70 Over 70
Gage (m) 15 30.5 30.5 30.5 30.5 30.5
Back-reach (m) 9.1 15.2 20 22 23 23
Capacity (LT) 30 40 50 60 65 65

One of the main shortcomings of the current literature on benchmarking port efficiency
is that variations in quay crane’s size and technology are hardly captured in STS cranes’
variable definition and selection. Most authors include the number of STS cranes as a
standard variable in the input set, but none has considered or incorporated the variations
in crane performance and technology. A recent field study undertaken by Vazifdar and
Rudolf (2003) shows that STS cranes’ productivity per hour varies greatly across
different types of crane generations (see Figures 10 and 11).

50,

40
30

201

3rd Gen SHC 4th Gen DHC 5th Gen SHC

O Simulation M Measured Mode Il Measured Mean

Figure 10: Comparison of cycle time frequency distribution across single hoist crane
generations -SHC-, (Source: Vazifdar and Rudolf, 2003)
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Figure 11: Productivity comparison between 3 and 5™ generations of SHC
(Source: Vazifdar and Rudolf, 2003)

1V.1.2.2  Container yard handling systems

As with the variations in quay crane technology, the port literature on container-port
efficiency often overlooks the differences in yard handling systems. Even when various
yard equipments are included in the benchmarking dataset, their variable’s definition
and selection are often incompatible with the configuration typology of yard operations.

Modern container yard configurations depict a variety of cargo handling, transfer and
stacking typologies, the aggregation of which results into three generic cargo-handling
systems, namely:

1. The tractor-chassis or wheeled system (as opposed to the grounded system),

2. The straddle carrier (SC) and stacking handler systems, which can be based either on
a direct system (SCD) or on a relay system (SCR),

3. Yard gantry systems based either on rubber-tired gantry (RTG) or on rail-mounted
gantry (RMG) operations, the latter being also assimilated to bridge crane operations.

As with quay cranes, yard cranes and handling equipment also depict different
performance and technology features. However, equipment type is only one element of
the yard handling system with other operating variables such as terminal size and
layout, staking capacity and constraints, availability and cost of skilled labour, and the
proportions of traffic and container mix being equally important.

Sometimes, container yards are operated on a hybrid system, for instance when RTG or
RMG based configurations use straddle carriers (SC) or other supporting staking
handlers such as reach stackers (RS) and front-end loaders (FEL) in interchange points
for stacking empty and special containers (see Figure 12 below). Hybrid systems are
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also found in terminals on a transition phase such as when shifting from a configuration
to another (alternating systems). Even though, hybrid systems are usually marked by a
dominating configuration. The same applies to automated systems, the operations of
which usually follow one configuration or another. For example, yard systems using
automated staking cranes (ASC) follow the yard gantry system, while those using
unmanned straddle carriers follow the straddle-carrier relay system. When automatically
guided vehicles (AGV) are used, they are assimilated to the tractor-chassis system.

Straddle Carrier

Figure 12: Main cranes and handling equipment used in the yard

Table 11 depicts the typical operational features of major container yard handling
systems, although such features are constantly changing due to upgrades in handling
equipment and technology. Appendices A7 through A1l schematically illustrate the
general layout and operating system for each yard-handling configuration. Container
handling systems must not be confused with terminal operating systems (TOS), the
latter are software products, either developed in-house or bought off-the-shelf (e.g.
NAVIS, COSOMS) and used for the execution and monitoring of specific modules of
terminal operations such as for berth planning, yard planning, and gate operations.

Because of the unavailability of data on port labour, researchers usually avoid the
inclusion of labour data in port benchmarking studies under the assumption that the
amount of labour required in a container terminal is proportional to the number of the
cranes deployed or equipment used (Marconsult, 1994, Tongzon, 1995, and Notteboom
et al., 2000). However, this assumption may be breached when either automated or
labour-intensive operations are used.

The main thrust of benchmarking container-port operational efficiency in terms of
generic operating typologies (for both quay and yard operating sites) is that each
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configuration incorporates a corresponding set of capital and labour mix, and thus no
cost or labour data is required. Furthermore, the clustering of ports into distinctive
configurations is consistent with the variations in crane equipment performance and
technology and helps eliminate potential bias in variable (input and output) definition
and selection. Equally, the analysis in terms of operating configurations is a perquisite
to modelling port processes and security impacts (See the section on IDEF0O modelling
in Chapter V). Finally, the desegregation of container terminals into quay, yard and gate
operating systems provides insights on the shifts in efficiency at the level of each
operating site, which would help in assessing both the individual and combined impacts
of security regulations.

IV.1.3 Terminal Operating Procedures

Even with similar quay crane and yard handling systems, port operators may design and
implement different terminal operating procedures. The latter include operating policies
and work procedures such as opening and service hours (for quay, gate, and/or terminal
operations), yard storage policies, strategies for segregation and retrieval, gate-in and
gate-out arrangements, cut-off times for loading and late containers, safety and security
rules, and procedures for container checking and inspection.

In addition to their central role in improving productivity and operational efficiency,
operating terminal procedures are particularly important for planning and implementing
security systems design and operations. As described in Chapter II and depending on
the type and scope of security regulations, a terminal’s security strategy is based on a
set of procedures for security assessments and systems design, cargo/vehicle screening
and inspection, electronic reporting and information processing, and plans of action and
recovery. Therefore, it is reasonable to assume a high correlation between the scope of
terminal operating procedures and varying levels of productivity and security impacts.
Nevertheless, despite the significant impact of terminal procedures on container-port
systems’ design and operations (Silberholz et al., 1991; Taleb-Ibrahimi et al., 1993), it
seems that they are constantly overlooked by port researchers especially in studies on
container-port efficiency and performance benchmarking.
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IV.1.4 Factors beyond the Control of Terminal Operators

Productivity benchmarks of container terminal operations depend on factors that are
both within and beyond the control of terminal operators. An illustration of controllable
and uncontrollable factors in container terminal operations is provided in Table 12.

Table 12: Examples of controllable and uncontrollable factors in terminal
operations and management (Source: Author)

Controllable Factors Uncontrollable Factors

* Service and port time / vessel queuing & waiting | <Tidal and weather restrictions

* Dedicated / priority berthing arrangements * Trade pattern, traffic type and mix

* Capacity development and expansion * Vessel size and type

* Terminal layout and configuration * Pattern and frequency of shipping and inland
* Terminal procedures (including safety & security) transport services

» Working hours, shifts and labour arrangements
* Handling and storage charges

* Type, size and maintenance of equipment

* Routing and stacking of containers

* Equipment allocation/ vehicle deployment

* Berth and yard management systems

* Pattern of arrivals of vessels, trucks and trains
* Stowage plan and pattern

+ Container status, type, and dimensions

+ Landside logistics patterns and arrangements

* Customs and trade related procedures

* Environmental, safety and security regulations

* ICT and management supporting systems )
* Other regulatory requirements

 Customer service / quality of services provided

An important part of the judgement of variable selection in port benchmarking studies
lies in the understanding of the interplay between controllable and uncontrollable
factors. On the one hand, only variables derived from controllable factors should be
included in the benchmarking analysis. On the other hand, the extent to which
uncontrollable factors influence port efficiency should also be considered. Even though,
the definition of what constitutes a controllable variable and what constitutes an
uncontrollable variable is not always consistent between studies on port efficiency.

Take for instance terminal configuration and capacity expansion factors, which are
considered as controllable factors by most port researchers, but this assumption must
depend on the nature and objectives of the benchmarking exercise. If the focus is on
long-term planning and strategy, then most decisions on terminal configuration and
capacity expansion will lie under the control of terminal management including such
aspects as the reconfiguration of terminal layout and the development of additional
terminal capacity. If, on the other hand, the focus is on short-term planning and
operations, then container terminals will only be able to control operational factors such
as in terms of new planning procedures and/or investment in short-term superstructure
capacity, e.g. equipment and warehouses as opposed to terminal infrastructure.
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Another instance of the interplay between controllable and uncontrollable factors occurs
when terminal operators are able to exercise some degree of control over uncontrollable
factors. This is the case for port operators who also operate logistics centres and related
intermodal facilities. Shipping lines that own and/or operate container terminals are also
able to influence trade patterns and service frequency in ways that favour a port or
another. Therefore, the definition and selection of model variables should rely on a
thorough understanding of the interplay between controllable and uncontrollable factors
within the context and objectives the port benchmarking exercise.

IV.1.5 Formulating Operational Hypotheses

From the above discussion, we demonstrate that the prescribed need to link theory and
container port practice conforms to the theme and objectives of this research in terms of
investigating both procedural security and operational efficiency. In this context, we
formulate a number of operational hypotheses for further testing and validation:

- There is a positive correlation between the size of container terminals and their
operational efficiency,

- There is a positive correlation between incremental investment in port capacity and
the decline in productive efficiency,

- There is a positive relationship between container terminal efficiency and the rate
of transhipment incidence

- There is a positive relationship between container terminal efficiency and the
proportion of cargo mix (FEU vs. TEU sizes, empty vs. full containers, LCL vs.
FCL containers, etc.)

- There is a positive relationship between container terminal efficiency and the type
of handling and configuration system

- There is a positive relationship between container terminal efficiency and the nature
of operating policies and work procedures

- The operation of container terminals exhibits disproportionate performance levels
between terminal sub-systems and operating sites

Iv.2 Potential Methods for the Research Problem

This research attempts to assess and analyse the ex-post security impacts on the
operational efficiency and performance benchmarking of container terminals. The
research problem can be formulated as follows: ‘what is the impact of procedural
security on the efficiency of container port and terminal operations?’

To direct the problem more precisely, three research questions are used:
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o QI: What is the operational and procedural scope of port security programmes?
« Q2: How can container-port operational efficiency be measured and benchmarked?
o Q3: How can we measure and quantify the impact of procedural security?

Answering these questions offers grounds for selecting applicable research tools and
techniques of analysis. Based on the above discussion about the need to understand port
practice, security procedures must be captured in terms that fit container-port
configurations, operating sites, and handling systems. This could be then linked to the
measurement of operational efficiency, providing comparative benchmarks of
productivity changes before and after the introduction of port security measures.
Security impacts can therefore be assessed in terms of efficiency gains or losses, both
over time and across container terminals. To conform to this approach, three analytical
techniques are required, namely:

(1) Prescriptive modelling for mapping terminal processes and security procedures,
(2) Analytical benchmarking for measuring and comparing container-port efficiency,
(3) Productivity change analysis for assessing the impacts of security regulations.

IV.2.1 Process Description and Function Modelling: IDEF0

Process modelling uses a variety of tools such as systems engineering, functional
economic analysis, Petri-nets, and IDEF (Integration Definition) techniques. The
IDEF methodology was derived from a well-established graphical language known
as the structured analysis and design technique (SADT). In the late 1980s, the US Air
Force launched the Integrated Computer Aided Manufacturing (ICAM) project to
develop a modelling method to help with designing and managing its process of
supplier development and evaluation. The IDEF family includes several tools each
for modelling a particular perspective, with IDEFO for function modelling being the
most suitable for prescriptive mapping of terminal operating processes and security
procedures. Function and process modelling provide the framework required to
analyse and redesign workflows and business processes of actual container-port
operations and achieve improvements in system’s performance both at individual and
aggregate operating processes.

IDEFO models are composed of three types of information: graphic diagrams, text, and
glossary. The graphic diagram is the major component of an IDEF0 model, containing
boxes, arrows, box/arrow interconnections, and associated relationships. In its original
form, IDEFO includes both a definition of a graphical modelling language (syntax and
semantics) and a description of a comprehensive methodology for developing models.
The two primary modelling components are functions represented on a diagram by
boxes, and the data and objects linking those functions and represented by Inputs,
Controls, Outputs, and Mechanisms (ICOM) arrows. The semantics of IDEF0 boxes
and arrows is shown in Figure 13 below.
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Figure 13: Semantics of IDEF0 box and arrows (Source: Author)

The result of applying IDEFO to a system is a model that consists of hierarchical cross-
referenced series of diagrams, text and glossary. Boxes or functions are decomposed
into diagrams that are more detailed until the subject is described at a level necessary to
support the goals of a particular project. As illustrated in Figure 14, the top-level
diagram of the model provides the most general or abstract description of the subject. It
is then followed by a series of child diagrams providing more details about the subject.
For a detailed description of the IDEFO method, the reader is referred to Mayer (1992),
Colquhoun et al. (1993), and Jorgensen (1995).
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Over the years, a series of standard IDEFO functional modelling diagrams were
developed for different system enterprises such as manufacturing, production, and
logistics systems (Slats et al., 1995). There is indeed an extensive literature on various
applications of the IDEFO technique in the logistics industry, but with only a few
applications in ports - see for instance Paik and Bagchi (2000), and Barletta and Bichou
(2007).

IV.2.2 Analytical Benchmarking: DEA Models and Site-Specific Datasets

The objective of benchmarking is to compare the efficiency of carrying out a particular
activity or group of activities either at a point in time or over time. In Chapter III, we
reviewed benchmarking methods applicable to port operations and demonstrated that
any benchmarking analysis should be defined relative to an assessment of best practice,
in other words the level of efficiency should be measured relative to an efficiency
frontier. We also showed that several benchmarking techniques can be used to estimate
the efficiency frontier and these are classified into two main categories: econometric
(parametric) techniques versus programming (non-parametric) techniques. Econometric
models require an assumption about the relationship between inputs and outputs and
estimate the parameters of a cost or a production function. Programming models, in
contrast, relate outputs to inputs without recourse to econometric estimation and the
efficiency is estimated directly from the data.

Further discussions on the advantages and disadvantages of each technique as well as on
the features of port operating systems have shown that programming techniques are
most suited to benchmarking operational efficiency for assessing the ex-post impacts of
procedural security. In particular, the structure of container port production depicts
different handling configurations and operating systems, which makes the estimation of
a functional form under SFA very difficult to apply in the context of international port
benchmarking. Programming techniques are less restricted to sample size than
econometric models, and can estimate technical efficiency for both individual inputs
and the overall production process. Moreover, both the multi-output nature of port
production and the lack of detailed data are likely to limit the practicality and reliability
of econometric methods. On such grounds, we advocate the use of programming
techniques namely in the form of a series of data envelopment analysis (DEA) models.

In order to estimate and compare efficiency scores under a stationary frontier over time,
we conduct contemporaneous and inter-temporal DEA analyses using cross-sectional
and panel data, respectively. In the context of cross-sectional data, the contemporaneous
approach compares observation units within the same time-period, e.g. a year. In the
context of panel data, the inter-temporal approach pools all data over the total time
observed, e.g. total number of years. By using both approaches, a DMU is benchmarked
against varying sample sizes while still assuming constant technology over time.
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In addition to estimating the efficiency of DMUs within the aggregate dataset,
contemporaneous and inter-temporal approaches are also used to analyse the efficiency
of observation units relative to alternative DEA models and site-specific datasets. The
utilisation of different DEA models and datasets conforms to the objectives of this
research in terms of analysing the interplay between terminal sites and operating
configurations. On the one hand, container terminal systems portray different operating
configurations that require alternative DEA models capable of capturing the variations
in handling and production technologies between and within terminals. On the other
hand, the structure of container terminal production depicts a network-type operating
process that necessitates detailed analysis by site-specific and network-related
efficiency. The specification and operationalisation of relevant DEA models and site-
specific datasets are provided in Chapter V.

IV.2.3 Productivity Change Analysis: TFP Malmquist DEA

Although contemporaneous and inter-temporal analyses are useful for estimating and
comparing technical efficiency, they can be misleading in a dynamic context because
neither approach accounts for possible shifts of the frontier over time. Furthermore,
there is no means of checking whether the frontier is moving or stationary over time.

To ensure a DMU’s efficiency is tracked over time while allowing for shifts in the
efficiency frontier, several time-dependent versions of DEA have been developed,
notably DEA window analysis. Under DEA window analysis, also referred to as
window DEA, DMUs in selected time-periods are included simultaneously in the
benchmarking analysis. Depending on the width of the window, the technique may be
conducted in terms of contemporaneous, inter-temporal and locally inter-temporal
analyses (Charnes, 1985; Asmild et al., 2004). Contemporaneous and inter-temporal
analyses correspond to the basic DEA approaches described above where the window
width is equal to 1 (one) and 7 (total time or number of years observed), respectively.
The locally inter-temporal analysis compares subset DMU observations at different but
successive time windows where each DMU-observation is only compared with the
alternative subset in the single window, assuming a constant frontier during each
window. Under this approach, the window width is larger than one and less than all
periods combined, but it is usually set for a three-year period. Cullinane et al. (2004)
used this approach when they applied DEA windows analysis to track the productive
efficiency of 25 major container ports between 1992 and 1999.

Although the locally inter-temporal window analysis seems an attractive technique for
tracking changes in efficiency over time, it has many limitations. First, the technique is
akin to a moving average procedure where the technology remains constant in each
window. Second, a DMU under window DEA is only compared with a subset of data
and not with the whole data set. Indeed, the width of the window is usually defined
arbitrarily given that no underlying theory or analytical evidence that validates the
choice of a particular window size exists. In the context of benchmarking container-port
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efficiency, the overlapping subsets derived from successive windows wrongly imply
that the container port production is somehow discontinuous over the study period. Last,
but not least, because the efficiency of a DMU observation in a particular window is
calculated more than once and hence included in several windows, it is not obvious how
to define the frontier in the same window-period. This issue hinders the application of
total factor productivity (TFP) analysis such as through the Malmquist productivity
index (MPI). For instance, Asmild et al. (2004) recommended that it is not appropriate
to decompose Malmquist indices based on window DEA into standard frontier shift and
catching up effects.

In view of the above, we advocate the use of Malmquist DEA in favour of window
DEA. The Malmquist TFP index, or Malmquist Productivity Index (MPI), requires the
estimation of a distance function but the latter can be directly specified under DEA. The
approach adopted in this thesis is to apply a stepwise Malmquist DEA analysis, both on
a year-by-year basis and on a regulatory-period basis.

In applying the stepwise Malmquist DEA, we can exploit panel data for both efficiency
measurement and analysis of TFP growth. This approach provides a sound basis for
benchmarking container-terminal efficiency with a view to tracking the shifts in frontier
technology over time. The calculation of the MPI should also indicate whether any
convergence in port productivity rates has taken place over time, especially in the
aftermath of the new security regulations. Another advantage of the MPI is the ability to
decompose total factor productivity into various sources of efficiency, mainly into a
measure of total technical efficiency change (TEC) representing the catching up effect
and a measure of technological change (TC), which represents the shift in frontier
technology. TEC can be further decomposed into a measure of pure technical efficiency
change (PEC) and a measure of scale efficiency change (SEC). This can shed further
light on the interplay between the impacts of procedural security and the sources of
changes in TFP over time and between container terminals.

IV.3  Research Design and Procedure

From the above discussion, it appears that there is a methodological difficulty in linking
procedural security with port efficiency and benchmarking. On the one hand,
benchmarking port’s operational efficiency necessitates an analytical framework that (i)
captures terminal sub-systems and operating procedures, (ii) incorporates technology
and performance variations across container port handling systems, and (ii1) seeks to
identify best-class operational performance. On the other hand, assessing the ex-post
impacts of security requires (iv) a full understanding of security systems’ design and
operations, (v) a detailed analysis of the spatial and operational scope of security
regulations, and (vi) appropriate techniques for analysing the impact of procedural
security. An integrative approach is therefore required. To achieve this, we design a
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research procedure that links and integrates the above components through a logical
chain of influence and relationships (see Figure 15):

» Starting from exploring the range and scope of port security regulations, we
identify their spatial scope of influence with respect to container-terminal operating
sites (quay, yard and gate). The prescribed operating sites and sub-systems are the result
of (i) a structured categorization of port configurations and (ii) a detailed IDEFO
modelling of port processes. For the former, we disintegrate container-port operations
into three intersecting sets of configurations: the spatial configuration (terminal
operating sites), the process configuration (process flows and operating procedures), and
the physical configuration (terminal handling systems). For the latter, we develop an
abstract top-level IDEFO model for container-port operations, which we disaggregate
later into various IDEFO sub-models, each corresponding to a particular container flow
process (inbound, outbound, and transhipment) across various sites and configurations.

» In the next phase, we use the outcome of port configurations and IDEF0 modelling
to identify parameter standards and key performance indicators for variable definition
and selection. This is then contrasted against the available information from the
container-port sample to make up the final dataset of input and output variables. Both
the dataset and the sampling frame are designed in terms that fit the analytical
framework and methods used for this study.

» In the final phase, we start by applying inter-temporal and contemporaneous
analyses to estimate and compare operational efficiency under constant technology, and
then apply the stepwise Malmquist DEA in order to assess total productivity growth
while allowing for shifts in frontier technology. Both approaches are modelled and
adjusted in order to conform to the objectives of this research in terms of analysing the
interplay between operational efficiency and procedural security. On the one hand, we
specify a number of alternative DEA models in order to analyse both site-specific and
network efficiencies, and test the impacts of operational and exogenous factors on
container port productivity. On the other hand, we apply the stepwise Malmquist DEA
on both multi-year periods and regulatory runs, and decompose the MPI into various
efficiency components in order to track different sources of productivity growth over
time, including before and after the introduction of security regulations.

IV.4  Chapter Conclusion

We started this Chapter by reviewing container-port practice, focusing in particular on
operating systems, equipment technology, handling configurations, and working
procedures as well as on the exogenous factors that are outside the control of terminal
operations and management. From this review, it seemed that the existing literature on
procedural security and operational efficiency does not proceed deeply enough to
disaggregate container-port systems into terminal operating sites and processes, or to
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incorporate technology and performance variations in terminal equipment, handling
systems, and operating procedures.

Following further discussions on the need to understand port practice and security
procedures, we formulated a number of operational hypotheses for further testing and
analysis. We then proposed an integrative research approach with the objective of
linking operational efficiency with procedural security. In particular, we selected and
justified the relevant techniques of analysis, namely IDEF0 for prescriptive modelling
and mapping of container-port processes, DEA for the measurement and benchmarking
of terminal efficiency, and MPI for analysing productivity change an assessment of
security impact.
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CHAPTER V: OPERATIONALISATION

This Chapter deals with the operationalisation and application of the approach and
methodology selected for this study. This is done in three phases:

o First, we build IDEFO models and diagrams for container terminal operations and
their sub-processes. The IDEF0O modelling of container terminals’ operating processes is
a pre-requisite to analysing the spatial scope of security regulations and identifying
relevant key performance indicators (KPIs) and variables for efficiency measurement
and performance benchmarking.

e Next, we formalise the analytical models and techniques of analysis. Based on the
results of the IDEFO modelling, we specify several DEA formulations and decompose
the Malmquist Productivity Index (MPI) with a view to assessing both operational
efficiency and productivity change analysis.

o Finally, we define the sampling frame and variable selection, and describe the
methods and sources of data collection. We then present both the aggregate and specific
datasets, and validate their definition and selection in view of DEA and MPI analyses.

V.1 IDEF0 Modelling

Unlike simulation languages that build predictive mathematical models, IDEFO
modelling is a reliable and effective technique for describing and analysing process
components and the interactions between them, providing a logical and structured
functional model. IDEFO modelling has a dual advantage in the context of analysing
both procedural security and container-port efficiency. On the one hand, its
decomposition structure allows the analysis of security regulations in terms of their
spatial scope and procedural requirements. On the other hand, the ICOM (Input,
Output, Control and Mechanism) structure can be used for evaluating functional and
system’s performance based on an input-output analysis, hence providing a basis for
DEA model definition and variable selection.

Note that IDEFO modelling does not incorporate the time dimension of prescribed
processes and relationships such as crane cycle time or container inspection time.
Such analysis may be performed by another IDEF methodology, for instance the
IDEF3 for process description capture. However, the latter requires detailed time-
based information on the behaviour of each terminal in the sample, and therefore it
cannot yield generic descriptions applicable to standard container terminal operating
processes. Moreover, the information required under IDEF3 modelling is hardly
available since it is considered too confidential by terminal operators. However,
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certain standard control-time variables such as terminal opening hours and gate cut-
off times are published by most terminals or by shipping lines using them. We use
these variables in our dataset as they can also be captured by the IDEFO structure.

In designing IDEF0 models, we follow a two-step approach. First, we design the top-
level IDEFO model for the function ‘Operate Container Terminal’ based on a general
abstraction of the subject as viewed from the perspective of the terminal operator
(IDEFO viewpoint). We then decompose this top-level function into detailed and
interlinked sub-functions in order to record operational and flow processes at the
level of individual operating sites. Further analysis of container flows and of the
variations in the scope of security shows that several IDEF0O models are needed for
analysing container flows and security measures within and across terminal sites.

V.1.1 Building the Top-Level IDEF0 Diagram

The starting step in IDEF0 modelling is to design the top-level diagram of the model by
defining the most general description (parent function) of the subject, its ICOM
semantics, and the objects that should fit into those categories. Following the selection
of container terminals as the main decision making units (DMUs) for this research, we
specify the function AO ‘Operate Container Terminal’ as the high level abstraction of
the subject under study and define its ICOM elements as shown in Figure 16. Note that
in line with the features of IDEF0 structure and the objectives of this modelling
exercise, we do not incorporate exogenous factors that either fall outside the scope of
container-terminal operations or are beyond the control of the terminal operator. Also,
note that due to data unavailability, we exclude from the modelling exercise financial
flows associated with handling operations and cargo movements.

~~ Operating and work procedures
Safety and security rules

‘\“ Operating configurations

v
Terminal infrastructure | Operate | Terminal throughput
P/ container
Containers terminal Site throughput
> A0 >

A

TOS and ICT systems

" Trucks and vehicles

Terminal cranes and handling equipment

Figure 16: IDEFO top-level diagram for container terminal operations (Source: Author)
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> Inputs describe items that trigger the activity, which in production and logistics
systems include station and material’s information a manager or operator needs to
have in order to perform an activity. For the top-level A0 function ‘Operate container
terminal’, we define the two input elements as terminal infrastructure and containers.
Information on the first input encompasses the infrastructure of both the terminal and
its sub-systems (quay, yard and gate). For the second input, we include information
on categories (type, size and status) of containers that pass through the terminal.
Input elements under the IDEFO/ICOM structure must not be confused with the input
set for production frontiers; the latter can also include Controls and Mechanisms.

> Controls are the constraints of the system that guide or regulate the activity. In
container-port operations, controls correspond to operating and procedural
constraints translated in our top-level function into operating and work procedures,
safety and security rules, and operating configurations. An important feature of
IDEFO modelling and ICOM syntax is that Controls must also include constraints
determined by the function taking place earlier in the production process.

> Outputs describe the output of the transformation process. It can be expressed in
different production or measurement units such as time, quantity, or quality. For port
production, this process is usually specified in terms of physical outputs mainly
terminal’s throughput. We use the latter for the abstract function but also include site
(quay, yard and gate) throughput as we decompose further the top-level diagram.

» Mechanisms comprise people, equipment and systems used to perform the
activity. In the terminology of port operations and management, mechanisms
correspond to port superstructure and operating systems. In our case, mechanisms for
operating container terminals are identified as terminal cranes and handling
equipment, trucks and vehicles, TOS and ICT systems. The latter include EDI and
port community systems, planning modules, scanning and identification systems, and
positioning and routing devices. Note that we have not included information on
labour as a resource mechanism since such information is incorporated in handling
and operating configurations.

V.1.2 Decomposing the Parent Diagram

Available process and enterprise models for container port systems often depict
terminal operations in a network of sequenced planning, execution and monitoring
tasks, which do not capture port spatial components and the interactions between
them, particularly in the context of performance measurement and assessment.

In view of the need to disaggregate container-terminal operations into various
operating sites and sub-systems, we decompose the parent function in Figure 16 into
three linked sub-functions reflecting the operations of terminal sites and the
interactions between them. Because in real-world terminal operations container flows
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across different sites are multi-directional (i.e. from quay to gate and vice versa), we
use multiple IDEFO models to accommodate these flows.

Table 13: ICOM syntax for the IDEF0 decomposed model (Source: Author)

ICOM Terminal level description| Site-level description Spatial scope
I11: Terminal area Terminal
112: Terminal capacity Terminal
I13: Quay length Quay site
[14: Number of berths Quay site
I1: Infrastructure .
I15: Berth draft Quay site
Inputs 116: Yard stacking capacity Yard
117: Number of gates/ rail tracks Gate
118: Number of gate lanes Gate
121: Inbound containers Terminal
12: Containers 122: Outbound containers Terminal
123: Transhipment containers Quay and yard
C11: berth working hours Quay site
] C12: Work shifts Terminal
C1: Operating and C13: Yard storage policy Yard
work procedures :
C14: Gate working hours Gate
C15: Gate closing time Gate
C21: Driving and safety rules Terminal
Controls -
C2: Safety and C22: ISPS code Terminal
security rules C23: CSI Quay and yard
C24: 24-hour rule Gate and yard
] C31: Quay crane configuration Quay site
€3 OperaFmg C32: Yard crane configuration Yard
configurations -
C33: Yard handling system Yard
O1: Terminal throughput Terminal
021: Loaded containers Quay site
022: Discharged containers Quay site
Outputs . 023: Transferred containers Quay and yard
02: Site throughput -
024: Stacked containers Yard
025: Gate-in processed containers Gate
026: Gate-out processed containers Gate
M1: Terminal cranes & M11: Quay cranes Quay site
handling equipment MI12: Yard cranes and handling equipment| Yard
M2: Trucks and M13: Internal trucks and vehicles Terminal
vehicles M14: External trucks Gate
. M31: EDI and port community systems Terminal
Mechanisms - -
M32: Identification technology Gate and yard
M3: TOS and ICT M33: Routing and positioning Terminal
systems M34: Ship-by plan Quay site
M35: Berth plan Quay site
M36: Yard plan Yard
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To achieve this, we segregate container flows into inbound (import), outbound (export)
and transhipment flows; each with a different site affiliation and ICOM structure as
shown in Table 13. This decomposition is central to modelling container-port operations
because otherwise terminals may be shown as being exclusively dedicated to import,
export, or transhipment operations. Once the detailed ICOM structure is defined, we
then link the ICOM arrows to various operating sites at the level of each operational and
process flow, resulting into three IDEFO models as shown in Figures 17 to 19. The
1Graphs Product Suite 2007 (iGraphs, 2008) for IDEF0 modelling was used as the main
software for creating fully compliant IDEFO diagrams.

Note that in Figures 17 to 19, some arrows representing the ICOM syntax are
‘tunnelled’ either at the connected or at unconnected end from/to the box. Tunnelled
arrows that connect to the box indicate that the data conveyed is not necessary at the
next level of decomposition and does not have to show at all levels of the model. On the
other hand, tunnelled arrows at the unconnected end indicate that the data conveyed is
not relevant to or supplied by the parent diagram. In IDEF0 detailed diagrams, tunnelled
arrows may be either detached from the activity box or simply deleted from the child
diagram, the latter option has been followed in our detailed IDEF0 models.

V.1.2.1 Import flow

For the import flow, inbound containers are discharged at quay using data and
information from the ship’s by-plan profile, which is also used for yard planning and
staking assignments. The unloaded containers are then transferred via internal trucks
and vehicles to the yard where they are stacked before being dispatched through the gate
by external trucks. To support and manage the container import flow, TOS and ICT
systems are used throughout the process, mainly in the form of EDI, port community
and information management systems (IMS), identification technology (e.g. RFID,
GPRS, Wireless-Lan), and positioning and routing assignments. The processing of data
exchange (cargo tracking, work schedule documents, (un)loading sequence sheets, etc.)
and billing information (electronic manifests, bills of lading, etc.) is treated both here
and for other terminal flows as part of EDI and port community systems despite many
ports worldwide still operating through a paper-based documentation system.

In addition to operational constraints such as work shifts, berth and gate working hours,
and driving and safety rules, the configuration typology for both quay and yard sites is a
key factor in the operations of both sites and in the management of the container
terminal as a whole. For yard operations, the free storage policy (number of days during
which containers can be stored free of charge), the status (FCL, LCL, empty) and size
(TEU, FEU, non-standard) of containers are key elements in yard operations. However,
the status of containers is being categorised here in terms of empties and non-empties
only. This is because container freight stations (CFS) in modern ports are usually
located outside the container terminal area, which eliminates the need to disaggregate
containers by their LCL or FCL status.
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An important control variable for container terminal operations is the security
framework being put in place. In the context of the new security regime, not only the
new regulations directly affect the design and implementation of cargo inspection and
release process, but the variations in security threats and compliance levels (e.g. ISPS
MARSEC levels) also affect procedural planning and execution of terminal operations.
In the import-flow IDEFO model, only the ISPS code is included as a control variable
since both the CSI and the 24-hour rule are targeted exclusively at export and
transhipment operations.

V.1.2.2 Export flow

For the export flow, external trucks and vehicles carrying outbound containers enter
to the terminal through the gate and may either proceed directly to the yard or go to
an interchange area where they exchange the containers with internal trucks.
Following a waiting period in the yard, outbound containers are transferred to quay
where the loading operation takes place. Two major features in container’s export
flows must be considered. First, the cut-off time informs about the gate closing time
for outbound containers before ship’s departure. Second, yard planning and staking
arrangements are executed in generic assignments until detailed information about
vessel loading list and profile are received and confirmed.

Another important aspect is the spatial scope of export-oriented security measures,
namely the CSI and the 24-hour rule. For the CSI, the pre-screening and inspection
of export containers by CBP officials in non-US ports (or their counterparts in US
ports) may take place either in the yard or in the interchange area between the yard
and the quay site. As for the 24-hour rule, the regulation does not primarily target
ports but its application has a direct impact on container terminal operations because
containers whose details have not been reported according to the Rule are denied
loading on board the ship and may have to wait in the yard until the next ship’s
schedule. To avoid this, some shippers prefer expediting their containers several days
in advance of ship’s schedule, especially in cases where a container terminal displays
a generous free yard storage policy. Conversely, shippers may decide to send their
export cargo at the last moment, especially when gate cut-off times before ship’s
departure are reduced to the minimum; which may result in potential congestion
problems at terminal gates.

95



96

(IJoyiny :901n0S) MO[J S, Joureuod jrodwr 10j [opowr 0] ;L] 2InSL

cv

<
“siaulejuoo pelisysuel |

-
-

SI9UlBjUOD POYOB}S

pieh aresadQ

tabed ov
4 Mo|} s,Jaulejuoo pyodwi Joy jepow 0430l
HaqunnN B L 9poON
walsAs Ayjunwwoo pod 13 juswdinba Bulpuey @ SSUEBID pIEA
S9|21YaA PUB S)ONJ} |eulalul
$3onJ} [eUIdIX 3 ABojouyoay} uononuapl ue|d pie A Buiuoljyisody Bunnoy ueid Ag-diys
SR saueld Aenpd
ev
guerajeb josaqunN
< ajeb ajesadQ o1eb jo Jaqunp
siaulejuoo
passaooid jno ajeo
SjulelI}SU0D
swajsAy p Ayoede)
v

Aitoedeo Buiyeys pie A

Sjulel}suod
suwolshks
Anoede)

LV

A

siaulejuod pabieyosig

-

indybnouyy jeuiwia |

—

a)ls Aenb sjesadQ

—— siaulejuod punoquy
[4—————syuaqjolaqunnN
¢ jelp s,yuag
4—— ybue| Aenp
{4——— Ayoedeo |eulwia |
4—— eoale |BUlWID |

9z|s Jaulejuo )

wo__oa obeiolg

Uoneinbiyuoo aueid pieA
wa)sAs Buipuey pie A

9poo sdsl
SHIYS Y10 M

sinoy Bupjiom yuoeg

uonesnbiyuoo auesd Aenp

sa|ni Ayajes % BulAlQg

sinoy Buijiom aye o snjejs Jsulejuon
0V NOILYOlIT8Nnd 0l 68.9GV€EcC ) 'SeloN
d3IaN3IWWNO0O3Y suoneiado |eulwis} JouIRu0D absjj00 |enad w| 1y pasn
[} ,.002/50/81 :A®Y jo Buljepow jeuonouny :308foid
14vyda
C1X3ILNOD 31va d3avay ONIMYOM 2002/€0/v0 818 Q noyolg oyiny




(FoyIny :90I1n0S) MO[J S Joureuod 310dxa 10j [opowr (I 8] 2ANSL

L6

:abed

equnp

MOJ} JaulBjUOD JJodX® J0j [epow 0430l

PIL

ov
19poN

sauelo Aenp
ue|d yueg

sjusawubisse Bujuonisod % Buiynoy

juswdinba Bulpuey g
ue|d pie A

so1b0ojouydoe} UOIEORIIUDP|

SoueBlID plEA

I

€V

S9[OIYaA puk S)ONJ} [BUID}U|

swosAs Ajunwwoo
Jod pue |3

¥ $30NJ} |[BUIS}X T

sisuteiuos pepeon aus Aenb sjelsadQ

indybnouyy jeurwia |

A4

-
SI9UlBjUOD palidjsuel |

A

piek sjesadQ

<

SIoUulBjUOD POYOB}S

A

siaulejuod passaosoid ul-aje 9

sinoy Buijiom yuaq

uoljesnbiyuod auesd Aenp

v

ajeb ajesadQ

R ——
 —
B —

1SO
1
Aoijod
abeliols
SHIYS YoM

walsAs Buljpuey pes A

sa|nl Ayajeswm BuiAliQg

uoneinbiyuood
QUBID piB A

a|nl Inoy-$g

awi} Buiso|o ajen
sinoy Buijiom ayeo

weip yueg
sypeq jotequnN

yibus| Aenp

Anoedeo Buiyoels pie A

4 siaulejuod punoginQ
[ —— soaue| ajeb josaqunp

sajeb jo saqunp
eale [BUlWID |
Ayoedeo jeurwia |

NOILVOllgand

G3IANIWNOD3Y

ld4vda

-LX3ILNOD

Jlva

43av3ayd

ONIXHOM

£00¢/L0/01 :A®Y

ol

ab9jj0D |euadw| 1y pasn

#pod sld sl
68.9S¥V€¢gl :SOION
suonesado
|BUI WIS} J8UIBIUOD 10}
108fold

£00¢/50/v0 :81eQ

Buljjepow jeuole}oun 4

noyolg :ioyiny




86

(Joyny :901n0S) MO[J S Joureyuod juswdiysuen) 10j [opowr 0 Jg][ (6 2ANSL

:abed

dequnpN

Mol} s, Joulejuod juswdiysuedy Joj [apow 043 dl

ov
9L I9poON

JUS WdINbo DUJpPUEY PUE SOUBID PIEA

ev

ue|d ple A

sjus wubisse Buiuonisod % Bunnoy

ABojouyoa} uoljeoslipuap|

walsAs AJjunwwoo yod pue |3

sja|oly

ajeb ajesadQ

44

Siaulejuod payoels

pieA syeisadQ

-

*Xenb o) yoEq SIBUIEJUOD poulajsuel |

A pue s}onJ} |eulsiul

<4 Indybnoiyy [euTwis L

snje}s Jaulejuo )

__%oueld Aenp
ue|d ypag
tejd-Aq diys
Apoedeo Buiyoeys pie A
(4
4—————————————sJoaulejuoo jus wdiysues ]
[————}eip yueg
s
ays Aenb ajesadQ 41eqjo tequinN

¢—— ybus| Aenp
¢—Ayoedeo |[eutwia]
[¢———— eale |eulwlia |

9IS 1aulBjuo )

walsAs Buljpuey pie A

uoneinBiyuoo auelo/pie A
(

| 1o
p

s|niinoy-yzg

Aoljod’abeioys

suiys

Buiyio pm

sa|ni Ayayes pue Bula'q

uoljeinBlyuoo aueiso Aenp

sdsi
sinoy Buijiom jeurwia |

NOIlvOlTdand

G3IANINNODO3Y

ldvda

cIX3ILNOD

Jlva 43av3y ONIXHOM

£00¢/80/¥0 :A®Y

,00¢/50/G0 :81eq

0L68/29SVE€C1 'S8ION
MOJ} s, Jduleyuoo
jus wdiysueud absjj00 |euadw] 1y pasn
;108foud

104 |9pON O43al

noyolg :ioyiny




V.1.2.3 Transhipment flow

For the transhipment flow, containers follow a sequence combining export and
import flows without using or passing through the gate site. Note the corresponding
changes in the ICOM syntax and data objects, including the adjustment in the spatial
scope of security regulations.

V.2 Formalising the Methodology

In this section, we formalise the analytical techniques selected for -efficiency
benchmarking and productivity change analysis. On the one hand, we specify several
DEA formulations in terms that capture both the network structure of container-terminal
operations and the exogenous factors affecting terminal’s productivity. On the other
hand, we decompose the Malmquist TFP index into various sources of efficiency in
order to both assess the impacts of procedural security and track the shifts in frontier
technology.

V.2.1 DEA Models

V.2.1.1 Measure specific DEA

The slack-based DEA model specified in equation (12) is primarily used to benchmark
the efficiency of container-terminal DMUs and assess the joint influence of the three
regulations (ISPS, CSI, and 24-hour rule) under consideration in this study. However,
we also want to assess the individual impact of each security measure and this can be
achievable by excluding the operating sites (and their corresponding input and output
variables) that fall outside the spatial scope of the security measure under study.
Measure specific DEA models allow this assessment. They can also be used to model
uncontrollable inputs and outputs. Note that because of the network structure of
container-terminal operations, this approach is not without bias. Excluding one
operating site or another in order to assess the impact of a specific security regulation
may distort this network structure. However, a refined analysis necessitates detailed
terminal operational data, the latter being hardly reported or made available by world
container ports and terminals.

Let I {1,2,3,...m} and O C {1,2,3,...s}represent the set of specific inputs and outputs

of interest (controllable variables), respectively. We can then obtain a set of measure-
specific models where only the inputs associated with / or the outputs associated with
O are optimised:
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Z AiYy =S = Vu r=123.,s (13)
Jj=1
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A.20

V.2.1.2  Supply chain DEA

In view of the IDEFO description of the structure of container-terminal operations, a
container terminal would be best modelled as a network of interrelated sub-processes.
However, the complexity of the container-flow process and the unavailability of
relevant data usually act against developing an applicable network DEA model.

DEA models that have attempted to model the internal structure of DMUs have been
developed and applied successfully in sectors other than ports and shipping. Fire and
Grosskopf (1996) have pioneered a line of research, coined network DEA, aimed at
modelling general multi-stage processes with intermediate inputs and outputs. Their
representation of the flow of product is consistent with the engineering and industrial
economics literature on multi-stage systems where each internal stage’s technology is
modelled using a single stage DEA model. Another line of research that is worth
mentioning has been initiated by Zhu (2003; 2005) and Zhu et al. (2006) and aims at
developing DEA-based supply chain models to measure the aggregate efficiency of a
supply chain and calculate the set of optimal values for intermediate performance
measures that establish an efficient supply chain. Further literature on the specifications
and applications of those types of models can be found in Féare and Grosskopf (2000),
Chen and Zhu (2004), Liang et al. (2006), and Biehl et al. (2006).

In ports, DEA applications to-date have not yet modelled the internal structure of the
port system, and we are not aware of any published work having developed a DEA-
model aimed at capturing the transformation process within the container-terminal and
across its sub-systems. There exist indeed a number of methodological difficulties
against developing a DEA benchmarking model capable of capturing the complex
network structure of container terminal operations as illustrated in Figure 20 below.
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e The internal structure of container terminals depicts neither a serial multi-stage
flow nor a hierarchical supply chain process through which the product passes forward,
but is composed instead of several operating sites linked to each other multi-directional
and by simultaneous container flows and processes.

o The linkages of inputs and outputs between the stages are not always evident to
define, in particular when one subsystem’s efficiency must be improved at the expense
of efficiency deterioration in another subsystem.

e The typology of container terminal operations and procedures is not identical across
world ports to allow a global benchmarking analysis based on network modelling. In
particular, the planning, execution and co-ordination of work schedules across different
terminal sites largely depend on the details of operational constraints, cargo mix, and
planning strategy at the level of each container port or terminal.
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Figure 20: Configurations of terminal structure and security flow process for a possible
network or supply chain DEA benchmarking application (Source: Author)
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While it is not practical to model the network structure of aggregate terminal operations,
it is still possible to model the network technology for either import or export related
processes subject to detailed data being available at both terminal and site levels.
Because both the CSI and the 24-hour rule target exclusively export containers, it is
possible to model their network technology subject to data availability. In our case, this
was made feasible because 10 terminals in the sample (GCT, HBCT, HGCT, WPCT,
PTP, T37, SAGT, JSCT, SPCT, and KCT) provide detailed operational export data.

As shown in Figure 20, we present the container-terminal export flow in terms of a two-
stage process where container terminals are benchmarked as supply chains. In Figure
21, X , is the input vector and Y, is the output vector of Stage A. Y, is also an input

vector of stage B, along with X ,; while Y, is the stage B output vector. Each stage

corresponds to one or a combination of terminal operating sites. Stages have been
defined in ways that capture the spatial and operational scope of the CSI and the 24-
hour rule, respectively.

A two-stage generic supply chain model
Y A N
Xa ; 4 Ys
Stage A (Intermediate measures) Stage B
Cxe [
CSI operational and spatial scope
Ya >
Xa (Gate output for outbound Yard and Ys
— Gate cargo) Quay
-Gate lanes Cargo dwell time
Gate-in containers Xs Quay crane move
Gate cut-off time - «Outbound containers
*Yard crane index
*STS-crane index
LOA
«Maximum draft
Free vard storage
24-hour rule operational and spatial scope
Ya >
X i Y
A Gate and Yard (Cargo dwell time) Quay B
«Gate lanes |_’ Quay crane move
*Gate-in containers Xg » Outbound containers
Gate cut-off time *STS-crane index
*Yard crane index «LOA
Free vard storage «Maximum draft

Figure 21: A two-stage supply chain model for the container export flow relative to
the CSI and the 24-hour rule security programmes (Source: Author)

Under a supply chain system, input and output measures are defined either as direct or
intermediate measures. Direct measures are those associated with a specific stage while
intermediate measures are associated with two or more stages. For instance, in the 24-
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hour rule network site the cargo dwell time (DwT) is an output of the gate-yard site but
is also an input to the quay site. Because of the presence of intermediate measures,
performance improvement of one stage (or site) affects the efficiency status of the other.
Consequently, the values of intermediate measures must be determined through
coordination among related stages and operating sites. The two-stage supply-chain
terminal process for DMUj; can be modelled in DEA as the average efficiency of both
stages as shown in equation (14).

T T
1|c,y u'y
Max — ’; A 4 - AkT
2| viyx,, €y tVpXg
CTy
4V, .
S.t. T 4 S 1 J = 1,2’””, n
VaXu, (14)
J
T
u' yg .
T ]T <1 J = 1,2,...., n
CpVa, T VpXp,
Equation (14) can be expressed in a primal form as in (15):
Max CZ)’A +”TyB
Cy,U,V,,Vp,Ch k k
T
s.t.ovyx, =1
T T
CAyAk +VBka :1
(15)
WV —vix, <0 =12
cAij vAxAj = J=1L4,....,n
T T T .
U Yy —CplVy ~VgXp S 0 j=L2,..,n

Where v and u are weights for direct inputs and outputs, and ¢ is the weight for
intermediate input /output. DMUj is defined supply chain efficient when it maximises
both stage A and stage B efficiency.

The dual formulation can be specified as in (16):
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—¢x3k+z o ;xg <0 (16)

V.2.2 Malmquist Index Decomposition

Recall the formulation of the Malmquist input-oriented index as shown in equation (7):
]

4 x)  dix) |
di[+1 (yt+l b xt+l ) di[ (yt+1 > xt+1 )

Mi(ymxtayz+lﬂxz+1):|:

The Malmquist productivity index (MPI) is the geometric mean between two indices,
the first evaluated against period #+1 technology and the second evaluated against

period? technology. Two of the four distance functions, d!(y,,x,) and d/™(y,,,,x,.,),

are technical efficiency measures while the other two, d!(y,,,,x,,,)and d/"(y,,x,),

depict cross-period distance functions showing efficiencies which use observations at
periods 7 + 1 and ¢ relative to the frontier technology at periods ¢ and ¢ + 1, respectively.
A value of MPI greater than 1 indicates an improvement in TFP while a value lower
than 1 indicates a deterioration in TFP.

Equation (7) can also be expressed as (17) whereby the left-hand part measures the
change in technical efficiency (TEC), representing the catching up effect, while the
right-hand part measures technological change (TC), representing the frontier shift
effects/. Fére et al. (1992) use DEA distance functions to calculate the CRS Malmquist
index in Equation (17).

(17)

Mi(ytﬂxt’ytﬂﬂxtﬂ):

di[(yt:xt) |:dit+1(yt’xt)di[+1(yt+1’xt+1):|%
diHl (yz+1 b x[+1 ) dit (yt s xt) di[ (yz+1 4 x[+1)

In order to measure TFP using the above MPI expression, CRS distance functions are
required. This is because the technical efficiency change (TEC) entails changes in both
scale efficiency (SE) and non-scale technical efficiency (pure technical efficiency:
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PEC). Since the DEA VRS model does not capture the impact of production scale on
efficiency, the MPI under VRS distance functions is not able to measure changes in
scale efficiency. Hence, it may be misleading as to the extent of frontier shift effects.

Fére and Lovell (1994) and Fire et al. (1994) suggest an enhanced TFP decomposition
that relaxes the CRS assumption while allowing for the measurement of scale efficiency
change. By introducing some VRS distance functions, technical efficiency change
(TEC) can be decomposed into a pure technical efficiency change (PEC) component
and a scale-efficiency change (SEC) component. Equation (17) can therefore write as
(18) where superscripts V' and C refer to VRS and CRS technology, respectively.

TPFC=PEC *SEC *TC

+ N +1(C +1(C y
= dit(V) (yt 9xt) dit e (yt+1’xt+1) dit“)(y’ ’xr) :||:di’ 1(()()}“}(’) di’ 1(()(yt+1’x’+l) ’ (18)
l diHl(V) (yt+1’xt+1) dit(V) (yt’xt) diHl(C)(yHl’le) dit(()(yt’xt) dit(()(yt+1’xt+1)

Equation (18) decomposes the TFP change (TFPC) into various sources of efficiency
change, and is expressed as follows

This property makes the Malmquist index a particularly attractive technique for
measuring and decomposing changes in productivity. In the dynamic security context,
the MPI can track productivity change before and after the implementation of security
regulations. The decomposition of the Malmquist index also helps to single out the
impacts of security from the effects of other operational factors. Finally, a clustering of
reference sets (DMUs) by compliance criteria will shed further light on both the
individual and the aggregate impacts of security regulations.

V.2.3 Model Assumption and Orientation

Despite the requirement of consistency between the selection of DEA orientation and
the objective of the benchmarking exercise (input conservation versus output
augmentation); port researchers often reduce port objectives to general targets such as
profit or throughput maximisation, but these goals are not always consistent with
modern container port operating and management systems. An instance of flawed
selection of model orientation is the application of an output orientation to short-range
cross-sectional data using output variables such as terminal throughput. However, the
latter may be considered as an exogenous variable in the short run because terminal
operators have little control over fluctuations in throughput volumes and demand for
port capacity over short-term periods. In the context of container-port operations, one
could argue conceptually for one orientation or the other but given the emphasis of this
research on operational efficiency, the input oriented specification seems the most
appealing because output levels in the short-run tend to be exogenously determined by
the volume of demand and other locational factors.
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Analytically, despite both orientations estimating the same frontier, the efficiency scores
of inefficient DMUs (terminals) may differ under VRS. This aspect is central to the
objectives of this research because, as demonstrated by the variations in terminal
configurations and handling equipment, container terminals clearly depict a VRS
production technology. Even though, any misrepresentation of the ranking scores of
inefficient terminals may influence the results of the benchmarking analysis and the
interpretation of security impacts. Therefore, we express most DEA models and the
associated Malmquist TFP indices in terms of both CRS and VRS technologies.

V.3 Sampling Frame, Dataset and Variable Selection

As pointed out earlier, the selection of container terminals rather than container ports as
homogenous units or DMUs is consistent with the objective of this research. Similarly,
the emphasis on operational efficiency rather than other performance attributes is
consistent with the analysis of security impacts since it reduces the effects of exogenous
factors such as port location, ownership features, and organisational arrangements.

V.3.1 Sampling Frame

Due to the scope of research and time limitations, we purposely limited the original
sample size to ports featuring an annual container throughput of more than 2 Million
TEU in the year 2000, leading to an original sample of 113 container terminals from 26
ports. To this, we added the smaller CSI ports that were not selected in the original
sample and ended up with an initial sample of 43 ports and 127 container terminals.

Container terminals, or DMUs, have been defined in this study according to their
operational features rather than their institutional or organisational arrangements. This is
because container terminals are often operated and managed as operational units. On the
one hand, several terminals operate as a single operational unit when they share similar
yard and gate facilities within the same port, for example, Northport terminals of
CT1/CT2 in port Kelang (NPCT). On the other hand, a single terminal may be shared
by several operators, for instance the APM Terminals and Eurogate Med-Centre
Container Terminal (MCT) in Gioia Tauro and the COSCO/HIT terminal Eight-East
(TE8) in Hong Kong. Whether operated as a single unit or by several operators, these
terminal clusters are defined as a single DMU in the context of this research.

For the purpose of homogeneity and data cleaning, we excluded from the sampling
frame terminals with multipurpose facilities and those that also handle non-container
cargo. We also excluded ports and terminals that either have a shorter history than the
study period, i.e. having started operations after the year 2000, or lack complete or
reliable data. As a result, we ended up with a final sample of 60 container terminals
belonging to 39 ports, the details of which are provided in Appendix 12.
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It is worth noting that despite having sent on-line questionnaires (primary data)
requesting further information from sampled terminals for which data was missing,
several terminal operators have declined our request either because of company policy
(e.g. Handico terminal in Rotterdam) or because detailed terminal data are not recorded
at aggregate port management levels (e.g. the ports of Singapore and Kaohsiung).

V.3.2 Data and Variables

In this study, the choice of variables is based on a high-level aggregation of container-
terminal operations with a view to utilizing available and reliable data on operational
performance and ensuring homogeneity between observation units. Where relevant, a
second set of key performance indicators, namely the STS-crane move per hour, the free
yard storage time, the cargo dwell time, and the gate cut-off time, is added to the
dataset. Micro-performance indicators such as those related to scheduling, allocation,
routing, and stacking policies are too detailed and terminal-specific for inclusion in a
benchmarking exercise of productive efficiency. Furthermore, such data are hardly
available outside terminal management.

Earlier in Chapters III and IV, we pointed out the shortcomings of the port
benchmarking literature in incorporating the operating typologies and configurations of
container ports and terminals. A typical manifestation of the gap between container-port
practice and theory is the rather subjective definition and selection of input and output
variables. For instance, most researchers include the number of quay and yard cranes as
input variables but each crane category depicts a different production technology and
operating configuration. To incorporate these differences, we define structured sets of
input variables that account for the variations in crane technology and cargo handling
operation:

A.  As shown from the discussion in the previous chapter, STS cranes depict different
operating configurations such as the gauge, the outreach, the back-reach, the lift
capacity and the height. These parameters are usually proportional to the type and size
of vessels serviced but they operate on speedier cycle times (hoist and trolley speed) so
that standard operational benchmarks of crane move per hour can be achieved. Because
large vessels have an extended outreach, the average cycle time of STS cranes operating
them must be increased substantially in order to achieve comparable productivity levels
to those of STS cranes handing smaller vessels (see tables 14 and 15). In addition to the
cycle time parameter, the lifting capability is another key performance indicator for STS
cranes. Modern cranes have a higher load capacity and are equipped with several
extendable spreaders, which allow them to handle multi-container picks (e.g. twin and
tandem lifts) in a single move. Therefore, performance data on both cycle time and
lifting capability must be included in the crane input variable in order to capture the
productive technology of STS cranes.
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For the cycle time, one can capture its performance directly from the rate of crane move
per hour, the latter being an additional output variable used in this study. For the lifting
capability, we use industry data provided by terminal operators. When such information
is unavailable, we use data from industry surveys on STS-crane delivery (see for
instance Cargo systems, 2007"; 2008") as well as data on crane engineering standards as
compiled from global crane manufacturers. Our index for capturing STS-crane input is
therefore expressed as follows:

STS Crane’s index = Number of cranes * Lifting capacity

Lifting Capability index (in TEU):
Conventional Technology 20ft =1
Twin 20ft =2

Tandem 40ft =2

Two tandem = Two Twin 20ft =4
Triple 40ft =6

Table 14: Relationship between STS-crane speed and productivity -data based on
average productivity of 25-30 moves per hour- (Source: Bhimani and Sisson, 2002)

. Outreach| Lift Height Hoist speed Trolley speed
Crane Generation - :
(meter) (meter) MPM Ratio MPM Ratio
Panamax 35 24 48 1 150 1
Post-Panamax 44 29 55 1.15 180 1.2
Super-post Panamax 50 33 61 1.14 245 1.35
Malacca-max (22 wide) 65 40 90 1.88 300 2

Table 15: Relationship between STS-crane productivity and vessel turnaround time
(Source: Bhimani and Sisson, 2002)

Crane productivity Turnaround time in hours per vessel size
(move per hour) 6000 TEU 8000 TEU 10000 TEU 12000 TEU
25-30 60 64 72 85
35-40 45 48 52 66
50 35 38 44 51
60 30 32 36 45

B. For yard handling equipment, we refer to the handling configurations described in
Chapter IV and construct an index for yard stacking equipment based on two
operational features namely the ground storage capacity (in TEU) and the staking
height. These are the main performance data used by industry for container yard
stacking equipment (Cargo systems, 2007"; 2008"). Information on yard equipment
operational features is usually provided by the websites of terminal operators but can
also be sourced from trade journals or from the manufacturers’ reference list of yard
crane deliveries.

Stacking equipment index = Yard equipment * Ground storage capacity * Stacking capacity
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The definition and selection of other variables follow the same reasoning. Variables
should be practical and consistent with both the objectives of this research and the
results of IDEFO modelling. Variables selected for benchmarking container terminal
operations consist of seven inputs and one output. The input variables are terminal area,
maximum draft, length overall (LOA), STS-crane index, yard-stacking index, internal
trucks and vehicles, and number of gates (or gate lanes). The output variable is terminal
throughput in TEU. Additional variables used for benchmarking site and network
efficiency are the free yard storage time and the gate cut-off time as inputs, and the
STS-crane move per hour and the cargo dwell time as outputs.

Table 16: Input and output variables for container terminal operations

Variables Descriptions Injll;:ssu‘iimen ¢ Site
INPUTS

Terminal area Total terminal area in square meters 1000 m? Terminal
Maximum draft | Maximum draft in the terminal Meter Quay
Length overall Total quay length in meter Meter Quay

(LOA)

. STS crane index
Quay crane index| _ 1 :qino Capability * STS Cranes TEU Quay

Yard stacking Yard equipment stacking index 2
index = staking height *storage capacity *Yard Equipment TEU /1000 m™ | Yard
Trucks & Internal trucks, tractors and other supporting Number of .

. . . Terminal
Vehicles vehicles vehicles
Number of gates Number of gates, gate lanes, and/or railway tracks at Number Gate

the gate

OUTPUT
Terminal .
Throughput Annual total throughput 1000 TEU Terminal

The dataset consists of annual observations of sampled container terminals and spans
the period from 2000 to 2006. This is because many container terminals have started
implementing the new security regulations as early as 2004 and we wanted to select a
reasonable observation period that would allow us assess productivity changes before
and after the introduction of security measures. The collection of data observations over
a 7-year time-span resulted in a panel data of 420 terminal-years. In a dynamic context,
panel data prevail over times-series and cross-sectional data. On the one hand, because a
DMU is observed only once in either the times-series or the cross-sectional analysis, its
efficiency estimate would be subjected to a higher degree of randomness and, therefore,
may be misleading. On the other hand, the increase of the sample size under panel data
analysis (from 60 to 420) would reinforce analytical reliability and reduce statistical
error. In a panel data analysis, a DMU is defined as a container terminal-year, for
instance HIT-2003.
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Regarding the data collection methods, we used both primary and secondary data
sources, mainly the latter source:

- Primary data is sourced directly from the terminals under study using a standard on-
line questionnaire as shown in Appendix 13. However, only 15 responses were
received, and secondary data was used for the rest of terminals in the sample.

- Secondary data was sourced from the websites and annual reports of port and
terminal operators in the sample as well as from subscribed databases of trade
journals namely Containerisation International yearbooks for the period 2000-2006,
Containerisation International On-line website, Cargo World, World Port Focus,
and the Fairplay database of container ports and terminals.

- We also relied on the information reported on the websites of global carriers and
shipping lines, particularly the information on free-time demurrage and detention at
the yard, and gate procedures and cut-off time. We verified and crosschecked
information from all these sources. Where inconsistency arises, we record
information from primary sources if data is available, otherwise from the website of
sampled ports and terminals.

The combination of 60 terminals, 8 variables, and a 7-year (2000-2006) timeframe has
resulted into a container-terminal panel dataset of 420 DMUs and 3360 data points.
Table 17 depicts a summary of descriptive statistics relative to the aggregate container
terminal dataset.

Table 17: Descriptive statistics of the aggregate container terminal dataset

Variable Minimum Maximum Mean ls)t:vlzg;l;?l
Terminal area (1000 m?) 105 2650 730 505
Maximum Draft 10 18 14 2

LOA 305 4875 1515 993
STS-crane index 2 390 55 57

Yard stacking index 6 212 35 35
Internal trucks and vehicles 2 390 55 57

Gates 3 37 10 7
Terminal throughput (1000 TEU) 123 8865 1526 1465
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V.3.3 Validation of Data and Variable Selection in the Context of DEA

In this section, we justify and validate the definition and selection of the dataset and
variables for carrying out performance benchmarking by means of DEA.

V.3.3.1 Data accuracy

Inaccurate data regarding a DMU can have an impact on efficiency scores depending on
whether it makes incorrectly the DMU in question efficient or inefficient. Collected data
for all DMUs must therefore be as accurate as possible. This is why we used various
data sources and crosschecked information provided by each of them. In case of
conflicting information, we recorded data from primary sources. We also relied on our
expert understanding of container terminal operations to review and correct reported
data that looked inconsistent with the size and operational arrangements of the container
terminals in the sample.

We also checked data and variable selection against congestion. In economics,
congestion takes place when reductions (increases) in one or more inputs generate an
increase (decrease) in one or more outputs, for instance when an increase of the number
of stevedores and other port labour is associated with lower throughput and production
levels. Much of the problems associated with congestion are attributable to the choice of
input and output variables. The DEA literature provides several models for measuring
congestion (see for instance Brocket et al., 1984 and Cooper et al., 2004) but in this
study, none of these models was needed since both input and output variables have been
selected in ways that avoid the occurrence of congestion.

V.3.3.2 Homogeneity

As discussed in Chapter III, the variations in traffic and operational arrangements
between world container ports and terminals may breach the requirement of
homogeneity across sampled terminals. To reduce the lack of homogeneity, we defined
and selected terminal DMUs according to their operational and technology features as
specified in the previous sections. Even though, instances of non-homogeneity may
occur in the dataset. For instance, looking at the summary statistics in Table 17, the
standard deviation for the yard-stacking index is higher than the mean, implying that the
sample is not very homogenous. This is simply because there are large terminals in the
sample alongside small ones, each with a different set of crane equipment and handling
configuration. In either case, we additionally apply returns-to-scale (DEA-BCC) and
sensitivity (e.g. measure-specific DEA) models in order to identify different scale
properties and performance layers of the production frontier.

V.3.3.3 Number of DMUs

In DEA, the number of units in the dataset should be greater than the number of inputs
and outputs combined to ensure sufficient degrees of freedom (see for instance Dyson et
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al. (1990) and Bowlin (1998) for a review of this aspect). A general rule of thumb is that
three (3) DMUs are needed for each input and output variable. In our case, the use of
composite indicators such as the STS-crane index and the yard-stacking index helped
reducing the number of the input/output set. When DEA cross-sectional analysis is
applied, the ratio of DMUs (60) to the number of inputs and outputs (8) is 7.5 (>3),
which ensures sufficient degrees of freedom. When DEA panel data analysis is applied,
the number of DMUs is increased to 420 (60 terminals x7yeras) which increases the
ratio of DMU s to the number of variables to 52.5 (>3).

V.3.3.4 Data scaling

Whenever possible, data should be scaled down so that input-output levels do not take
excessively large values and reduce potential round-off errors in solving DEA models.
This is why we recorded both terminal throughput and area in 1000 TEUs and 1000 m?,
respectively.

V.3.3.5  Exclusivity and exhaustiveness

The property of exclusivity and exclusiveness requires, subject to the exogeneity of the
variables under consideration, that only the inputs selected should influence the output
levels and that this influence should only be limited to the selected output variables. It is
important to recognise this property because in many instances the output produced or
the input utilised may be an assigned task that is exogenously determined.

To establish exclusivity and exhaustiveness between variables, we first narrow down
input and output variables of the model by identifying the type of performance being
assed (operational efficiency) and the spatial and operational scope of the DMU under
study (container-terminal). We then draw from expert analysis and the results of IDEFO
modelling to include the input variables that capture all container terminal operational
resources and the output variables that account for all the outcome of terminal
operations.

V.3.3.6  Positivity

Generally, the DEA formulation requires that the input and output variables be positive
or greater than zero. In Chapter III, we discussed the problems related to zero values
under DEA and in the context of container-port operations. In our case, all input and
output values are positive and no further treatment is necessary.

V.3.3.7  Isotonicity

To satisfy the isotonicity premise, we carried out a Pearson correlation test. The
correlation coefficients (1) in table 18 show a p-value of less than 0.05 (p <0.05) across
all inter-correlations, which satisfies the isotonicity requirement. When relevant, some
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variables are reported in ways that satisfy the isotonicity requirement. For instance, the
output variable cargo dwell time, which is used later in the analysis, is reported as a
reciprocal of the average number of days during which containers remain in the yard.

Table 18: Correlation coefficients between input and output variables

Variable Terminal throughput
Terminal area 7°=0.486 (2 =0.0001)

Maximum draft 77=0.9678 (p =0.0001)
Length overall 17=0.7361 (p=0.0001)
STS crane index 77=0.9199 (p=0.0001)

Yard stacking index 77=0.9372 (1 =0.0001)
Internal trucks 72=0.9124 (p =0.0001)
Gates 77=0.4225 (p =0.0001)
Throughput 7°=0.4897 ( =0.0001)

V4 Chapter Conclusion

Following the design of the research approach in the previous chapter, this chapter deals
with the operationalisation and formalisation of the analytical methods and techniques
selected for this study; as well as the sampling frame, data collection, and variable
selection.

We started first by mapping container terminals’ flow processes through IDEFO0
modelling. Following the specification of a top-level diagram for container terminal
operations and its corresponding ICOM semantics, the parent function is decomposed
into three linked sub-functions, each reflecting the operations of a terminal site or sub-
system. Further decomposition by operational and process flow arrangements resulted
into three IDEFO models corresponding to import, export, and transhipment flows,
respectively. The results of IDEFO modelling were later used to identify the spatial
scope of security regulations and define the relevant variables for benchmarking and
productivity change analyses.

Regarding the formalisation of the analytical models, we formulated several DEA
models, namely the conventional slack-based model, the measure specific model, and
the supply chain model; and justified the benefit of applying both contemporaneous
and inter-temporal analyses. We then specified the Malmquist Productivity Index
(MPI) and decompose it into three sources of efficiency; technical efficiency, scale
efficiency, and technological change. In order to measure productivity change before
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and after security implementation, we applied a step-wise MPI in terms of multi-year
and regulatory-run assessments.

Starting with an original sample of 127 terminals from 43 ports and ending up with a
final sample of 60 container terminals belonging to 39 ports, we defined the sampling
frame and procedures with the objective of achieving homogeneity and operational
consistency. We then relied on the results of IDEFO modelling and previous discussion
on container-port operations and security regulations to define the relevant variables (8
primary variables and 3 additional variables) and the time frame (the period from 2000
till 2006) for the study, the combination of which has resulted into a panel dataset of
420 terminal-years or DMUs. We described the methods and sources of data collection
and methodology. We then validated variable selection in view of DEA analysis,
including such aspects as number of DMUs, data scaling, homogeneity, exclusivity and
exhaustiveness, positivity, and isotonicity.
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CHAPTER VI: RESULTS AND INTERPRETATION

This chapter sets out to analyse and compare the efficiency estimates and results from
both the benchmarking exercise and the productivity change analysis. The aggregate
container terminal dataset has been divided into several datasets, each with a
corresponding set of DMUs and input and output variables. For each dataset, we apply a
series of benchmarking and productivity-change models as formalised in the previous
chapter. Furthermore, we explore a range of hypotheses in order to test the assumptions
presented in Chapter IV and investigate the theoretical discussion and findings from
previous port literature. The approach adopted in this Chapter is to present and interpret
the empirical results by type of analysis and research problem. In so doing, we analyse
and validate the empirical results in ways that allow us understand the nature of the
container-port production and emphasise both the joint and individual impacts of
security regulations. The software DEA-Frontier for Excel 2003 (Zhu, 2003) is used
throughout this study to derive solutions to the both the benchmarking and productivity
change analyses.

VI.1  Empirical Results under Constant Technology

In this section, we present the results of both contemporaneous and inter-temporal DEA.
Both approaches assume constant technology over time, but each of them has its own
advantage. Under contemporaneous DEA, the frontier is constructed at a single point in
time (e.g. a year) from cross-sectional data. Consequently, a DMU is benchmarked
against a small sample of observations and therefore has a greater chance to be
classified as more efficient. Under inter-temporal DEA, a single frontier is constructed
from panel data by pooling all observations made throughout the time-periods under
consideration so that each DMU-year is treated as a separate DMU. As a result, a DMU
is benchmarked against a large sample of observations and therefore has a greater
chance of being dominated or classified as less efficient. Both analyses provide a
snapshot of productive efficiency and are useful for testing operational hypotheses as
well as for analysing the efficiency of site-specific and network-related operations.

VI.1.1 Estimating Efficiency under Alternative DEA Models

With no prior empirical evidence on scale properties of container-port production, we
use alternative DEA models to examine the effects of model choice on efficiency
estimates. DEA-CCR and DEA-BCC models have been chosen to analyse terminal
efficiency under constant and variable returns to scale, respectively. We also use both
output and input orientations despite the latter being the selected orientation in the
context of this research. Appendices 14 to 21 report the estimates of technical and scale
efficiencies for different DEA models and type of data used.
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For the DEA panel analysis (inter-temporal DEA), the results show that 44 DMU-years
out of 420 in the sample are identified as efficient (efficiency score of 1 or 100%) under
the DEA-CCR model compared with 93 units identified as efficient under the DEA-
BCC model. For the DEA cross-sectional analysis (contemporaneous DEA), the results
show that a total of 63 and 161 terminals, all years included, are identified as efficient
when the DEA-CCR and the DEA-BCC models are applied, respectively. These results
confirm that while the same set of DMUs are identified as efficient under both input and
output orientations, the DEA-CCR models are more restrictive and yield lower
efficiency scores than the DEA-BCC models, with respective average efficiency scores
of 67% and 78.3% in the inter-temporal (input-oriented) analysis and 65.1% and 90.8%
in the contemporaneous (input-oriented) analysis. The Spearman's rank order
correlation coefficient between the efficiency rankings derived from DEA-CCR and
DEA-BCC analyses is 0.67 and 0.92 when input and output orientations are applied,
respectively. This indicates that the efficiency estimates yielded by the two approaches
follow the same pattern across sampled terminals.

Despite the general trend of relatively high operational efficiency, some terminals depict
extremely low efficiency scores. JINCT-2000 has scored the lowest efficiency rating in
the sample, with a value of 0.068 in both the DEA-CCR-I contemporaneous and DEA-
CCR-I inter-temporal analyses. In addition to JNCT, 29 DMUs have scored lower than
30% efficiency rating in the DEA-CCR-I contemporaneous model and 19 DMUs in the
CCR-I inter-temporal model. Of these low scores, twelve (12) have been recorded in the
first year of the study (2000) under the CCR-I contemporaneous model against nine (9)
in the CCR-I inter-temporal model. Further investigations show that the latter 9
terminals (MDCT, TOCT, NP, JNCT, MPE, TT, ASCT, SACT, and CCT) have either
started operations in the year 2000 or undergone extensive expansion in that year.

Other noticeable cases include CT3, which has experienced a significant drop in its
efficiency in 2005 due to a period of slow activity following the transfer of ownership
from CSX World Terminals to DP World (CT3 efficiency scores in 2005 are 32.8% in
the CCR-I contemporaneous model and 17.9% in the CCR-I inter-temporal model).
Such findings support the argument that DEA and other benchmarking techniques tend
to favour small or fully ‘utilised’ terminals against newly operated terminals and those
expanding or investing in new facilities. Further discussion on the impact of incremental
investment on container terminal efficiency is presented in subsequent sections.

To confirm that the above terminal DMUs are mere outliers and are not likely to affect
the general results, we run a sensitivity analysis through excluding these DMUs from
the sample. An outlier is an observation that does not follow the general behaviour of
the analysed units but can cause significant problems especially in extreme point
methods such as DEA. The results of the sensitivity analysis show no major change in
average efficiency estimates or in the rankings of DMUs in the sample, which indicates
that the above outliers have no influence on the position or stability of the frontier.

116



Turning to the comparison of efficiency estimates yielded from alternative DEA
models, Figure 22 depicts the year-by-year evolution of average terminal efficiency
under both contemporaneous and inter-temporal analyses. It shows a general upward
trend for average efficiency estimates until 2003, followed by an almost flat trend in
2004, a sharp downward trend in 2005, and a return to the ascendant trend in 2006.
Since most security measures have been introduced in late 2004, the results from Figure
22 may suggest a possible negative impact of procedural security on port efficiency, but
a definitive conclusion requires the estimation of a TFP index for assessing productivity
change before and after the implementation of the new security regulations.
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Figure 22: Year-by-year (2000-06) evolution of average terminal efficiency
(Based on input-oriented efficiency ratings)

Figure 23 shows the relationship between mean terminal efficiency scores and their
standard deviations and indicates low negative correlation coefficients of = = —0.10
for DEA-CCR contemporaneous analysis, r = —0.24 for DEA-BCC contemporaneous
analysis, ¥ = —0.21 for DEA-CCR-I inter-temporal analysis, and » = —0.23 for DEA-
BCC-I inter-temporal analysis. A two-sided test of significance reveals that the
correlation coefficients are statistically significant at the 5% confidence level, implying
that the efficiency of container terminals in the sample does not exhibit similar levels of
variation over time. This means that the more efficient terminals tend to have less
relative variability over time compared with the less efficient terminals. These findings
are in contrast with the results of previous port literature (e.g. Valentine and Gray, 2001;
Song et al., 2003; Cullinane et al., 2001) which have found similar levels of fluctuation
over time between the efficiency of sampled terminals irrespective of their level of
average efficiency. This may be due to the sampling procedure used in most port
benchmarking studies where DMUs are usually selected from top-ranked ports in terms
of throughput or from ports located within the same country or region.
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VI.1.2 Testing Operational Hypotheses

In this section, we use the results of both contemporaneous and inter-temporal DEA in
order to test certain hypotheses implied from the operational assumptions previously
discussed in Chapters III and IV. In so doing, further light can be shed on the structure
and mechanisms underpinning the operations of container ports and terminals.

VI.1.2.1  Analysis of scale efficiency and the impact of incremental investments

The relationship between scale of production and operational efficiency can be inferred
directly from Appendices 14 to 21. The results from applying input orientation show
that of the total number of 420 DMUs in the sample 44 and 63 exhibit constant returns
to scale, and 376 and 357 exhibit increasing returns to scale when contemporaneous, all
years combined, and inter-temporal models are applied, respectively. In the output
orientation, 105 and 65 are found to exhibit constant returns to scale, 267 and 296
exhibit increasing returns to scale, and 48 and 59 exhibit decreasing returns to scale,
when contemporaneous and input-oriented models are applied, respectively. These
empirical results assert once again that container terminals clearly depict a VRS
production technology. Therefore, subsequent analysis will be mainly conducted, unless
specified otherwise, under the assumption of VRS technology.

Among terminals found to be scale-inefficient, those depicting decreasing returns to
scale have all an annual throughput of more than 2 million TEU except for one terminal
that shows a throughput of 1.3 million TEU per year. Conversely, 85% of scale-
inefficient terminals with an annual throughput of less than 0.5 million TEU are found
to exhibit increasing-returns to scale. These results suggest a strong association between
large terminals and decreasing returns to scale and between small terminals and
increasing returns to scale.

Further analysis on the relationship between throughput and efficiency shows positive
coefficients relative to both the Pearson correlation and the Spearman’s rank order
correlation, which indicates that the size of port production in terms of container
throughput (not to be confused with terminal size or area) is positively correlated with
efficiency scores (Table 19). However, the small values of both coefficients seem to
indicate that this positive correlation is not highly significant. Further tests reveal a
weak correlation between the standard deviation of efficiency scores and the scale of
production (Table 20).
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Table 19: Relationship between throughput size and productive efficiency
(Based on input orientation)

Correlation between throughput and efficiency

DEA model  Type of data

Pearson Spearman’s rank
Correlation order correlation
Panel data 0.557 0.193
CCR
Cross-sectional data 0.569 0.228
BCC Panel data 0288 0.216
Cross-sectional data 0.284 0.189

Table 20: Relationship between variations in efficiency scores and scale of production

Correlation between throughput and efficiency fluctuations

DEA model  Type of data

Pearson Spearman’s rank

Correlation order correlation
CCR Panel data -0.231 -0.198
BCC Panel data -0.262 -0.177

The apparent inefficiency of large container terminals may be explained by the
incremental nature of port investment, especially for large-scale capacity expansion
projects. Because of the competitive dynamics of the port industry, additional port
capacity is usually associated with strategic and long-term planning. In their quest to
cater for future traffic while maintaining or increasing productivity levels, container
ports and terminals incrementally expand their capacity (infrastructure, superstructure,
or both) ahead of anticipated increases in container traffic, which creates a short-term
over-capacity and yields lower efficiency ratings during periods of expansion.

Although well documented in the frontier applications on various sectors of the
economy, the relationship between incremental increases in port investment and the
variations in productive efficiency over time has not been yet thoroughly investigated in
the frontier literature. Against the general trend of container terminals depicting a VRS
production technology, several port researchers have found that small sized ports
achieve relatively high scores in their productive efficiencies vis-a-vis their large-scale
counterparts (Kim and Sachish, 1986; Martinez-Budria, 1996; Coto-Millan et. al, 2000;
Jara-Diaz et al, 2002; Cullinane et. al, 2006). However, little explanation or empirical
evidence was provided as to the possible causes and implications of such relationship.

To illustrate the relationship between incremental investments in port capacity and
subsequent reductions in productive efficiency, Figure 24 shows how LCBI1 and LCIT
terminals in the port of Laem Chabang in Thailand have experienced a significant
decrease in their relative efficiencies following major expansion programmes in 2004
and 2005, respectively. The lagging-time or catching up effect between supply and
demand of port services is depicted in Figure 24 by a sudden and significant decline in
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relative efficiency, indicative of short-term over-capacity, followed by a gradual return
to normal productivity levels once anticipated increases in demand (traffic) start taking
place. Newly built and operated terminals also depict a similar catching up effect, see
for instance the evolution of the productive efficiency of ASCT, MDCT, JNCT, PTP,
MPE and TT which have all started operations in the year 2000.
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Figure 24: Decline in productive efficiency of LCB1 and LCIT following the
expansion of terminal capacity (Based on DEA cross-sectional data analysis)

The above trend contrasts with the steadily high efficiency scores associated with
terminals that have not invested heavily in capacity expansion, in particular small-size
container terminals. However as evidenced by a series of empirical research on berth
occupancy ratio and cargo dwell time, higher utilisation is usually associated with
longer queues and congestion which ultimately yields poor levels of productive
efficiency. In fact, port practitioners and experts believe that a full utilisation of port
capacity is detrimental to port efficiency in the medium and long runs (Fourgeaud,
2000; Bichou, 2005b, Cochrane, 2007). Additional port capacity is also desirable in the
context of operational port planning because of the seasonal nature (e.g. peak seasons)
of container-port production.

VI.1.2.2  Impact of exogenous factors on terminal efficiency

In order to ensure appropriate selection of input and output variables for this study, we
excluded non-discretionary and exogenous variables that are outside the control of
terminal DMUs under analysis. Even though, some DMUs may still appear efficient
simply because of the trade patterns and/or the variations in traffic mix relative to their
terminal operations. For instance, terminals with a significant ratio of transhipment
(T/S) traffic and/or FEU containers are likely to yield higher productive efficiency. This
is because transhipment and FEU containers are counted twice in terms of handling
activity and unit of measurement, respectively. In addition, a transhipment container
requires less input use because of the relatively simple rules for cargo handling and yard
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stacking. A higher proportion of transhipment traffic also implies additional calls from
feeder vessels, which would increase berth utilisation and operational efficiency.

The relationship between terminals’ efficiency and proportion of transhipment cargo is
shown in Figure 25. Because of the unavailability of detailed data at terminal level,
information on the rate of transhipment incidence was mostly sourced from annual port
statistics under the assumption that the proportion of transhipment traffic at a given port
also applies to terminals belonging to the same port. The results from Figure 25 show
that terminals with higher transhipment incidence tend to yield higher productive
efficiency scores. Similar results are found for terminals with a high proportion of FEU
containers although the analysis was conducted for 25 terminals only because of
unavailability of data across all terminals in the sample (Figure 26).
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Figure 25: Relationship between average efficiency and ratio of transhipment traffic
(Efficiency estimates based on input-oriented DEA-BCC cross-sectional analysis)
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Transhipment containers are the direct product of modern logistics patterns of maritime
transportation, e.g. hub-and-spoke arrangements, but the latter may influence in several
other ways a port’s efficiency. Factors underlying this influence include the number,
characteristics (size, technology, etc.) and type of service (frequency, rotation, number
of stops or port calls, etc.) of ships deployed within a particular trade route or shipping
string. From an operational perspective, these factors translate into efficient port
operations through improved ship’s stowage plans, minimal re-stow and re-shuffling,
and greater simplicity for berth and yard planning and operations. However, except few
publications (Angeloudis et. al, 2007; Bell and Bichou, 2008; Bichou, 2008) on the
subject, the port literature provides little empirical analysis on the extent of influence of
these factors on port performance benchmarking or on how they vary from a shipping
trade to another. Although the impact of shipping network and service characteristics on
port efficiency is beyond the scope of this research, a case-study discussion on such
impact is provided in the second part of this Chapter.

In addition to transhipment incidence, the proportions of container mix can also
influence port efficiency. Because terminal throughput is an activity measure rather than
a traffic measure, factors such as container size (FEU, TEU), type (outbound, inbound,
T/S), and operational status (LCL, FCL, empties) would have an impact on port
efficiency. To examine the relationship between those exogenous factors and productive
efficiency, we classify terminal DMUs in three (3) groups according to the category of
container mix (size, type and status) and analyse the variations of their efficiency
scores. Because of missing values, different groups have different dataset sizes.

Table 21: Terminal groups by container mix

Group Description Attributes
Proportion Container Data
mix size "’

Group 1 Terminals with high proportion of Inbound >50% Type 105

containers

Terminals with high proportion of Outbound >50% Type 175
Group 2 .

containers
Group 3 Terminals with high proportion of T/S >50% Type 220
Group 4 Terminals with high proportion of FEUs >50% Size 175
Group 5 Terminals with low proportion of FEUs <50% Size 207
Group 6 Terminals with high proportion of Empties >50% Status 126
Group 7 Terminals with high proportion of Full >50% Status 91

containers (FCL & LCL)

. Number of DMU-year

b: Information on container mix proportions is not available throughout the study period.
Moreover, container terminals usually depict different proportions of container mix in each year.
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Although the 50% cut-off proportion is a rather arbitrary classification, the results from
Figure 27 suggest an association between exogenous factors and productive efficiency.
It shows for instance container terminals with high proportions of transhipment, FEU or
empty containers depicting higher efficiency ratings that those with high proportions of
direct and full containers. In Figure 27, the grey box represents the inter-quartile range
of efficiency scores where the median is indicated by the black centre line and the lower
and upper edges of the box are the first and third quartiles, respectively. The extreme
values (minimum and maximum efficiency scores) are represented by the squares at
both ends of the lines which extend beyond the grey box.
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Figure 27: Variation of productive efficiency across container terminal groups
(Based on DEA-BCC-I panel data analysis)

VI.1.2.3  Analysis of terminal efficiency by operating configuration

Earlier in Chapter IV, we described the various operating configurations of container
terminal equipment and handling systems and justified the need to benchmark
container-terminal efficiency in terms of generic operating typologies. In the subsequent
Chapter, we used the configuration approach to define some input variables in particular
for quay crane and yard carne indices. In order to investigate the assumption that each
operating configuration depicts a different production technology, we group terminal
DMUs in terms of distinctive yard handling configurations and analyse potential
differences in their productive efficiencies.

Out of a panel data of 420 DMU-years, 33 terminals (231 DMUs) have operated on a
yard gantry system (RTG and/or RMGQG), 13 terminals (91 DMUs) on a straddle carrier
system (SC), 2 terminals (14 DMUs) on a wheeled system (tractor-chassis), 6 terminals
(42 DMUs) on a hybrid system, and 4 terminals (28 DMUs) on a fully or partially
automated system. The remaining two terminals (14 DMUs) have changed their yard-
stacking configurations during the period of study (alternating system). Table 22 shows
the average efficiency scores for terminal clusters by handling configuration.
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Table 22: Average efficiency by yard handling configuration

: A
Yard handling 2000 2001 2002 2003 2004 2005 2006 o8¢
configuration Efficiency
Yard gantry system 0.548 0576 0674 0731 0751 0770 0802 0.693

Straddle-Carrier system 0.539 0.564 0.619 0.728 0.738 0.757 0.763 0.673

Wheeled system 0.398 0.415 0.425 0.457 0.537 0.593 0.674 0.500
Automated system 0.646 0.780 0.785 0.666 0.705 0.692 0.728 0.715
Hybrid system 0461 0.551 0.650 0.731 0.772 0.754 0.799 0.674
Alternating systems 0.685 0.659 0.641 0.599 0492 0.299 0377 0.536

*: Based on input-oriented DEA-CCR panel data, as we wanted to exclude the effects of scale production.

As shown in table 22, terminals operating on automated systems depict the highest
average efficiency score of 71.5%. Second in the ranking are terminals operating on
yard gantry systems with an average efficiency rating of 69.3%. Terminals operating on
hybrid systems (e.g. RTG/SC system) and those using the straddle carrier system come
next with a similar average rating of 67.3-67.4%. Alternating systems score an average
efficiency rating of only 53.6% while terminals operating on a wheeled (tractor-chassis)
system achieve the lowest average efficiency with a score of 50%.

The box-plot diagram shown in Figure 28 below provides further information on the
dispersion, skewness and potential outliers of efficiency scores yielded by terminal
DMUs of each yard-handling configuration. The results confirm the variations in
production technology between different yard handling configurations and the need to
consider such variations when measuring or benchmarking port performance and efficiency.
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Figure 28: Comparison of efficiency scores by yard handling configuration
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To analyse further the variations in productive efficiency between terminals of different
yard handling configurations, we group terminal DMUs into more distinctive yard
stacking systems namely: the tractor-chassis based system, the RTG based system, the
RMG based system, the straddle carrier-direct (SCD) system, and the straddle carrier-
relay (SCR) system. In this grouping, automated, hybrid and alternating configurations
are being categorised according to their dominant yard stacking systems. We use the
paired-sample #-test to compare the mean efficiency of any two yard-stacking systems at
a time. Ten independent comparisons are carried out and the results are listed in Table
23. The results show six pairs of means with differences at the significance level of 1%
and one more at a level of 5%. This implies that the RTG and the SCD systems yield
higher efficiency levels than the SCR and the RMG systems, with the RTG system
depicting the highest productive efficiency.

Table 23: Paired-sample tests

Paired Differences
s |
cofgraons v S S i G2
Lower  Upper
Pair1 RTG-RMG 0.336 0.288 .0366 0.251 0452 7216 59
Pair2 RTG-Chassis 0.355 0.251 0.334 -0.576 0.125 0.942 59
Pair3 RTG-SCD 0.886 0.231 0.038 -0.167 0.194 2.289 35
Pair4 RTG-SCR 0.243 0.251 0.343 0.159 0.361  7.809 47
Pair5 RMG-Chassis  -0.306 0.418 0.581 -0.317 -0.818 -5.934 59
Pair6 RMG-SCD -0.210 0.257 0.432 -0.317 -.0848 -4.60 35
Pair7 RMG-SCR -0.729 0.274 0.393 -0.178 0.327 -1.879 47
Pair 8 Chassis-SCD 0.986 0.369 0.601 -0661 0216 1.626 35
Pair9 Chassis-SCR 0.270 0.274 0.408 0.126 0419 5808 47
Pair 10 SCD-SCR 0.143 0.206 0.339 0.039 02113 3.898 35

VI.1.2.4  Analysis of terminal efficiency by operating procedures

Both operating policies and work procedures were not included in the initial
benchmarking analysis because they are closely associated with administrative
efficiency and therefore may be considered as micro-indicators for terminal operational
efficiency. Nonetheless, several empirical studies have shown that poor administrative,
procedural, and customs efficiency have a negative impact on port operational
efficiency, which could in turn influence the level of security impacts. This section is
intended for the examination of the relationship between the scope of terminal operating
procedures and possible shifts in productive efficiency. In the second part of this
Chapter, further tests will be undertaken to analyse the relationship between procedural
security and terminal efficiency.

126



In view of the results of the IDEF0 modelling exercise, several control factors relative
to container-port operating procedures may be expressed in terms of key performance
indicators (KPIs) that fit the benchmarking structure of DEA. For instance, the factors
free yard storage time, gate cut-off time, and number of working hours can all be used
as proxies for the yard storage policy, the gate closing time, and the work shift
procedure, respectively. In this section, we focus on the first two factors since all
terminals in the sample operate on a 24-hour working pattern. We also exclude
operating rules and procedures derived from security regulations since the impact of
these factors will be analysed separately in the subsequent sections.

In order to examine the relationship between yard storage policy and terminal
efficiency, we run a further model as a replica of the initial DEA panel data (inter-
temporal) model, with the difference that the variable ‘number of free storage days in
the yard’ features now as an input variable. Since the yard storage policy is believed to
be an explanatory factor, we want to test whether the results are sensitive to it, in other
words whether the inclusion (or exclusion) of this variable is likely to affect efficiency
scores of terminal DMUs. The comparative results of this analysis are depicted in
Figure 29. Full results are reported in Appendix 22.

From Figure 29, similar trend pattern can be detected in both cases, but there is a minor
change in efficiency scores. As compared with the results of the initial DEA model
reported in Appendix 21, the inclusion of the input variable ‘free storage time in the
yard’ leads to a generalised increase of technical efficiency scores for 86 terminal
DMUs, 77 of which have experienced an increase in their efficiency rating by less than
10%. This means that on average, the use of storage policy as an additional input
resource seems to boost operational efficiency but only slightly. Even though, terminals
that adopt a good yard policy seem to benefit the most from efficiency improvement.
For instance, the DMUs SKCT-2003, YICT-2002 and YICT-2005 have all scored the
maximum efficiency rating of 100% when the input variable ‘free storage time in the
yard’ is included, in contrast with respective efficiency scores of 77.7%, 94.5% and
92.6% when the same variable is excluded from the analysis. Further investigations
show that as part of the storage policy in the port of Shenzhen, SKCT and YICT
terminals offer only 12 hours (0.5 days) of free yard storage for both inbound and
outbound containers, the shortest free storage time among all sampled terminals.
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Figure 29: Comparison of average terminal efficiency with and without the input
variable ‘free storage time in the yard’ (Based on CCR-I panel data analysis)

As with yard storage policy, we conduct a similar analysis for gate operating procedures
by running a replica DEA model that includes the variable ‘gate cut-off time before
closing’. Detailed efficiency ratings are listed in Appendix 23 and summarised in Figure
30. The results depict similar trend pattern but there has been a generalised increase of
technical efficiency scores for 65 terminal DMUs after including the input variable ‘gate
cut-off time’. This increase is even less significant (9% on average) than the one
observed when the yard storage policy was included. However, there exist significant
differences between terminals in the sample.
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Figure 30: Average terminal efficiency including the input variable ‘gate cut-off time’
(Based on CCR-I panel data analysis)

An instance of the impacts of operating procedures on terminal efficiency occurs when
gate procedures (gate working hours, cut-off times, etc.) are redefined following a
policy change or a new regulatory requirement. Take for instance Assembly Bill 2650, a
legislation passed by the state of California in the USA in 2002 and enforced in 2003
with the objective of reducing the congestion at US West-coast ports. Assembly Bill
(AB) 2650 imposes a penalty of $250 on container terminals where trucks wait for more
than 30 minutes to enter the gate. To avoid fines, terminals have responded by either
extending gate hours, e.g. to weekend hours, and/or reducing gate closing time by
introducing automated appointment system for truck and railroad companies (Giuliano
and O’Brien, 2007).

Looking at the results in Appendix 23, all sampled terminals belonging to the California
ports (LBPF, LBPT, and YCT) show a general increase of technical efficiency after the
introduction of the new appointment system. Both LBPF and LBCT show a significant
improvement in productive efficiency due to AB 2650, which has followed a period of
low productivity caused by long queues and congestion. A particularly remarkable
upward shift of operational efficiency has been experienced by YCT which has
increased its relative efficiency rating from just above 50% in 2003 to 100% in 2006
(see Figure 31). This leap in productive efficiency has been achieved with no additional
investment in terminal infrastructure or equipment and there is little evidence to suggest
that exogenous factors have caused such a substantial efficiency change. With
everything else being equal, the increase of terminal efficiency can be largely
attributable to procedural changes such as in terms of reducing the gate closing time
following the introduction of the AB 2650 regulation. In fact, YCT has responded to
AB 2650 by changing operating procedures through extending gate working hours and,
in particular, providing a free, automated and same day appointment system. YCT was
indeed the only terminal in the three ports that provided a no-fee appointment system
(Yusen Terminal, 2007).
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Figure 31: Variations in productive efficiency of YCT following changes in gate
closing time policy (Based on CCR-I panel data analysis)

VI.1.3 Analysis of Site-Specific and Network Efficiency

VI.1.3.1

Analysis of site-specific efficiency

Earlier in Chapter IV, we described the configuration of container terminal systems and
the relationship between different operating sites. In particular, we emphasised existing
disproportionate performance and capacity constraints at the level of each terminal site
and the need to integrate them with a view of achieving overall terminal productivity.

Table 24: Site-specific datasets and their corresponding analytical models

Site

Data nature

DMUs Variables Estimation model

Quay
site

Panel

Inputs: Quay site inputs
(maximum draft, LOA, STS crane
index), terminal area, internal
trucks and vehicles

CCR-1/BCC-I
Measure-specific DEA

420

Output: STS crane move/hour

Yard
site

Panel

Inputs: Yard site input (yard
stacking index, yard free storage
time), terminal area, internal
trucks and vehicles

CCR-1/BCC-I

70
Measure-specific DEA

Output: Cargo dwell time

130



To test the assumption of whether disproportionate performance levels exists or not
between terminal sub-systems, efficiency estimates for different terminal sites are
calculated and compared with the efficiency of overall terminal operations. Table 24
depicts the datasets and analytical models used for estimating the efficiency scores for
the quay and yard terminal sites, respectively. We could not however estimate technical
efficiency for the gate site because of prevalent data unavailability on gate input.

The dataset for the quay and yard sites includes input and output variables relative to
each site only, including micro-variables, as well as the input variables associated with
aggregate terminal operations, namely ‘terminal area’ and ° internal trucks and
vehicles’. Unlike for the quay site, technical efficiency for the yard is estimated for 10
terminals only due to missing output data, namely the cargo dwell time. Those terminals
are GCT, HBCT, HGCT, WPCT, PTP, T37, SAGT, JSCT, SPCT, and KCT. Cargo or
container dwell time denotes the average time a container remains in the yard before
being loaded on board a ship (for outbound containers) or dispatched through the gate
(for inbound containers). The datasets for quay and yard sites have both been tested and
validated in the context of DEA. For instance, we use panel data to ensure sufficient
degrees of freedom and report information on dwell time in reciprocal figures to satisfy
the isotonicity requirement. The results for both datasets are reported in Appendices 24
and 25, respectively.

For quay-site operations, the results show that the latter clearly exhibit higher
performance levels than those derived from overall terminal operations with mean
efficiency scores of 75.8% and 67.6%, respectively. However, the analysis of berth
efficiency yielded only 35 efficient units against 45 units found to be efficient when
terminal efficiency is analysed. The comparative results of efficiency estimates for the
terminal and the berth are consecutively depicted in Figure 32.
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Figure 32: Comparison of terminal and quay-site efficiency estimates
(Based on CCR-I panel data analysis of 420 DMUs)

Further analysis shows a low positive correlation coefficient (» = 0.1) between the
efficiency estimates yielded from the two sites. These results, which might be surprising
in their clarity, even hold true in operational and management perspectives. Take for
instance the case of the Hong Kong terminals CT3 and MTL. As shown in Figure 333
below, CT3 has seen its terminal efficiency decreased dramatically despite high levels
of berth productivity. This is because the period following the transfer of ownership
from CSX World Terminals to DP World has been marked by low activity, therefore
resulting in low container throughput. However, this decrease in throughput had no
direct negative impact on STS-crane productivity. For MTL, quay-site operations
constantly record lower efficiency ratings than those of terminal operations but do not
follow the same efficiency trend over time. In particular, berth efficiency tends to
decrease when terminal’s efficiency (and throughput) increases, which may be

indicative of congestion problems during times of high demand.
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Figure 33: Comparison of terminal and berth efficiency estimates for CT3 and MTL
(Based on CCR-I panel data analysis of 420 DMUs)

The examples of CT3 and MTL summarise the findings from the comparative analysis
of berth efficiency against terminal efficiency. Each efficiency/productivity may be an
explanatory factor to the other, but is neither the exhaustive factor nor a sufficient one.

For yard operations, efficiency estimates of yard sites in 10 terminals (70 DMUSs)
generally exhibit lower performance levels than those of aggregate terminal operations,
with average efficiency scores of 66.9% and 87% for the former against 68.5% and
91.6% for the latter when DEA-CCR-I and DEA-BCC-I models are applied,
respectively. The comparative results of efficiency scores are depicted in Figures 34.
Note that none of the DMUs has achieved a 100% efficiency score for yard operations.
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Figure 34: Plotting of efficiency estimates of yard-site operations
(Based on CCR-I panel data analysis of 70 DMUs)

To examine further the impact of sub-system constraints on overall terminal efficiency,
we compare the variations of average efficiency scores over time for quay-site, yard-
site, and terminal operations relative to the 10 terminals mentioned above and for which
detailed and complete data are available. As shown in table 25, yard operations yield
lower levels of productive efficiency compared with both quay-site and terminal
operations.

Table 25: Variation of average efficiency by operating site
(Based on CCR-I panel data analysis of 70 DMUs)

IS);::U/ GCT HBCT HGCT WPCT PTP JSCT SAGT T37 SPCT KCT
Yard 0.740 0.552 0.771 0507 0.730 0.508 0.721 0.764 0.683 0.718
Quay 0.815 0.721 0952 0.586 0.742 0.645 0.871 0.929 0.640 0.774

Terminal 0.952 0.761 0.718 0.734 0.827 0.434 0.729 0.885 0.714 0.809
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Further analysis shows that observed increases by proportionally similar increments in
quay and yard efficiencies, e.g. a 10% increase in quay crane move versus a 10%
decrease in yard dwell time, yield positive but different incremental increases in
terminal efficiency, with the bigger increments in terminal efficiency being the results
of shorter cargo dwell times. These results imply that while several operators advocate
greater performance through higher achievements in berth productivity, the latter does
not necessarily translate into similar levels of productive efficiency for aggregate
terminal operations. In particular, the optimisation and standardisation of quay-site
operations is offset by reported yard-site inefficiencies. These findings are consistent
with recent empirical studies showing that operational bottlenecks in port operations
often occur in the yard (Choi, 2005; Kim et al., 2006; Nang and Hadjiconstantnou,
2008; Le-Griffin, 2008) and that more focus must be placed on yard and land-interface
operations (Bichou, 2005a). They are however at variance with much of the
conventional port literature, which tends to prioritise quay-site productivity over other
aspects of terminal operations (Tongzon, 1995; Liu et al., 2006).

VI.1.3.2  Analysis of network efficiency

The models and tests used in the previous section examined individual efficiencies of
site-specific operations and provided evidence of the existence of disproportionate
performance levels between various terminal sites. However, it stops short at analysing
the efficiency of the network structure resulting from the interplay between these
terminal sites and their operational sub-processes. In the previous Chapter, we
advocated that container terminals would be best modelled as a network of interrelated
sub-systems, but highlighted the difficulty of modelling the network structure of
terminal operations in view of efficiency analysis through DEA. A possible way to
achieving this in the context of security regulations is to specify a supply-chain DEA
model that captures the network technology for either import or export processes.
Because both the CSI and the 24-hour rule target export containers only, one could
specify a DEA model whereby the network technology of container export flows is
modelled as a series of multi-stage supply chain processes (see equation 16 above). In
so doing, a process-stage is captured in terms that correspond to one or a combination of
terminal operating sites, each reflecting the spatial and operational scope of the CSI and
the 24-hour rule, respectively. Due to the limited availability of multi-stage production
data, only 10 terminals (GCT, HBCT, HGCT, WPCT, PTP, T37, SAGT, JSCT, SPCT,
and KCT) are included in the supply-chain DEA model.
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Table 26: Input and output variables for supply chain DEA model

Gate Yard and Quay Network

= Input Output Input Output Input Output

'§ Gate lanes Gate Gate outbound Export TEUs Gate inputs Export TEUs
5 Cut-off time outbound TEUs Yard dwell Yard & Quay Yard dwell
z.b':" TEUs Yard staking index time inputs time

g vard free storage STS crane Gate outbound ~ STS crane
= & move/hr TEUs move/hr

4] STS crane index

Q
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- Gate and Yard Quay Network
,g Input Output Input Output Input Output
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The supply chain DEA efficiency scores listed in Appendix 26 show that although many
observations on site operations (supply chain members) are efficient, only 13 terminal
aggregate (supply chain) performances are efficient, i.e. observations for which all sites
are efficient. These are DMUs CGT-2003, HGCT-2000, HGCT-2003, HGCT-2003,
PTP-2002, PTP-2006, T37-2006, and SPCT-2002 for the CSI network site; and DMUs
CGT-2000, CGT-2003, HGCT-2006, PTP-2001, and T37-2002 for the 24-hour
network. The DMU CGT-2003 is efficient in both models meaning that the export-
oriented operations at CGT in the year 2003 have been efficiently performed at both
site-specific and the export-network levels.

Table 27: Comparative results of average supply chain efficiency scores
(Based on CCR-I panel data analysis of 70 DMUs)

Regulatory Spatial Site 2000 2001 2002 2003 2004 2005 2006
= § Gate 0.885 0.848 0.958 0.863 0.987 0.820 0.741
% Eﬂ Yard and Quay 0.920 0.912 0.908 0.780 0.991 0.830 0.780
g § Network 0.793 0.787 0.871 0.713 0.956 0.788 0.754
g g Gate and Yard 0.899 0.912 0.878 0.794 0.938 0.960 0.890
g ED Quay 0.846 0.823 0.861 0.874 0.998 0.996 0.964
§ § Network 0.853 0.804 0.811 0.699 0.897 0.946 0.856
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Table 27 shows the comparative results of average supply-chain efficiency scores for
terminal DMUs by regulatory spatial cluster. The analysis of DEA supply chain
efficiency provides more insights on the network structure of container terminal
operating systems. The results show that in all cases, a terminal’s network efficiency is
lower than the average efficiency from both sites. For most inefficient terminal DMUs,
we observe that the average value of site efficiency scores is greater than the value of
terminal efficiency score, which indicates that the multi-stage (supply chain) terminal
operating system could achieve more input savings. The scope and extent of input
savings depend on efficiency scores of both site and terminal export operations, and on
how these can be improved to reach best practices.

Consider for instance the productive efficiency for HGCT, which are reported in Table
28 below. The table shows that the DMU HGCT-2006 achieves optimum efficiency for
the 24-hour network while DMUs HGCT-2000, HGCT-2002 and HGCT-2003 achieve
an equally efficient rating for the CSI network. The result also show that for the same
DMU, a process can be efficient while another may be operating inefficiently, which
yields inefficient network operations (see for instance HGCT-2006 under the CSI
network and HGCT-2000 and HGCT-2001 under the 24-hour rule network). In such
cases, operational adjustments must be taken to counterbalance disproportionate
performances between sites. For instance, in order to achieve optimal efficiency for
HGCT-2006 under the CSI configuration, the terminal operator may decide either to
improve the efficiency of the combined yard-quay operations so that it levels up with
that of gate operations; or to slow down the gate-in rate for export containers so that it
matches the production level of the yard-quay operations. When either site is inefficient,
one can select different input/output operating mix but still achieve optimal efficiency.

Table 28: HGCT supply chain (network) efficiency for outbound container flow

CSI spatial configuration 24-hour rule spatial configuration
HGCT Gate Yard & Avgrage Network Gate Yard & Ave.rage Network
Quay efficiency efficiency Quay efficiency efficiency
HGCT-2000 1.000 1.000 1.000 1.000 1.000 0.844 0.922 0.902
HGCT-2001 0.949  1.000 0.975 0.922 1.000 0.761 0.881 0.828
HGCT-2002 1.000 1.000 1.000 1.000 0.977 0.964 0.971 0.917
HGCT-2003 1.000 1.000 1.000 1.000 0.722 0.815 0.769 0.645
HGCT-2004 0.893  0.674 0.784 0.590 0.690 0.820 0.755 0.665
HGCT-2005 0.867 0.760 0.814 0.698 0.754 0.820 0.787 0.719
HGCT-2006 1.000 0.921 0.961 0.885 1.000 1.000 1.000 1.000

The analysis in terms of DEA supply chain efficiency has shown that managing
terminals as integrated operating sites is the best way to achieving aggregate best-
practice performance. In adopting a network approach to container terminal operations,
operators may choose to run their operating terminal sites with varying degrees of
utilisation and service levels in order to optimise the aggregate terminal efficiency.
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V1.2 Productivity Change Analysis

In order to assess efficiency gains or losses stemming from the implementation of the
new security regulations, we apply a stepwise DEA-based Malmquist productivity index
(MPI). Unlike other total factor productivity (TFP) indices, the MPI does not require the
use of input or output price information and, therefore, it can be constructed direct from
DEA. The MPI uses panel data to assess whether there has been an increase or a decline
in TFP of each container terminal, both across time and vis-a-vis other terminals in the
sample. An MPI greater than 1 indicates a positive productivity change while an index
less than 1 indicates a negative productivity change.

Another advantage of the MPI is that total factor productivity change (TFPC) can be
decomposed into various sources of efficiency change such as in terms of a total
technical efficiency change (TEC) component and a technical change (TC) component.
The former captures the catching-up in efficiency while the latter represents the shift in
the frontier technology. TEC can be decomposed further into a pure technical efficiency
change (PEC) component and a scale-efficiency change (SEC) component. This makes
the MPI a particularly attractive technique for assessing productivity changes brought
about by the new security regulations. For a full description of the background and
methodology behind the MPI, see relevant sections in Chapters IV and V.

The approach used in this study is to apply a stepwise Malmquist DEA both on a year-
by-year and on a regulatory-period basis. On the one hand, we estimate the MPI on a
year-by-year basis in order to benchmark the efficiency of aggregate container-terminal
operations between any two successive years and track short-term changes in productive
efficiency. On the other hand, the calculation of MPI by regulatory-runs can track
productivity change before and after the introduction of security regulations and
between terminals that have implemented them and those that have not.

VI.2.1 Multi-Year TFP analysis

The results of the multi-year TFP analysis are presented in Appendix 27. Overall, the
results show that on a year-by-year basis, 110 DMUs have achieved a productivity gain,
249 DMUs have experienced a productivity loss, and only one DMU recording no
change in total factor productivity. There are five outliers, namely LCB1 in 2003-2004
(MPI=2.94), CT3 in 2004-2005 (MPI=3.77), LCIT in 2004-2005 (MPI=2.27), MCT in
2004-2005 (MPI=2.20), and MIT in 2005-2006 (MPI=2.13). When excluding these
outliers, the average total productivity for container terminals in the sample was
regressing for all year-pairs but with varying degrees of efficiency change both across
pairs and between terminals. Table 29 shows the descriptive statistics of the year-by-
year changes in MPI and its sub-categories.
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Table 29: Descriptive statistics of the year-by-year MPI and its sub-categories

Index decomposition
MPI PEC SEC TC
Period | N 60 60 60 60
Mean 0.925 0.985 0.916 1.024
3 Median 0.920 0.998 0.931 1.029
iy Minimum 0.455 0.691 0.550 0.924
S Maximum 1.439 1.006 1.404 1.065
Std. Deviation | 0.149 0.042 0.132 0.034
Mean 0.887 0.988 0.933 0.961
S Median 0.903 1.000 0.968 0.960
o Minimum 0.320 0.860 0.368 0.872
S Maximum 1.305 1.181 1.384 1.084
Std. Deviation | 0.166 0.042 0.168 0.033
Mean 0.944 0.993 0.929 1.011
S Median 0.906 1.000 0.909 0.989
o Minimum 0.399 0.839 0.509 0.842
S Maximum 1.972 1.108 1.604 1.506
Std. Deviation | 0.297 0.041 0.222 0.121
Mean 1.035 1.007 1.011 1.000
S Median 0.937 1.000 0.946 0.983
o Minimum 0.615 0.903 0.644 0.845
S Maximum 2.935 1.288 2.482 1373
Std. Deviation | 0.385 0.067 0.275 0.088
Mean 1.064 1.006 1.037 1.008
g Median 0.951 1.000 0.951 0.996
S Minimum 0.473 0.869 0.483 0.904
S Maximum 3.769 1.287 3.296 1.186
Std. Deviation | 0.462 0.058 0.368 0.066
Mean 0.943 0.999 0.970 0.968
S Median 0.909 1.000 0.967 0.968
o Minimum 0.488 0.910 0.505 0.875
S Maximum 2.128 1.106 1.945 1.090
Std. Deviation | 0.232 0.037 0.197 0.036

The results from Table 29 shows that on average a productivity loss in MPI has been
recorded in all observation periods, except the successive year-pairs of 2003-2004 and
2004-2005 where a slight gain in TFP was recorded. Container terminals in the sample
have experienced minor changes in their pure technical efficiency (PEC) with an almost
flat efficiency trend in each of the periods under study. On the other hand, there has
been a steady improvement in scale efficiency (SEC) from year to year until the period
2005-2006 where a slight decline has been recorded. Finally, the technical change
(TEC) component shows varying productivity change levels between different pairs of
years, with the periods 2001-2002 and 2005-2006 depicting a decline in productivity,
the periods 2000-2001, 2002-2003, and 2004-2005 exhibiting a gain in productivity,
and the period 2003-2004 showing no change in productivity.
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Combining the MPI results from all pairs of years, the variations in average productivity
depicted in Figure 35 suggests that efficiency changes of MPI and its sub-categories do
not all follow similar productivity trends. The Figure shows that there has been an
almost flat trend in average pure efficiency change (PEC) across all observation periods.
On the other hand, both TFP (MPI) and scale efficiency changes seem to follow the
same trend throughout the period from 2002 until 2006, but depict opposing trends in
the period prior to 2002. Finally, technical change (TC) efficiency shows a different
trend against other sources of efficiency.

The results from both Table 29 and Figure 35 confirm the general trend of decreasing
container-terminal efficiency as evidenced by recent congestion problems and a
persistent shortage of global port capacity but there is a visible trend of average
productivity gains after 2004, which was followed by an equally noticeable decline in
2005.
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Figure 35: Average values of MPI and its sources of efficiency on a year-by year basis

The analysis of the relationship between the multi-year MPI and its sub-categories
provides a statistical ground for explaining the changes in TFP through the various
components of efficiency change (see Table 30 and Figure 36 below).
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Table 30: Correlation of the multi-year MPI and its sources of efficiency change

MPI Decomposition

Period

MPI-PEC MPI-SEC MPI-TC
2000-01 0.501 0.957 0.197
2001-02 0.312 0.965 0.123
2002-03 0.491 0.917 0.579
2003-04 0.698 0.972 0.404
2004-05 0.442 0.985 0.330
2005-06 0.707 0.979 0.283

Starting with scale efficiency (SEC), productivity gains achieved from this component
have a stronger impact on the improvement of the overall efficiency of container
terminals, despite many large terminals operating at the size of decreasing returns to
scale (see Appendix 27). The stronger impact of scale efficiency rather than the non-
scale (pure) technical efficiency indicates that the focus from the part of terminal
operators was on achieving operational efficiency through terminal expansion rather
than through the rationalisation of input use. Ports with substantial transhipment traffic
and sizeable demand from large hinterland economies also benefit from the production
scale effects.

For the impact of technical change (TC), the results also show that shifts in the frontier
technology have a statistically meaningful impact on total factor productivity (TFP).
However, the size of the impact from technical change is smaller than the one
emanating from adjustments in port production scales (SEC) and even lesser than the
one from the rationalisation of input factors (PEC). Note that the period prior to the
introduction of port security regulations (2002-2003) has been marked by the highest
impact of technical change on TFP followed by periods of gradual decline of the impact
of technological progress (2003-2004, 2004-2005, and 2005-2006).

Since port security regulations have been introduced in the last two or three years of the
study period, the above findings on TC may shed further light on the impact of
procedural security on operational efficiency. Technological progress is mainly driven
by investment in advanced ICT systems, including tracking and scanning technologies
for terminal security, as well as by investment in modern handling equipment. The fact
that the frontier shift effects have a smaller variance than other sources of efficiency
change indicates that the investment in new technology does not necessarily yield
substantial gains in TFP, at least in the short-run. This explains, at least partly, why
automated systems are not widely used across global ports and terminals. It also
provides further evidence of the compliance culture in the port industry since it suggests
that port operators have been compelled rather than willing to adopt new technologies
and procedural systems for container-port security.
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Figure 36: Correlations between multi-year MPIs and components of TFP
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VI1.2.2 Analysis of MPI by Regulatory Runs

Although the stepwise multi-year MPI is useful for the analysis of short-term changes in
productive efficiency, it does not provide a basis for the analysis of the productivity
change derived from regulatory and policy decisions because the impacts of these
decisions on port operations are likely to take place over the medium and long-term
horizons. In order to track TFP growth with a view of investigating the impacts of
procedural security, we estimate and compare the MPI and its sources of efficiency by
regulatory runs, in other words before and after the introduction of procedural security
and between terminals that have implemented security measures and those that have
not. This approach is used to assess both individual and joint impacts of security, with
the difference that the former focuses on the impact of a specific security measure while
the latter tracks the combined impacts from all security regulations under study.

VI.2.2.1  Analysis of the impact of combined regulatory measures

Appendix 28 shows the productivity growth of MPI and its sources of efficiency for the
periods of 2000-2006, 2000-2004, and 2004-2006, respectively. Descriptive statistics
for each of these regulatory periods are depicted in Table 31 below.

Table 31: Descriptive statistics of the regulatory-run TFP and its sub-categories

Index decomposition

MPI PEC SEC TC

Period N 60 60 60 60
Mean 0.749 0.976 0.778 0.974
S Median 0.716 1.000 0.772 0.919
§ Minimum 0.095 0.730 0.112 0.706
§ Maximum 3.293 1.363 1.596 2.064
Std. Deviation 0.442 0.117 0.311 0.197
Mean 0.769 0.973 0.793 0.996
- Median 0.758 0.994 0.833 0.947
§ Minimum 0.119 0.762 0.135 0.706
§ Maximum 1.997 1.219 1.386 1.886
Std. Deviation 0.315 0.098 0.259 0.183
Mean 0.959 0.998 0.974 0.975
S Median 0.897 1.000 0.989 0.919
§ Minimum 0.498 0.635 0.493 0.724
§ Maximum 3.110 1.363 1.507 2.064
Std. Deviation 0.367 0.089 0.179 0.196
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The results of the regulatory run analysis show that on average total factor productivity
change (TFPC) has been regressing for all observation periods, but with varying degrees
of productivity losses. CT3 in the period 2000-2006 is the only major observed outlier
(MPI=3.29).

Between 2000 and 2006, container terminals in the sample have experienced
deterioration of their total factor productivity by an average of 25.1% (MPI=0.749).
The decomposition of the index indicates that all sources of efficiency have also
decreased with the most noticeable deterioration recorded in average sale efficiency
(SEC=0.778). Furthermore, both pure technical efficiency and technical change
efficiency have recorded nearly flat productivity growth (PEC=0.976, TC=0.974). This
suggests that the decline in TFP in the period 2000-2006 is mainly attributable to the
decline in scale efficiency.

To analyse the changes in total productivity before and after the introduction of security
regulations, we have estimated two additional Malmquist indices each for a different
time-period. The first period spans the years 1 to 5 (between 2000 and 2004) while the
second period spans the years 5 to 7 (between 2004 and 2006). The year 2004 is
selected as the reference point for both periods because many security regulations have
been implemented globally in mid-2004.

The average TFP indexes for both periods show negative productivity changes but only
a minor deterioration of TFP has taken place during the period 2004-2006 (MPI1=0.959)
against a larger deterioration recorded during 2000-2004 (MPI=0.769). Among the sub-
categories of the MPI, the average pure technical efficiency varied slightly between the
two periods, with average PEC values of 0.973 and 0.998 for the periods of 2000-2004
and 2004-2006, respectively. The same can be said for the technical change (TC)
efficiency, with average values of 0.996 and 0.975 for the periods of 2000-2004 and
2004-2006, respectively. Where the difference was most noticeable is in the change in
scale efficiency (SEC) for both periods. The average index of scale efficiency (SEC) has
shown productivity losses in both periods but was markedly higher during the period
following the introduction of security measures (MPI1=0.974) compared with the period
prior to introducing the new security measures (MPI=0.793).

The analysis of the correlation between the regulatory-run MPI and its sub-categories
sheds further light on the trends in productivity change following the introduction of
port security measures. The results, which are reported in both Table 32 and Figure 37
below, suggest that TFP change has been driven mainly by adjustments in scale
production. For the impact of both pure technical change (PEC) and technical change
(TC) efficiencies, the results show that the size of the impact from either efficiency
source on TFP is smaller than that emanating from scale efficiency, with the difference
that PEC has a lesser impact than TC. Further comparison of the correlation results from
the periods before (2000-2004) and after (2004-2006) the introduction of procedural
security shows that the impact of technical change has increased dramatically between
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the two periods at the expense of both pure technical efficiency and scale efficiency
changes. These results suggest that container terminals seem to have benefited
positively from technological investment in security.

Table 32: Correlation of the regulatory run MPI and its sources of efficiency change

MPI Decomposition
Period
MPI-PEC MPI-SEC MPI-TC
2000-06 0.356 0.809 0.539
2000-04 0.435 0.805 0.419
2004-06 0.372 0.729 0.758

Compared with the findings from the multi-year TFP analysis, it seems that the effects
of technological progress are not noticeable in the short run. As outlined in Chapter II,
container ports and terminals have had to invest heavily in technology based security
equipment and systems in order to comply with the new security measures. Examples of
technology investment in security include such aspects as operational infrastructure
(CCTV and surveillance equipment, electrical fences, etc.), network infrastructure
(secure IT data platforms, AMS and other electronic data reporting systems); access
control (biometric devices, optical scanners, smart readers, etc.), and container integrity
(electronic seals, container identity systems, Non-Intrusive Inspection -NNI-
technology, etc.). In addition to the benefits of access certification and fast-lane
treatment, these technologies and others have proven to be less time-consuming for
container handling, inspection, and other ship and cargo processing procedures.
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VI.2.2.2  Analysis of the impact of regulatory-specific measures

The above section reports on TFP change for container terminals in the sample before
and after the introduction of security measures. This approach is primarily undertaken to
assess the joint influence of relevant port security regulations under study (the ISPS
Code, the CSI, and the 24-hour rule). However, not all terminals in the sample are
subject to these regulations nor have they introduced and implemented them at the same
time. To allow for the assessment of the impact of specific-regulatory measures, the
aggregate dataset has been divided into several datasets, each with a corresponding set
of terminals. For each security measure, we exclude from the original dataset the
terminals for which the selected regulation or combination of regulations do not apply.
By comparing the changes in terminal efficiency (MPI) between terminals that have
implemented certain security measures and those that have not, it is possible to make
inferences on the impacts of specific security regulations. Table 33 depicts the datasets
utilised for each regulation or combination of regulations. Note that due to the
unavailability of detailed and reliable data, the scope of efficiency analysis for some
security regulations is limited to few terminals in the sample.

Table 33: Regulatory-specific datasets for the analysis of productivity change

Groups/ Datasets Terminals

24-hour rule 51 terminals:

Foreign (non-US) terminals with Sample terminals excluding YCT, LBPF, LBPT, PNTC,
substantial UsS export traffic QQCT, TOCT, XNWT, JSCT, INCT

throughout the period 2004-2006

Non 24-hour rule 9 terminals:

Foreign (non-US) terminals with little YCT, LBPF, LBPT, PNTC, QQCT, TOCT, XNWT, JSCT,
export traffic to the USA, plus US INCT

terminals in the sample.

CSI 36 terminals:
US terminals and CSI foreign (non- CT3, TES, MTL, HIT, GCT, HBCT, PECT, HGCT, UCT,
US) participant terminals as of ECTD, MDCT, YCT, BCT, TTC, CTH, LBPF, LBPT, NPCT,

30/12/2004 WPCT, PNTC, PTP, NP, TP, NCB, LCIT, LCB1, CTB, NSCT,
AMCT, MCT, DCT, RSCT, TPCT, VCT, VT, LSCT
Non CSI 24 terminals:

SCT, SKCT, YICT, JACT, PRCT, QQCT, TOCT, XNWT,
MICT, JSCT, INCT, NSICT, SAGT, MPE, T37, TT, SPCT,
ACT, SACT, KCT, CCT, MIT, PQIT, ACT.

Both 24 hour rule and CSI 32 terminals:
Terminals which, as of 30/12/04, are CSI Cluster excluding US terminals in the sample (YCT,
subject to both the 24-hr rule and CSI LBPF, LBPT, PNCT)

ISPS only (neither 24 hr rule nor CSI) 5 terminals:

Terminals which are subject neither QQCT, TOCT, XNWT, JSCT, and INCT
to the 24-hour rule nor to the CSI

throughout the study period
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A. Impact of the ISPS Code

Unlike the CSI or the 24-hour rule, the ISPS Code is a compulsory regulation with
which all container ports and terminals have had to comply. The ISPS Code entered into
force globally in July 2004 but many ports have implemented it several months earlier.
Thus, it would be reasonable to consider 2004 as the year of ISPS introduction. As
shown in the previous section, the comparative change in terminal efficiency after 2004
shows a slight decline of average TFP by -0.04% (MPI=0.963). This almost flat
productivity growth reflects the combined influence of various factors, including those
stemming from security regulations other than the ISPS Code.

One way to assess the individual impacts of the ISPS Code is to track TFP change of
terminals that have implemented the ISPS Code only, in other words those that have
been subject neither to the 24-hour rule nor to the CSI during the observation period.
Table 34 reports the scores of MPI and its sub-categories for the five container terminals
under this group.

Table 34: MPI and its sources of efficiency for terminals complying with the ISPS only

Terminals 2000-2004 2004-2006
MPI PEC SEC TC MPI PEC SEC TC

QQCT 0.507 1.151 0.454 0.970 0.649 0.888 0.851 0.859
TOCT 0.320 0.957 0.316 1.057 0.902 0.992 0.849 1.070
XNWT 0.671 1.000 0.610 1.100 0.922 1.000 0.965 0.955
JSCT 0.924 1.017 0.990 0.918 0.892 1.040 0.965 0.888
INCT 0.119 0.956 0.135 0.919 0.737 0.923 0.825 0.968
Average 0.508 1.016 0.501 0.993 0.820 0.969 0.891 0.948

Despite the differences in MPI scores, certain common trends among the sources of
efficiency change are worth underlying. First, the pure efficiency (PEC) component in
the post-ISPS period shows either a regressing or slightly constant productivity change
across the five terminals compared with a general trend of productivity gains in the pre-
ISPS period. Second, all the five terminals show a significant improvement in their SEC
component during the period following the introduction of the ISPS Code. Note the
extremely low SEC score of JNCT in the period 2000-04 due to the over-capacity
created during that period. Last, the results of the TC efficiency component show
varying levels of technological productivity changes between terminals despite a
general downward trend in both periods.

If we exclude the impacts of scale efficiency, which are closely related to production
scales and investments in long-term port capacity, the above results confirm the findings
from previous studies on the ISPS Code execution and impact. As first pointed out by
Bichou (2004) and later confirmed by Bosk (2006) and Kruk & Donner (2008), the
ISPS Code provides general provisions on security requirements in ports but does not
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prescribe detailed instructions on how to comply with them. This situation has led to
different interpretations of the Code, including investment requirements in security
equipment and technology. For instance, the Port Facility Security Officer (PFSO)
provision does not indicate whether it is a sole dedicated position or just an added
responsibility to an existing function. Ports and port operators may therefore interpret
this requirement differently, hence resulting in variable cost and investment-decision
models. Furthermore, many of the provisions of the ISPS Code (fences, CCTV cameras,
access control procedures, etc.) have already been put in practice by several global ports
and terminals well before 2004. Therefore, it would be difficult to assess the gains or
losses in TFP due to the ISPS Code on a global scale given that each port or terminal in
the sample may have implemented the Code differently or may have already been in
conformity with part or most of the provisions of the Code even before its introduction.

B. Impact of the 24-hour rule

The 24-hour rule requires shipping lines to report detailed information on container-
cargo bound to the USA at least 24 hours prior to loading at a foreign port. Therefore,
only foreign terminals with substantial direct export traffic to the USA have been
included in the 24-hour rule dataset.

Table 35 presents the difference in terminal efficiency (MPI) between the 24-hour rule
group terminals and the Non-24-hour rule terminals in the sample. From 2004 to 2006,
the 24-hour rule group of terminals have on average a lower MPI than the Non-24-hour
rule terminals. The group means are statistically different at 9.5% level based on
ANOVA (F = 0296, p = 0.02). Both technical and scale efficiencies show lower
productivity changes for the 24-hour rule group compared with the Non-24-hour rule
group, with pure technical efficiency (PEC) registering positive productivity gains for
the latter group of terminals. For technical change, productivity gains have been
recorded for both groups with a slightly larger gain for the 24-hour rule group than the
TC efficiency gain achieved by the Non 24-hour rule group.
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Table 35: MPI and its sources of efficiency for the 24-hour rule and the Non-24 hour
rule terminals during the period 2004-2006

Index éiglr:;nal N Mean ]S)tg\.;ia tion Minimum Maximum
24-hr rule 9 0.841 0.083 0.762 0.986
MPI No 24-hr rule 51 0.996 0.244 0.525 1.664
Total 60 0.974 0.237 0.525 1.664
24-hr rule 9 0.925 0.107 0.719 1.007
PEC No 24-hr rule 51 1.010 0.078 0.890 1.386
Total 60 0.990 0.107 0.512 1.386
24-hr rule 9 0.794 0.124 0.636 1.048
SEC No 24-hr rule 51 0.941 0.204 0.394 1.656
Total 60 0.928 0.203 0.394 1.656
24-hr rule 9 1.169 0.159 0.939 1.348
TC No 24-hr rule 51 1.054 0.122 0.838 1.330
Total 60 1.072 0.130 0.838 1.348

A possible explanation of the above results lies in the requirements and the nature of the
new cargo information system introduced by the 24-hour rule:

»  First, the requirement under the Rule on ocean carriers to submit detailed cargo
information to the US authorities 24 hours prior to loading have resulted in shipping
lines declining late shipments and requiring from agents and forwarders to submit
details of their US-bound cargo during early booking and well in advance of cargo
loading. Shippers had then to adjust their production, logistics and distribution
processes accordingly including sending their US bound containers to ports either well
in advance of ship arrival or just before gate cut-off time. The first strategy is used for
mass-production processes such as assemble-to-order (ATO) and make-to-stock (MTS)
whereby cargo shipments are stocked and/or assembled in ports benefiting, inter-alia,
from generous policies of yard free-storage and gate closing times. The second strategy
is used when exporters operate minimum in-process inventory through just-in-time
(JIT) logistics whereby planning processes for cargo shipment are synchronised with the
timetable of ship’s arrival and departure. The constraints put by shippers and forwarders
on the 24-hour rule group of terminals would, in either case, lead to increased
congestion and cargo dwell time, which can be assimilated to the recorded productivity
losses in pure technical efficiency (PEC).

»  Another possible cause of observed productivity losses in pure technical
efficiency change is the requirement by the 24-hour rule of detailed cargo descriptions,
which can lead to a number of data and operational errors, particularly for LCL (Less
than Container Load) and combined cargo shipments. A sample of potential errors that
might occur in the course of implementing the 24-hour rule requirement is depicted in
Table 36.
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Table 36: Potential errors in implementing the 24-hour rule (from Bichou et al., 2007a)

Functional department Potential errors
- Flagging the CSI cargo in business information system
Marketing - Booking data quality

- Booking Confirmation to shipper

- CSI cut-off time

- Manifest data quality

- Transmission of manifest data to AMS timely

Administration .
(documentation and - Handling amendment
data handling) - Bill of Lading issuance to shipper
& - Rating the shipment
- Billing the CSI fee and amendment fee
- Release of empty container
Operations - Coordination with operators and local customs for cargo inspection

- Ship planning

»  Regarding efficiency gains from technical change (TC), the shift from paper-
based to electronic submission of cargo manifests through AMS (Automated Manifest
System) have allowed for pre-screening and deliberate targeting of ‘suspected’
containers, hence yielding a more effective cargo clearing procedure than the traditional
approach of random physical inspections. The benefits of AMS and advanced cargo
information systems under the 24-hour rule can be assimilated to the efficiency gains in
technological progress (TC) achieved by the 24-hour rule group of terminals.

»  Finally, an indirect but adverse consequence of the 24-hour rule is the potential
disturbance to ship schedules and stability due to logistics redundancies (cargo delay,
increases in dwell-time, congestion problems, etc.) that might be caused by the Rule.
Unexpected delays and perturbations often take place in the shipping industry due to
various reasons but in the context of liner shipping, i.e. ships plying regular services
along a fixed route (or string) of ports; the rate at which containers arrive at and leave
the port is a major factor affecting the stability of ship’s schedule. If, because of the 24-
hour rule, containers take longer to load say at the first port of call, then one could
assume larger extension of ship’s arrival headways to take place at subsequent ports of
call. The problem of ship bunching, i.e. ships leaving a port prior to the scheduled time
to catch up with the schedule of the next port of call, has been empirically investigated
by Bell & Bichou (2008) and Bichou (2008). In the context of the 24-hour rule, ship
bunching would occur more frequently because of several redundancies stemming from
the implementation of the Rule. For a given port, the extent of the derived impact from
ship bunching and delay depends on how tight the schedules are and on the position of
the port in the shipping string. If located in a downstream position in the string, the port
would bear the accumulation of ship bunching in former ports and must either increase
its efficiency to absorb this delay or face the risk of lower traffic volumes and the
possibility of footloose relocations from the part of shipping lines.
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Kingston Container Terminal (KCT) in Jamaica is a case in point in this regard.
Kingston’s shipping position as a ‘last-out’ offshore transhipment terminal bound to US
ports makes it particularly vulnerable to ship bunching. In the awake of the 24-hour rule
in 2003, the effects of delays caused by other ports in the region (see Figure 39 below)
have been particularly detrimental to KCT with immediate effect on ship scheduling and
berth occupancy, and far reaching consequences on terminal operations. For the three
years following the introduction of the Rule, there has been a 26% average increase of
cargo dwell-time and a similar increase (24%) of delays in cargo clearance. The
comparative results of TFP change between the periods before and after the introduction
of the 24-hour rule confirm the effect of ship bunching on KCT efficiency. As shown in
Figure 38, KCT has experienced a further deterioration in its technical efficiency after
the introduction of the 24-hour rule despite a productivity improvement in technical
change and an almost flat growth in scale productivity.
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Figure 38: MPI and its sources of efficiency for KCT before and after the introduction
of the 24-hour rule
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Figure 39: Container shipping routes in the port of Kingston (Jamaica) in 2006
(from McCalla, 2008)

C. Impact of the CSI

As with the 24-hour rule, the CSI only applies to container ports with significant direct
export traffic to the USA and with which the US authorities have entered into bilateral
agreement allowing the deployment of CBP customs officers in order to screen and
inspect high-risk export containers to the USA. However, while the 24-hour rule only
influences port operations indirectly, the implementation of the CSI directly results into
an increase in the rate of inspection of export containers bound to the USA.

Table 37 compares the changes in terminal efficiency (MPI) between CSI and non-CSI
terminals. From 2004 to 2006, the CSI group of terminals have on average experienced
a gain in total factor productivity (MPI=1.037) against a loss in TFP experienced by the
non-CSI terminals (MPI=0.866). The group means are statistically different at 4.85%
level based on ANOVA (F = 2.62, p = 0.05). In a similar vein, CSI terminals show a
gain in pure technical efficiency change (PEC) compared with a productivity loss for
the non-CSI terminals. For the scale efficiency change, both groups of terminals show
on average a decline in their scale efficiency with the non-CSI terminals depicting the
worse results. Finally, both groups have experienced a gain in their technical change
component, with the difference that the CSI group has experienced a slightly lower
productivity change than the non-CSI group.
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Table 37: MPI and its sources of efficiency for the CSI and the non-CSI terminals
during the period 2004-2006

Index "(l"}er:f)rl?ri)nal N Mean ]S)t:\l]lg?irgn Minimum Maximum
CSI 38 1.037 0.232 0.698 1.664
MPI No CSI 19 0.866 0.220 0.525 1.515
Total 57 0.980 0.241 0.525 1.664
CSI 38 1.013 0.090 0.890 1.386
PEC No CSI 19 0.957 0.121 0.512 1.046
Total 57 0.994 0.104 0.512 1.386
CSI 38 0.982 0.178 0.687 1.656
SEC No CSI 19 0.854 0.223 0.394 1.285
Total 57 0.939 0.201 0.394 1.656
CSI 38 1.044 0.116 0.838 1.307
TC No CSI 19 1.084 0.117 0.938 1.330
Total 57 1.057 0.117 0.838 1.330

A comparative examination of the findings of the TFP analysis relative to the 24-hour
rule group against those of the TFP analysis of the CSI group shows contradictory
results. Where the 24-hour rule group experiences a decline in efficiency change,
namely MPI, PEC and SEC (compared with the Non-24 hour group), the CSI group
enjoys gains in productivity change (compared with the Non-CSI group). Even where
both groups simultaneously experience a gain in productivity change, namely in TC, the
direction of the effect differs from one group to another (an upward trend for the 24-
hour rule group versus a downward trend for the CSI group). These results, which might
be surprising in their discrepancy, even hold true in an operational perspective as they
reflect the functioning of the US system of procedural security for inbound containers.

Figure 40 describes the US CBP screening process for inbound container cargo and
provides a basis for understanding the variations of TFP change and its sources of
efficiency between the two regulatory groups. In their quest to pre-screen and
deliberately target high-risk containers, the US customs authorities use advanced and
automated cargo information through the 24-hour rule electronic reporting system in
order to identify and later inspect, through the CSI, all suspected cargo in foreign ports
before departure to the USA. Therefore, containers that have been pre-screened and
approved through the 24-hour rule would enjoy a fast lane treatment from the CSI
agents. As a result, one would expect higher levels of operational efficiency during the
CSI process of targeting and inspection than during the 24-hour rule process of data
processing and risk analysis. In a similar vein, one would expect higher efficiency gains
in technological progress (TC) under the 24-hour rule due to better technology and ICT
systems (e.g. electronic data submission through AMS) than under the CSI, the latter
still relying on traditional but targeted physical inspection.
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ACS: Automated Commercial System, AMS: Automated Manifest System, ATS: Automated Targeting System,
NTC: National Targeting Centre, ATU: Advance Targeting Units.

Figure 40: The US screening process combining actions from both the 24-hour rule
and the CSI (Adapted by the author from Hercules, 2006)

To examine further the differences between various regulatory groups, a non-parametric
test (Mann-Whitney-U-test) is used. The method is based on the ranking of data to test
whether two samples of observations come from the same distribution (Mann and
Whitney, 1947). We refer to the three main regulatory groups used in this study to test
three (null) hypotheses:

1. The CSI group exhibits a similar TFP change to that of the non-CSI group,

2. The 24-hour rule group exhibits a similar TFP change to that of the Non-24-hr rule
group,

3. Terminals that are subject to the ISPS Code only (i.e. neither CSI nor 24-hour rule
Group) depict a similar TFP change to that experienced by terminals complying with
both the ISPS Code and other security regulations under study.

Table 38 presents the results on the statistical differences between TFP indices of
various regulatory groups. The null hypothesis at a 5% significance level was accepted
for both Hypothesis 3 and rejected for hypotheses 1 and 2. The results confirm the
findings from previous analysis.
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Table 38: Results of the Mann-Whitney U test on regulatory groups

Mean Value Non-parametric statistical index
ISP 1 A toti
ISPS (ie:h(e)i1 (}IISI nor All other Mann- Z si;illlilfl'li:n::ce
(2004-006) 24-hour rule) Terminals Whitney U (2-tailed)
MPI 0.820 0.986 138 -0.703 0.424
PEC 0.969 0.995 192 -1.68 0.10%*
SEC 0.891 0.935 165 -3.219 0.129%*
TC 0.948 1.072 129.5 -1.662 0.096*
A toti
24-hr rule 24-hour rule Non-24 hour Mann- .syr’np one
2004-06) terminals rule terminals | Whitney U z significance
( (2-tailed)
MPI 0.841 0.996 213 -0.812 0.493
PEC 0.925 1.010 113.5 -1.65 0.92%*
SEC 0.794 0.941 150 -2.30 0.039%*
TC 1.169 1.054 183 -1.612 0.103*
CSI CSI terminals Non CSI Mann- Z ::;Illflii:)r?cce:
- terminal hit
(2004-006) erminals Whitney U (2-tailed)
MPI 1.037 0.866 206 -1.95 0.560
PEC 1.013 0.957 155 -2.15 0.010%*
SEC 0.982 0.854 125 -2.44 0.219**
TC 1.044 1.084 213.5 -1.626 0.016**

*: 5% significance level, **: 10% significance level
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CHAPTER VII:
CONCLUSIONS AND RECOMMENDATIONS

The events and aftermaths of 11 September 2001 have not only prompted a new
regulatory framework for port and maritime security but also triggered a fundamental
shift in the way procedural security is being managed and operated at container ports
and terminals. The port and maritime industry, in its wider definition, has come from a
compliance culture where fragmented thinking has been the norm rather than the
exception. For many years, the international port community has solely responded to the
crude influence of internal commercial pressures whereby security was only considered
during times of huge claims and insurance premiums, or because of wars and political
conflicts. With the growing pressure from external regulatory sources, container ports
and terminals in the world have had to integrate the security element into both their
management and operational procedures. Nevertheless, while the new security
provisions are becoming widely accepted and implemented, the efficiency costs and
benefits of the new regulatory regime are yet to be examined in the context of container
port and terminal operations. This research attempts to study and analyse the impact of
security regulations on the operational efficiency of container ports and terminals. As
far as we are aware, and at the time of submitting this thesis, this research is the first
study that attempts to measure empirically the ex-post impact of procedural security on
container port efficiency.

This concluding chapter brings together the various discussions and analytical results
from previous chapters with a view to providing a comprehensive summary of findings
and outlining the relationship between operational efficiency and procedural security. In
particular, the chapter highlights the lessons learnt from implementing security so that
terminal working and operating procedures can be redesigned towards improving
efficiency and achieving best-class operational benchmarks. We also introduce a
generic model for assessing the cost-benefit of security investment using the
frameworks and methods applied in previous chapters. The model allows ports to
measure the gap between security performance and the regulatory efficiency frontier
and can help terminal operators select the appropriate regulatory bundle for secure and
efficient operations.

VII.1 Research Summary

The approach and progression used in this thesis highlight a number of issues related to
container-port efficiency and procedural security. Chapter 1 presented the general
background and scope of the thesis and defined the research problem and objectives of
the study.
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In Chapter II, we first described the regulatory framework of port and maritime security
with a particular focus on the programmes targeted at container-port security, namely
the ISPS Code, the Container Security Initiative (CSI), and the 24-hour Advance Vessel
Manifest Rule (the 24-hour rule). We then reviewed the literature on cost and
operational impact of security. The review has shown that much of the literature on the
subject has focused on the computation of the cost of compliance of the measures in
place and on their ex-ante economic evaluation. Furthermore, published work on the
subject mostly applies either economic impact analysis or simulation-based modelling.
However, neither approach has been found appropriate for conducting an empirical
assessment of the impacts of procedural security on container-port efficiency and
benchmarking.

Chapter III provided a comprehensive review of the literature on port efficiency and
performance benchmarking. The literature on the subject was grouped into four broad
categories namely economic-impact studies, performance metrics and productivity
index methods, the frontier analysis, and process approaches. For each category, we
reviewed the main techniques being used and their applications in port operations and
management. We noticed the increasing popularity of frontier applications in port
benchmarking studies and highlighted the shortcomings of the two main frontier
techniques used to assess port efficiency, namely the stochastic frontier analysis (SFA)
and the data envelopment analysis (DEA). The Chapter concluded with a discussion on
the core differences underlying the problematical issues relative to the subject of
performance benchmarking and its applications in ports and terminals.

In attempting to design a viable research approach and methodology, Chapter IV set out
a framework that links theory with port practice. We started by reviewing container-port
configurations, handling systems and terminal procedures and exploring the factors that
are within and beyond the control of terminal management. By describing the
configuration typologies and technology variations in container-terminal handling
systems and operating procedures, we demonstrated why such aspects must be taken
into consideration in the context of the analysis of productive efficiency and procedural
security. The design of the research methodology proceeded from this by defining the
main research questions and selecting the appropriate analytical techniques for this
study, namely the Integration Definition Model 0 (IDEFO0) for prescriptive modelling
and process mapping, the data envelopment analysis (DEA) for efficiency measurement
and performance benchmarking, and the Malmquist productivity index (MPI) for
productivity change analysis. A research framework was designed so that various
research components are linked and integrated through a logical chain of influence and
relationships.

Chapter V set out to formalise the analytical models and techniques selected for this
research. We first built up the IDEFO modelling structure for container terminal
operations, and then specified three IDEF0 models for import, export, and transhipment
flows, respectively. Based on the results of the IDEFO modelling exercise, we then
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formalised several DEA models, in particular a DEA supply chain model, which is
believed to capture the network structure of container terminal operations. In a similar
vein, we specified the MPI and its sub-categories with a view to assessing productivity
change analysis. Finally, we defined the sampling frame and variable selection for this
study and described the sources and methods of data collection. Both the aggregate and
specific datasets selected for this study were validated and tested in view of DEA.

In Chapter VI, we presented the findings and results of the research. The approach
adopted in Chapter VI was to present and interpret the empirical results by type of
analysis and research problem in order to emphasise the findings from both the
benchmarking exercise and the productivity change analysis. First, we presented the
results of the benchmarking analysis under constant technology using both
contemporaneous and inter-temporal DEA models. Assuming a stationary frontier, both
models provide a snapshot of productive efficiency under different dataset sizes and
time observations. This proved useful for comparing the results of alternative DEA
models (input orientation versus output orientation, constant returns to scale versus
variable returns to scale) and testing a number of hypotheses that were implied from the
operational assumptions discussed in previous chapters. In particular, four operational
hypotheses have been tested: the relationship between scale efficiency and incremental
port investment, the extent of the impact of exogenous factors on terminal’s productive
efficiency, the relationship between productive efficiency and terminal handling
configuration, and the relationship between productive efficiency and terminal operating
procedures. We also used both contemporaneous and inter-temporal DEA models to
analyse site-specific and network efficiencies. The purpose of this analysis was to test
whether disproportionate performance levels exists or not between terminal sites and
sub-systems (mainly the quay and yard sites), and how these sub-systems influence the
efficiency of both aggregate and network terminal operations.

In the second part of Chapter VI, we presented the results of the productivity change
analysis for both the multi-year and regulatory-run models. For the former, the results of
the year-by-year MPI analysis were tested and discussed with a view of tracking short-
term changes in productive efficiency both for total factor productivity (TFP) change
and for its three main components or sources of efficiency, namely the pure technical
efficiency change (PEC), the scale efficiency change (SEC), and the technical change
(TC). For the latter, the results of the regulatory period MPI analysis were tested and
compared with a view of tracking changes in productive efficiency before and after the
introduction of procedural security and between terminals that have implemented
security measures and those that have not. The results of the productivity change
impacts from both the combined and individual security regulations were presented and
fully discussed, in particular those related to the productivity impacts of the ISPS Code,
the 24-hour rule, and the CSI.

This final Chapter, Chapter VII, provides a summary of the research findings and
revisits both the assumptions and perspectives of the research in order to highlight the
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value and achievements of this thesis as well as identify its gaps and limitations. The
Chapter concludes with a series of recommendations on the way forward for future
research. It also builds on the frameworks and methods applied in the thesis to introduce
a generic model for assessing the cost-benefit of security investment.

VII.2 Research Findings, Achievements, and Limitations

VIL.2.1 Research Objectives and Propositions Revisited

As pointed out in the first sections of this thesis, this research seeks to assess and
analyse the ex-post impacts of procedural security, stemming from the requirements of
the new port security regulations, on the productive efficiency and performance
benchmarking of container terminal operations. The main research question for this
study has been formulated as follows:

‘What is the impact, in terms of productivity gains or losses, of procedural
security on the efficiency of container terminal operations?’

In trying to answer the above question, three issues were identified:

- What is the operational and procedural scope of port security programmes?

« How can container-port operational efficiency be measured and benchmarked?

« How can we measure and quantify the impact of procedural security?

To direct the problem more precisely, there was a methodological difficulty in linking
procedural security with port efficiency and benchmarking. To resolve this, we adopted
an integrative approach that incorporates within a logical framework of analysis
measures and techniques for benchmarking container terminal efficiency with tools for

assessing procedural port security. There were three ultimate research objectives:

1. Construct and apply an analytical model for measuring and benchmarking the
operational efficiency of international container-terminal operations,

2. Assess and analyse the ex-post procedural impacts of port security measures on
container terminal operational efficiency, and

3. Identify and incorporate the variations in container-port operating sites, production
technologies and handling configurations in the benchmarking exercise as well as in
the analytical process for the purpose of port’s functional modelling and assessment
of security scope and impacts.
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VIIL.2.2 Research Findings and Achievements

Being the first empirical work that investigates the ex-post impact of procedural
security on container terminal efficiency, this study achieves both originality and
exclusivity. The study also incorporates the variations in equipment technology,
handling configurations and operating procedures in an attempt to narrow the gap
between port theory and practice. Furthermore, this research applies a rare combination
of prescriptive modelling methods, analytical benchmarking models, and productivity
change analysis techniques so as to link procedural security with container-port
efficiency and benchmarking. Last, but not least, the research tests a number of
operational hypotheses and applies alternative DEA models in order to investigate
aggregate, site-specific, and network efficiency of container terminal operations. In this
respect, this study can be quoted as being the first work that applies a supply chain DEA
model to container port and terminal operations.

Following the analysis of the interplay between container-terminal efficiency and
procedural port security, the main research findings for this study can be summarised as
follows:

A. The number of container terminal DMUs identified as efficient in both the inter-
temporal and contemporaneous models accounts for 10.5% and 15% of the total when
the DEA-CCR model is applied against 22.1% and 38.3% of the total when the DEA-
BCC model is applied, respectively. This suggests that the sample is dominated by
inefficient terminal DMUs.

B. The analysis in terms of comparative efficiency scores of container terminals in the
sample reveal that on average a considerable proportion of inputs were wasted in the
global container terminal industry throughout the observation period from 2000 to 2006.
The analysis also shows that the more efficient terminals tend to have less relative
variability over time than the less efficient terminals. These findings are at variance with
those of the mainstream port benchmarking literature. We believe that this is due to the
sampling procedure used in most port benchmarking studies where DMUs are usually
selected from top-ranked ports in terms of throughput or from ports located within the
same country or region.

C. The analysis of the relationship between scale of production and operational
efficiency reveals that a large proportion of terminals exhibit increasing returns to scale
properties, which asserts that the container terminal industry clearly depicts a VRS
production technology. The analysis also shows that the larger terminals and those
investing in new facilities tend to depict decreasing returns to scale. Further analysis of
two cases studies (LCB1 and LCIT terminals in Laem Chabang) and other terminals
having started their operations in the year 2000 confirms the high correlation between
incremental increases in port investment and the variations in productive efficiency, and
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concludes that a full utilisation of port capacity is detrimental to port efficiency in the
medium and long runs.

D. The relationship between productive efficiency and the proportion of cargo mix
shows that market differences have a direct effect on terminal efficiency. Terminals
with high proportion of transhipment, FEU, and/or empty containers tend to yield
higher efficiency scores than their other counterparts. This suggests that both exogenous
factors and the nature of the market served can have a significant effect on terminal’s
efficiency ranking, even for terminals with similar levels of operational efficiency.

Operating configurations also have a direct impact on terminal efficiency. Terminals
operating on automated systems tend to depict the highest efficiency ratings (71.8%),
followed by terminals operating on yard gantry systems (69.3%), then those operating
on hybrid (67.4%) and straddle carrier (67.3%) systems. Terminals operating on the
wheeled or tractor-chassis system tend to achieve the lowest efficiency rating (0.50%).
Further analysis using the paired-sample tests show that the RTG and the SCD systems
yield higher efficiency levels than the SCR and the RMG systems, with the RTG system
depicting the highest productive efficiency.

E. In a similar vein, operating policies and work procedures were also found to have
an influence on productive efficiency. In particular, the yard storage policy and the gate
operating procedure seem to have, each, a direct impact on terminal’s efficiency.
Further analysis has shown that a simple change in a terminal’s working procedures,
such as the implementation of a new appointment system in the case of YCT, can
sometimes yield a significant improvement in its productive efficiency.

F. The analysis of site-specific efficiency shows that quay-site operations tend to
exhibit higher performance levels than aggregate terminal operations. Conversely, yard
operations tend to yield lower efficiency ratings (68.5%) than those yielded by
aggregate terminal operations (91.6%) when DEA-BCC-I models are applied. Even
though, there was a low correlation between berth efficiency and terminal efficiency.
This is because STS-crane move per hour and other micro-performance indicators for
the quay site tend to be independent from throughput figures and other macro
performance indicators for terminal operations. The analysis also shows that cargo
dwell time and yard operations are the most critical processes in container terminal
efficiency.

G. The analysis of network efficiency confirms the above findings in that container
terminals exhibit disproportionate performance levels between terminal sites and sub-
systems. By applying a DEA supply chain model on terminal export processes, further
insight was shed on the network structure of terminal operating systems and on how to
manage them efficiently. For instance, in order to counterbalance disproportionate
performance levels between terminal sites, appropriate adjustments can be taken by
either accelerating or decelerating the rate of container handling at the relevant site.
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H. For the productivity change analysis, the stepwise multi-year Malmquist DEA
confirms the general trend of decreasing container-terminal efficiency (249 DMUs have
experienced a productivity loss out of a total of 420) but there is a visible trend of
average productivity gains after 2004, immediately followed by an equally noticeable
decline in 2005. The year-by-year MPI has shown that on average container terminals in
the sample have incurred productivity losses in the periods 2000-2001, 2001-2002,
2002-2003, and 2005-2006 against productivity gains experienced in the two successive
periods of 2003-2004 and 2004-2005.

I. The analysis of the efficiency changes in MPI sub-categories has revealed an
almost flat trend in average pure efficiency change (PEC) throughout the observation
periods, against an increasing trend in average scale efficiency change (SEC). Further
analysis of the relationship between MPI and its sub-categories shows a stronger impact
of scale efficiency compared with the non-scale (pure) technical efficiency, which
suggests that the focus from the part of terminal operators was on achieving operational
efficiency through terminal expansion rather than through the rationalisation of input
use. The analysis of the impact of technical change (TC) provided first insights on the
shifts in the frontier technology and on the impact of the technological progress
following the introduction of security regulations.

J.  When analysing productivity change by regulatory runs, the results show regressing
average total factor productivity change (TFPC) for all observation periods, but with
varying degrees of productivity losses. In particular, container terminals in the sample
have experienced a larger deterioration of their average total factor productivity in the
period following the introduction of security measures (2004-2006, MP1=0.959) than in
the period prior to the introduction of security measures (2000-2004, MPI=0.769).

K. The analysis of the correlation between the regulatory-run MPI and its sub-
categories suggests that TFP change has been driven mainly by adjustments in port
production scales. Further comparison of the correlation results from the periods before
and after the introduction of procedural security shows that the impact of technical
change (TC) has increased dramatically between the two periods at the expense of both
pure technical efficiency (PEC) and scale efficiency changes (SEC). These results
suggest that container terminals in the sample have benefited positively from
technological investment in security following the introduction of the new measures.

L. The analysis of regulatory-specific MPI has shown that for the impact of the ISPS
Code, no clear trend of productivity change can be traced among container terminals in
the sample. This is largely due to the confusion in the ISPS Code interpretation and
execution, including for investment requirements in security equipment and technology.
For the impact of the 24-hour rule, the analysis has shown that container terminals
complying with the 24-hour rule have experienced a loss in pure technical efficiency
(PEC) due to the requirement of detailed reporting and the increased congestion and
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cargo dwell time brought about by the implementation of the Rule. On the other hand,
the same terminals have experienced efficiency gains from technical change (TC) due
the shift from paper-based to electronic submission of cargo manifests through AMS
(Automated Manifest System). A particularly adverse impact of the 24-hour rule was
the disturbance to ship schedules and stability with observed larger extension of ship’s
bunching and arrival headways. This is particular detrimental to ports located in a
downstream position in the liner-shipping string as was demonstrated in the case of
Kingston Container Terminal (KCT). Finally, the impact of the CSI shows contradictory
results, both for the MPI and for its sub-categories, to those of the 24-hour rule impact.
Further investigation has found that these contradictory results are consistent with the
functioning of the US Customs screening process for inbound containers. This is
because containers that have been pre-screened and approved through the 24-hour rule
would normally enjoy a fast lane treatment from the US CBP customs. On the other
hand, containers that have been identified as high risk would undergo rigorous
inspection from the CSI agents.

VIIL.2.3 Gaps and Limitations

Although we endeavoured to provide a logical framework for analysing the ex-post
impact of procedural security on container terminal efficiency, a number of gaps and
limitations still exist. Perhaps, the major limitation of this thesis is the unavailability of
detailed and reliable data, which prevented us from extending the sample size to more
global ports and terminals as well as from undertaking further analysis on the network
structure of container terminal operations. Another limitation lies in the theoretical gaps
of the analytical techniques used in this study, particularly those related to DEA. Even
though, we tried to minimise the drawback of DEA by using panel data and applying
the MPI stepwise analysis. We also validated the definition and selection of the dataset
and variables for carrying out performance benchmarking by means of DEA. Other gaps
may be more inherent to the nature of the container-port production system or to the
research problem for this study, for instance in terms of the complexity of the network
structure of container terminal operations or because of the use of macro-performance
indicators such as container throughput to derive efficiency scores.

VII.3 Directions for Future Research

This thesis aims at analysing the ex-post impact of security regulations on container
terminal efficiency and performance benchmarking. It designs a research approach that
incorporates technology and performance variations in container port handling systems,
the network structure of container terminal operating processes, and the spatial and
operational scope of security regulations. In so doing, we developed an integrative and
logical framework that links procedural security with container-terminal efficiency and
benchmarking.
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Quite independently from security impacts, the results of this thesis can be used to
understand further the network structure of container terminal operations and appreciate
the impacts of handling configurations and operating procedures on terminal and site
efficiency. In view of the current global financial crisis and economic downturn, and the
derived slowdown of global maritime and trade flows, we believe that container
terminal operators will aim to achieve operational efficiency by shifting their focus from
investments in capacity expansion to further rationalisation of input use.

When security impacts are considered, the framework and methods developed in this
thesis could serve as a roadmap for port operators, policy makers, academics,
practitioners, and other transport and logistics stakeholders to assess and manage the
efficiency impacts of procedural security and other similar regulatory and policy
measures. The latter may range from further port, transport and logistics security
regulations, e.g. bulk-port security, ship security, airport security, supply chain security;
to wider regulatory and policy decisions such as changes in trade facilitation policy
(trade liberalisation, simplification of customs procedures, etc.) and institutional
structuring (corporatisation, privatisation, etc.). More precisely, the results and methods
of this study can be used to investigate the mechanisms and implications of future
security requirements such as the 100% container scanning provision required by the
US Secure freight initiative (SFI), which is due to be implemented in 2012. Equally,
the study can be used to select and assess the cost and benefit of future security
investments, especially when overlapping security regulations and procedures are
involved. As shown in Appendix 29, we build on the frameworks and methods applied
in this thesis to introduce a generic model that translates various security regulations
into a set of security components and assesses their costs and benefits with a view to
reducing costs and risk exposure and/or optimising commercial rewards.

Finally, further research can build on this study to develop detailed models for mapping
container-port operations and processes, including for the incorporation of the time and
cargo dimension of terminal flows and processes. In addition, further analysis is needed
to fully understand the nature and extent of the impacts of operating technologies,
handling configurations, and exogenous factors on container-port efficiency and
performance benchmarking. In particular, more sophisticated DEA models may be
developed to analyse the network structure of container-port operations and, more
widely, the supply chain configuration of global port and maritime systems.

166



REFERENCES

Angeloudis, P, Bichou, K and Bell, M.G.H, 2007, Security and reliability of the liner
container-shipping network: analysis of robustness using a complex network
framework, In: Bichou, K, Bell, M.G.H. and Evans, A, 2007, Risk Management in
Port Operations, Logistics and Supply Chain Security, Informa: London

Arrow, K.J and Debreu, G, 1954, Existence of equilibrium for a competitive economy,
Econometrica, 22 (3), 265-290

Asia Pacific Economic Commission (APEC), 1999, Assessing APEC Trade
Liberalisation and Facilitation: 1999 Update, Economic Committee, APEC
Publications

Australian Productivity Commission, 1998, International Benchmarking of the
Australian Waterfront, Research Report, Canberra: Australia

Australian Productivity Commission, 2003, International Benchmarking of Container
Stevedoring, Research Report, Canberra: Australia

Babione, R., Kim, C.K., Rhone, E., and Sanjaya, E., 2003, Post 9/11 Security Cost
Impact on Port of Seattle Import/Export Container Traffic, University of
Washington: GTTL 502 spring’s session, June 4, 2003

Ball, J, 1998, Process analysis tools for process improvement, TOM Magazine, 10 (5),
342-354

Banker, R.D and Cooper, W, 1994, Validation and generalization of DEA and its uses,
TOP, 2(2),249-314

Banker, R.D and Maindiratta, A, 1992, Maximum likelihood estimation of monotone
and concave production frontiers, Journal of Productivity Analysis, 3, 401-415

Banomyong, R., 2005, The impact of port and trade security initiatives on maritime
supply-chain management, Maritime Policy and Management, 32 (1), 3-13

Barletta, G and Bichou, K, 2007, Planning and implementing RFID technologies to
enhance security in port operations, In Bichou, K, Bell, M.G.H and Evans, A, 2007,
Risk Management in Port Operations, Logistics and Supply Chain Security,
Informa: London, pp. 63-82

Barros, C.P and Athanassiou, M, 2004, Efficiency in European seaports with DEA:
evidence from Greece and Portugal, Maritime Economics and Logistics, 6, 122-140

Barros, C.P, 2003, Incentive regulation and efficiency of Portuguese port authorities,
Maritime Economics and Logistics, 5, 55-69

Battese, G.E and Coelli, T.J, 1995, A model for technique inefficiency effects in a
stochastic frontier production function for panel data, Empirical Economics, 20,
325-332

Beamon, B.M. and Ware, T.M., 1998, A process quality model for the analysis,
improvement and control of supply chain systems, International Journal of
Physical Distribution and Logistics Management, 28, 704-715

Bell, M.G.H and Bichou, K 2008, Port efficiency and the stability of container liner
schedules, Maritime Economics & Logistics, 10 (1), 23-56

167



Bhimani, A and Jordan, M.A, 2003, 4 Few Facts about Jumbo Cranes, Proceedings of
the 2003 TOC Americas Conference, Panama, 1-15

Bhimani, A.K, and Sisson, M, 2002, Increasing quayside productivity, Proceeding of
the 2002 TOC Americas, 1-35

Bichou, K., 2004, The ISPS code and the cost of port compliance: an initial logistics
and supply chain framework for port security assessment and management,
Maritime Economics and Logistics, 6 (4), 322-348

Bichou, K, 2005a, Port Inland Interface Assessment: Operations and Strategies, Report
for UNCTAD, UNCTAD: Geneva

Bichou, K, 2005b, Maritime Security: Framework, Methods and Applications, Report to
UNCTAD, UNCTAD: Geneva

Bichou, K, 2006a, Review of performance approaches and a supply chain framework to
port performance benchmarking, In Brooks, M and Cullinane, K, 2006, Devolution,
Port Governance and Port Performance, In Research in Transportation Economics
(Volume 17), Elsevier: London, 567-599

Bichou, K, 2008, Port Location and the Impacts of Upstream Route Disruption,
Working Paper: Imperial College London, 1-25

Bichou, K and Gray, R, 2004, A Logistics and supply chain management approach to
port performance measurement, Maritime Policy and Management, 31(1), 47-67

Bichou, K and Gray, R, 2005a, ‘A logistics and supply chain approach to seaport
efficiency -an inquiry based on action research methodology’, in: Kotzab, H.,
Seuring, S., Miiller, M., Reiner, G. (eds.) (2005): Research Methodologies in
Supply Chain Management, Physica, Heidelberg, p. 413-428.

Bichou, K and Gray, R, 2005b, A critical review of conventional terminology for
classifying seaports, Transportation Research A, 39, 75-92

Bichou K, Lai K.H., Lun Y.H. Venus and Cheng T.C. Edwin, 2007a, A quality
management framework for liner shipping companies to implement the 24-hour
advance vessel manifest rule, Transportation Journal, 46(1): 5-21

Bichou, K and Evans, A, 2007b, Maritime security and regulatory risk-based models:
review and critical analysis, In: Bichou, K, Bell, M.G.H and Evans, A, 2007, Risk
Management in Port Operations, Logistics and Supply Chain Security, Informa:
London

Bichou, K, Bell, M.G.H. and Evans, A, 2007c, Risk Management in Port Operations,
Logistics and Supply Chain Security, Informa: London

Bish, E.K, Leong, T.Y, Li, C.L and Simchi-Levi, D, 2001, Analysis of a new vehicle
scheduling and location problem, Naval Research Logistics, 48, 363-385

Blonigen, B.A and Wilson, W.W, 2006, Port Efficiency and Trade Flows, IWR Report
06-NETS-R-11, U.S. Army Corps of Engineers, 1-44

Bonilla, M, Medal, A, Casaus, T, Salas, R, 2002, The traffic in Spanish ports: an
efficiency analysis, International Journal of Transport Economics, 19 (2), 237-253

Bosk, L.B, 2006, Port and Supply-Chain Security Initiatives in the United States and
Abroad, Policy Research Project Reports Series 150, Lyndon B Johnson School of
Public Affairs: University of Texas at Austin, 1-238

168



Bostel, N, Dejax, P, 1998, Models and algorithms for container allocation problems on
trains in a rapid transhipment shunting yard, Transportation Science, 32(4), 370-
379

Bowersox, D.J and Closs, D.J, 2002, Supply chain sustainability and cost in the new
war economy, Traffic World, April 1, 2002

Bowlin W.F, 1998, Measuring performance: an introduction to data envelopment
analysis, Journal of Cost Analysis, 12, 3-27

Breautigam, R, Daughety, A and Tornquist, M, 1984, A firm specific analysis of
economies of density in the US railroad industry, Journal of Industrial Economics,
33,3-20

Brockett, P, Cooper, W, Shin, W and Wang, Y, 1998, Inefficiency and congestion in
Chinese production before and after the 1978 economic reforms, Socio-Economic
Planning Sciences, 32, 1-20

Brooks, M.R and Button, K.J, 2005, Market structures and shipping security,
Proceedings of the 2005 Conference of International Association of Maritime
Economists, Limasol: Cyprus, June 2005

Caplice, C and Sheffi, Y, 1994, A review and evaluation of logistics metrics,
International Journal of Logistics Management, 5(2), 11-28

Caplice, C and Sheffi, Y, 1995, A review and evaluation of logistics performance
measurement systems, International Journal of Logistics Management, 6 (1), 61-74

Cargo Systems, 2007°, Ship-to-Shore Cranes 2006 Delivery Survey, December Issue,
27-31

Cargo Systems, 2007b, Yard Cranes 2006 Deliveries, January-February Issue, 31-35,

Cargo Systems, 2008, Ship-to-Shore Cranes 2007 Delivery Survey, January-February
Issue, 43-47

Cargo Systems, 2008b, Yard Cranes Deliveries Survey, March Issue, 43-47,

Carr, W and Kemmis, S, 1983, Becoming Critical: Education, Knowledge and Action
Research, Deakin University Press

Caves, D.W, Christensen, L.R, and Diewert, W.E, 1982, Multilateral comparisons of
output, input, and productivity using superlative index numbers, Economic Journal,
92 (365), 73-86,

Chang, S, 1978, Production function and capacity utilization of the port of Mobile,
Maritime Policy and Management, 5, 297-305

Charnes, A, Cooper, W.W, Lewin, A.Y and Seiford, L.M, 1994, Data Envelopment
Analysis: Theory, Methodology and Application, Kluwer Academic Publishers,
London.

Charnes, A., Cooper, W. W. and Rhodes, E, 1978, Measuring the efficiency of decision
making units, European Journal of Operational Research, 2, 429-444

Chen, T, 1999, Yard operations in the container terminal - a study in the 'unproductive
moves', Maritime Policy and Management, 26(1), 27-38

Cheung, R.K, Li, C.L and Lin, W, 2002, Interblock crane deployment in container
terminals, Transportation Science, 36(1), 79-93

Choi, Y.S, 2005, Analysis of Combined Productivity of Equipment at Container
Terminal, Working Paper, Korea Maritime Institute, 1-24

169



Clark, X, Dollar, D, and Micco, A, 2004, Port Efficiency, Maritime Transport Costs and
Bilateral Trade, NBER working paper 10353, National Bureau of Economic
Research, Cambridge: MA.

Cochrane, R, 2007, the effects of market differences on the throughput of large
container terminals with similar levels of efficiency, Proceedings of the Annual
Conference of the International Association of Maritime Economists, Athens:
Greece, June 2007

Coelli, T, Prasada-Rao, D. S and Battese, G. E, 1998, An Introduction to Efficiency and
Productivity Analysis, Kluwer: Boston and London.

Colquhoun, G.J, Baines, R.W, and Crossley, R, 1993, A state of the art review of
IDEFO0, International Journal of Computer Integrated Manufacturing, 6 (4), 252-
264

Cooper, W.W, Deng, H, Seiford, L.M, and Zhu, J, 2004, Congestion: its identification
and management with DEA, In: Handbook on Data Envelopment Analysis,
Springer: New York, 177-201

Coto-Millan, P, Banos-Pino, J and Rodriguez-Alvarez, A, 2000, Economic efficiency in
Spanish ports: some empirical evidence, Maritime Policy and Management, 27 (2),
169-174

Cuadrado, M, Frasquet, M and Cervera, A, 2004, Benchmarking the port services: a
customer oriented proposal, Benchmarking: an International Journal, 11 (3), 320-
330

Cullinane, K.P.B, Song, D.W and Gray R. 2002, A stochastic frontier model of the
efficiency of major container terminals in Asia: assessing the influence of
administrative and ownership structures, Transportation Research A: Policy and
Practice, 36, 743-762

Cullinane, K.P.B, Song, D.W, Ji, P and Wang, T.F, 2004, An application of DEA
windows analysis to container port production efficiency, Review of Network
Economics, 3(2), 186-208

Cullinane, K.P.B, Ji, P, and Wang, T.F, 2005, The relationship between privatization
and DEA estimates of efficiency in the container port industry, Journal of
Economics and Business, 57, 433-462

Cullinane, K.P.B, Wang, T.F, Song, D.W and Ji, P, 2006, The technical efficiency of
container ports: comparing data envelopment analysis and stochastic frontier
analysis, Transportation Research Part A: Policy and Practice, 40, 354-374

Daganzo, C.F, 1989, The crane-scheduling problem, Transportation Research B, 23(3),
159-175

Damas, P, Supply chains at war, American Shipper, November 2001, 17-18

De Borger, B, Kerstens, K and Lvaro-Costa, A.A., 2002, Public transit performance:
what does one learn from frontier studies?, Transport Reviews, 22 (1), 1-38

De Langen, P. W., 2002, Clustering and performance: the case of maritime clustering in
The Netherlands, Maritime Policy and Management, 29 (3), 209-221

De Monie, G. 1987, Measuring and evaluating port performance and productivity,
UNCTAD Monographs on Port Management No. 6 on Port Management,
UNCTAD: Geneva

170



De Neufville, R and Tsunokawa, K, 1981, Productivity and returns to scale of container
ports, Maritime Policy and Management, 8 (2), 121-129

De, P and Ghosh, B, 2003, Causality between performance and traffic: an investigation
with Indian ports, Maritime Policy and Management, 30 (1), 5-27

De, P, 2006, Total factor productivity growth: Indian ports in the ear of globalisation,
Maritime Economics and Logistics, 8, 366-386

Defence Information Systems Agency (DISA), 1995, BPR Survey Summary Report,
Washington D.C

Dervis, K, De Melo, J and S. Robinson, 1982, General Equilibrium Models for
Development Policy, Cambridge University Press

Devarajan, S and Rodrik, D, 1991, Pro-competitive effects of trade reform: results from
CGE model of Cameroon, European Economic Review, 35, 1157-1184

Diewert, E.W, 1976, Exact and Superlative Index Numbers, Journal of Econometrics,

Dio, M, Tiwari, P and Itoh, H, 2001, A computable general equilibrium analysis of
efficiency improvements at Japanese ports, Review of Urban and Regional
Development Studies, 13 (3), 187-206

Diop, A, Hartman, D and Rexrode, D, 2007, C-TPAT Partners Cost/Benefit Survey,
CBP: Washington DC

Dirk Steenken, Stefan Voss, S and Stahlbock, R, 2004, Container terminal operation
and operations research- a classification and literature review, OR Spectrum, 26 (1),
3-49

DNV Consulting, 2005, Study on the Impacts of Possible European Legislation to
Improve Transport Security, Report 40008032-6-2 for European Commission DG
TREN, Final report: Impact Assessment, EC: Brussels.

Dowd, T.J and Leschine, T.M, 1990, Container terminal productivity: a perspective,
Maritime Policy and Management, 17 (2), 107-112

Drewry Shipping Consultants, 1997, World Container Terminals 1997, London: UK

Dyson, G, Thanassoulis, T and Boussoufiane, A, 1990, Data envelopment analysis,
Tutorial Papers in Operational Research, Operational Research Society, 1-36

Eccles, N, 1995, ‘The performance measurement manifesto’ In: Performance
Measurement and Evaluation, Edited by Holloway, J, Lewis, J and Mallory, G.
London: Sage publications, 312-320

Ertay, T, Ruan, D and Tuzkaya, U.R, 2006, Integrating data envelopment analysis and
analytical hierarchy for facility layout design in manufacturing systems,
Information Systems, 176, 237-262

Estache, A, Gonzalez, M and Trujillo, L, 2002, Efficiency Gains from Port Reform and
the Potential for Yardstick Competition: lessons from México, World Development,
30 (4), 545-560

Estache, A, Tovar, B and Trujillo, L, 2004, Sources of efficiency gains in port reform: a
DEA decomposition of a Malmquist TFP index for Mexico, Utilities Policy, 12,
221-230

European Economic Impact Studies (E.E.1.G.), 1997, European Economic Impact Study
for the European Shipping Sector, Progress Report 2, Antwerp: Policy Research
Corporation NV

171



Evers, P.T and Johnson, C.J, 2000, Performance perceptions, satisfaction, and intention:
the intermodal shipper’s perspective, Transportation Journal, 40 (2): Winter 2000

Féare, R.S.G, Lindgren, B.L and Roos, P, 1992, Productive changes in Swedish
pharmacies 1980-1989: a non-parametric Malmquist approach, The Journal of
Productivity Analysis, 3 (1), 85-101

Fére, R.S and Lovell, C.A.K, 1994, Production Frontiers, Cambridge University Press

Farrell, M. J., 1957, The Measurement of productive efficiency, Journal of Royal
Statistical Society A, 120, 253-281

Fink, C, Mattoo, A and Neagu, I.C, 2000, Trade in International Maritime Services:
How Much Does Policy Matter? World Bank, Washington DC

Flynn, S., 2004, America the Vulnerable: How our Government is Failing to Protect Us
from Terrorism? NY: Harper-Collins Publishing

Fourgeaud, F, 2000, Measuring Port Performance, World Bank: PF/TWUTD

Fritz, L, 2001, War Risk Surcharge Summary, Transportation International, December
issue

Fung, MK, Cheng, LK and Qiu, LD, 2003, The impact of terminal handling charges on
overall shipping charges: an empirical study, Transportation Research Part A, 37
(8), 703-716

Gambardella, L, Rizzoli, A and Zaffalon, M, 1998, Simulation and planning of an
intermodal container terminal, Simulation, 71, 107-116

Ghosh, B and De, P, 2000, Impact of performance indicators and labour endowment on
traffic: empirical evidence from Indian ports, International Journal of Maritime
FEconomics, 2, 259-281

Gooley, T.B, 2004, C-TPAT: Separating hype from reality, Logistics Management,
August 1, 2004

Greg, M.G, Schuele, M and Smith, T, 2000, ‘Restrictiveness of international trade in
maritime services’ In: Impediments of Trade in Services: Measurement and Policy
Implications, Edited by Findaly, C. and Warren, D., London: Routledge

Gstach, D, 1998, Another approach to data envelopment analysis in noisy
environments: DEA+, Journal of Productivity Analysis, 9, 161-176

Guan, Y and Cheung, R.K, 2004, The berth allocation problem: models and solution
methods, OR Spectrum, 26, 75-92

Guasch, J.L and Hahn, R.-W, 1999, The costs and benefits of regulation: implications for
developing countries, The World Bank Research Observer, 14 (1), 137-158

Giuliano, G and O’Brien, T, 2007, Reducing port-related truck emissions: The terminal
gate appointment system at the Ports of Los Angeles and Long Beach,
Transportation Research Part D: Transport and Environment, 12 (7), October
2007, 460-473

Gunasekaran, A, and Ichimura, T, 1997, Business process re-engineering modelling and
analysis, International Journal of Production Economics, 50, 65-68

Hall, P.V, 2004a, Mutual specialization, seaports and the geography of automobile
imports, Tijdschrift voor Economische en Sociale Geografie, 95 (2), 135-146

Hall, P.V, 2004b, Impact Studies and the 2002 West Coast Port Lockout, Economic
Development Quarterly, 18 (4), 354-367

172



Hamilton, G.L, Ramsussen, D, and Zeng, X, 2000, Rural Inland Waterways Economic
Impact Kit: User Guide, Institute for Economic Advancement: University of
Arkansas at Little Rock, 1-34

Harrald, J.R, Stephens, H.W., and Van-Drop J.R., 2004, A framework for sustainable
port security, Journal of Homeland Security and Emergency Management, 1 (2), 1-
13

Harrington, L, 2002, Sourcing globally now that the rules have changed, nbound
Logistics, October 2002, 62-69

Heikkila, E. J, Gordon, P, Richardson, H.-W, and Jun, M. J, 1992, Spatial and sectoral
impacts of the Southern California Ports: 2020 Plan, Working paper, School of
Urban and Regional Planning, University of Southern California, 1-45

Hercules, R, 2006, Cargo Security Strategy in the Post 9/11 Era, Conference
Proceedings of the 2006 International Forum of the Writing Instrument
Manufacturers Association, San Francisco: California

Hoffmann, J, 2001, Latin American ports: results and determinants of private sector
participation, International Journal of Maritime Economics, 3, 221-230

Holmberg, S, 2000, A systems perspective on supply chain measurements, International
Journal of Physical Distribution and Logistics Management, 30 (10), 47-68

Holvad, T, Hougaard, J.H, Kronborg, D, and Kvist, H.K, 2004, Measuring inefficiency
in the Norwegian bus industry using multi-directional efficiency analysis,
Transportation, 31 (3), 349-369

Hummels, J, 2001, Time as a trade barrier, Mimeo: Purdue University, 1-40

Iannou, P.A, Kosmatopoulos, E.B, Collinge, A, Asef-Vaziri, A, and Dougherty, E.,
2000, Cargo Handling Technologies, Centre for Advanced Transportation
Technologies, University of Southern California, 1-135

Imai, A, Nishimura, E and Papadimitriou, S, 2001, The dynamic berth allocation
problem for a container port, Transportation Research B, 35, 401-417

International Monetary Fund (IMF), 2001, World Economic QOutlook: The Global
Economy after September 11, also available at:
(http://www.imf.org/external/pubs/ft/weo/2001/03), Accessed December 2005

Jara-Diaz, S, 1982, The estimation of transport cost functions: a methodological review,
Transport Reviews, (2) 3, 257-278

Jara-Diaz, S, Martinez-Budria, E, Cortes, C and Basso, L, 2002, A multi-output cost
function for the services of Spanish ports’ infrastructure, Transportation, 29 (4),
419-437

Jorgensen, F, 1995, Overview of functional modelling: IDEFO0. In: Adelsberger, H.H,
Lazansky, J and Matik, V, 1995, Information Management in Computer Integrated
Manufacturing: A Comprehensive Guide to State-of-the-Art CIM Solutions,
Springer: 340-354

Jorgenson, D.W. and Wilcoxen, P.J, 1990, Environmental regulation and US economic
Growth, RAND Journal of Economics, 21, 314-340

Jula, H, Chassiakos, A and loannou, P, 2006, Port dynamic empty container reuse,
Transportation Research Part E, 42 (1), 43-60

173



Kaplan, R.S, 1984, Yesterday’s accounting undermines production, Harvard Business
Review, 62 (4), 95-101

Kim, H.K and Kim, H.B, 1999, Segregating space-allocation models for container
inventories in port container terminals, International Journal of Production
Economics, 59, 415-423

Kim, K.H and Moon, K.C, 2003, Berth scheduling by simulated annealing,
Transportation Research Part B, 37, 541-560

Kim, K.H and Park, Y.M, 2004, A crane scheduling method for port container
terminals, European Journal of Operational Research, 156, 752-768

Kim, M and Sachish, A, 1986, The structure of production, technical change and
productivity in a port, Journal of Industrial Economics, 35 (2), 209-223

Kim, K., Lee, S.J., Park, Y.M., Yang, C., and Bae, 2006, Dispatching yard cranes in
port container terminals, Proceeding of the Transportation Research Board 85"
Annual Meeting,

King, J, 2005, The security of merchant shipping, Marine Policy, 29, 235-245

Kruk, B and Donner, M.L, 2008, Review of Cost of Compliance with the New
International Freight Transport Security Requirements, World Bank Transport
Papers, TP 16: 1-58, February 2008

Kumar, S.H and Vellenga, D, 2004, Port security costs in the U.S: a public policy
dilemma. Proceedings of the 2004 Conference of International Association of
Maritime Economists, Izmir: Turkey, July 2004

Kwak, S.J, Yoo, S.H and Chang J.I, 2005, The role of the maritime industry in the
Korean national economy: an input-output analysis, Marine Policy, 29, 371-383

Lagneaux, F, 2004, Economic Importance of the Flemish Maritime Ports, Working
Paper n° 56, Brussels National Bank of Belgium

Lawrance, D and Richards, A, 2004, Distributing the Gains from Waterfront
Productivity Improvements, Economic Record, 80, S43-S52

Leach, R.A., Whitman, L. and Rogers, K.J., 1999, An enterprise transformation
methodology to mitigate Y2K risk, Journal of Logistics Information Management,
12 (3), 269-79

Lee, H.L and Whang, S, 2005, Higher supply chain security with lower cost: lessons
from total quality management, International Journal of Production Economics, 96
(3), 289-300

Lee, T.W, Park, N.K, and Lee, D.W, 2003, A simulation study for the logistics planning
of a container terminal in view of SCM, Maritime Policy and Management, 30 (3),
243-254

Legato, P and Mazza, R.M, 2001, Berth planning and resources optimisation at a
container terminal via discrete event simulation, European Journal of Operational
Research, 133, 537-547

Le-Griffin, H.D, 2008, Assessing container terminal productivity: experiences of the
ports of Los Angeles and Long Beach, METRANS: University of South California,
1-29

Leontief, W, 1936, Quantitative input-output relations in economic system of the United
States, Review of Economics and Statistics, 18 (3), 105-125

174



Lim, A, Rodrigues, B, Xiao, F and Zhu, Y, 2004, Crane Scheduling with Spatial
Constraints, Naval Research Logistics, 51, 386-406

Lirn, T.C, Thanopoulou, H.E, And Beresford, A.K.C, 2003, Transhipment port selection
and decision-making behaviour: analysing the Taiwanese case, International
Journal of Logistics: Research and Applications, 6 (4), 229-244

Liu, Z, 1995, The Comparative performance of public and private enterprises: the case
of British ports, Journal of Transport Economics and Policy, 29 (3), 263-106

Liu, B.L, Liu, W.L and Cheng C.P, 2006, The efficiency of container terminals in
China: an application of DEA approach, Proceedings of the International
Conference on Greater China Supply Chain and Logistics, 9-11 December: Hong
Kong, 56-70

Lyridis D., Fyrvik T. et al., 2005, Optimizing shipping company operations using
business process modelling, Maritime Policy and Management, 32 (4), 403-420

Malmquist, S, 1953, Index numbers and indifference surfaces, Trabajos de Estatistica,
4,209-242

Mann, H.B and Whitney, D.R 1947, On a test of whether one of two random variables
is stochastically larger than the other, Annals of Mathematical Statistics, 18, 50-60

Martin Associates, 2001, Economic-impact study of the Great Lakes St. Lawrence
Seaway system, Report prepared for the U.S. St. Lawrence Seaway Development
Corporation, Lancaster: 1-78

Martinez-Budria, E., Diaz-Armas, R, Navarro-Ibanez, M and Ravelo-Mesa, T, 1999, A
study of the efficiency of Spanish port authorities using data envelopment analysis,
International Journal of Transport Economics, 16, 37-53

Mayer, R.J, 1992, IDEF0 Function Modelling: a Reconstruction of the Original Air
Force Wright Aeronautical Laboratory Technical Report, AFWAL-TR-81-4023:
IDEFO Yellow Book, 1% edition, Knowledge-Based Systems: College Station, TX.

McCalla, J, 2008, Container transhipment at Kingston: Jamaica, Journal of Transport
Geography, 16 (3), 182-190

Meersmans, J.M and Wagelmans, P.M, 2001, Dynamic scheduling of handling
equipment at automated container terminals, Econometric Institute Report EI-2001
33, 1-20, Rotterdam: Erasmus University

Mentzer, J.T and Kahn, K, 1995, A Framework of Logistics Research, Journal of
Business Logistics, 6 (1), 231-250

Micco, A and Perez, N, 2001, Maritime Transport Costs and Ports Efficiency, Inter-
American Development Bank, IADB annual meeting: Santiago

Miller, R and Blair, P, 1985, Input-Output Analysis: Foundations and Extensions,
Engewood Cliffs, New Jersey: Prentice-Hall

Moloney, R and Sjostrom, W, 2000, The Economic Value of the Port of Cork to Ireland
in 1999: an Input-Output Study, Report to the Irish government: National
University of Ireland, Cork

Nang, L and Hadjiconstantnou, E, 2008, Container Assignment and Yard Crane
Deployment in a Container Terminal: A Case Study, Maritime Economics &
Logistics, 10, 90-107

175



Narasimhan, A and Palekar, U-S, 2002, Analysis and algorithms for the Trans-tainer
routing problem in container port operations, Transportation Science, 36 (1), 63-78

National Infrastructure Simulation and Analysis Centre (NISAC), 2005, Port Operations
and Economic Conditions Simulators, In DHS report: ‘DHS Programme for
Information Security Analysis and Infrastructure Protection’, DHS: 2005-0257P,
Washington D.C.

Newman, A.M and Yano, C.A., 2000, Scheduling direct and indirect trains and
containers in an intermodal setting, Transportation Science , 34(3), 256-270

Nir, A.S, Lin, K and Liang, G.S, 2003, Port choice behaviour from the perspective of
the shipper, Maritime Policy and Management, 30 (2), 153-161

Notteboom, T, Coeck, C and Van-Den Broeck, J, 2000, Measuring and explaining the
relative efficiency of container terminals by means of Bayesian stochastic frontier
models, International Journal of Maritime Economics, 2(2), 83-106

Organisation for Economic Co-operation and Development (OECD), 2003, Security in
Maritime Transport: Risk Factors and Economic Impact, Maritime Transport
Committee, Paris: OECD

Organisation for Economic Co-operation and Development (OECD), 2004, Container
Transport Security across Modes, Paris: OECD

Organisation for Economic Co-operation and Development (OECD), 2001, Measuring
Productivity: Measurement of Aggregate and Industry-Level Productivity Growth,
OECD Manual 1-156, Paris: OECD

Organisation for Economic Co-operation and Development (OECD), 2002, The Impact
of the Terrorist Attacks of 11 September 2001 on International Trading and
Transport Activities, Paris: OECD

Paik, S and Bagchi, P, 2000, Process reengineering in port operations: a case study, 7he
International Journal of Logistics Management, 11 (2), 59-72

Park, R.K and De, P, 2004, An alternative approach to efficiency measurement of
seaports, Maritime Economics and Logistics, 6 (1), 53-69

Parola, F, and Sciomachen, A, 2005, Intermodal container flows in a port system
network: Analysis of possible growths via simulation models, International Journal
of Production Economics, 97, 75-88

Performance Management Group (PMC), 2002, http://www.pmcbenchmarking.com,
visited in January 2006

Prokop, D, 2004, Smart and safe borders: the logistics of inbound cargo security.
International Journal of Logistics Management, 15 (2), 65-75

Rabadi, G, Pinto, C.A, Talley, W and Arnaout, J.P, 2007, ‘Port recovery from security
incidents: a simulation approach’. In: Bichou, K, Bell, M.G.H. and Evans, A, 2007,
Risk Management in Port Operations, Logistics and Supply Chain Security,
Informa: London, 83-94

Ravallion, M, 2003, On Measuring Aggregate Social Efficiency, Policy Research
Working Paper No. 3166, Washington, D.C: World Bank

Raven, J, 2001, Trade and Transport Facilitation: A Toolkit for Audit, Analysis, and
Remedial Action, Washington D.C: The World Bank (WDP 427)

176



Regan, C.A and Golob, T.F, 2003, Trucking industry perceptions of congestion
problems and potential solutions in maritime intermodal operations in California,
Transportation Research Part A, 34, 587-605

Rekers, R.A, Connell, D and Ross, D.I, 1990, The development of a production function
for a container terminal in the port of Melbourne, Papers of the Australian
Transport Research Forum, 15, 209-218

Richardson, M, 2004, Growing vulnerability of Seaports from Terror Attacks, to protect
ports while allowing global flow of trade is a new challenge, Viewpoint, also
available at: www.iseas.edu.sg/viewpoint

Rios, L.R and Gastaud Mecada, A.C, 2006, Analysing the relative efficiency of
container terminals of Mercosur using DEA, Maritime Economics and Logistics, 8,
331-346

Robinson, R, 1976, Modelling the port as an operational system: a perspective for
research, Economic Geography, 52 (1), 71-86

Robinson, R, 1999, Measurements of Port Productivity and Container Terminal
Design: A Cargo Systems Report, IIR Publications: London

Roll, Y and Hayuth, Y, 1993, Port performance comparison applying data envelopment
analysis (DEA), Maritime Policy and Management, 20 (2), 153-161

Russell, D.M and Saldana J.P, 2003, Five tenets of security-aware logistics and supply
chain operation, Transportation Journal, 42 (4), 44-54

Sabria, F and Daganzo, C, 1989, Queuing systems with scheduled arrivals and
established service order, Transportation Research B, 23, 159-175

Sachish, A, 1996, Productivity functions as a managerial tool in Israeli ports, Maritime
Policy and Management, 23 (4), 341-369

Sanchez, R.D, Hoffmann, J, Micco, A, Pizzolitto, G.V, Sgut, M and Wilsmeier, G,
2003, Port efficiency and international trade: port efficiency as a determinant of
maritime transport costs, Maritime Economics and Logistics, 5, 199-218

Saxton, J, 2002, The Economic Costs of Terrorism, Joint Economic Committee, United
States Congress, Washington D.C

Sengupta, J.K, 198, Efficiency Analysis by Production Frontiers: The Nonparametric
Approach, Dordrecht: Kluwer Academic Publishers, 113-116

Sharma, M.J, 2005, Efficiency Measurement and Improvement Projection of Container
Terminals, Unpublished MSc Dissertation, Korea Maritime University, Busan:
Korea

Shields, J.J, 1984, Container stowage: a computer-aided preplanning system, Marine
Technology, 21(4), 370-383

Shintani, K, Imai, A, Nishimura, E and Papadimitriou, S, 2007, The container shipping
network design problem with empty container repositioning, Transportation
Research Part E, 43 (1), 39-59

Shneerson, D, 1981, Investment in port systems: a case study of the Nigerian ports,
Journal of Transport Economics and Policy, 15 (3), 201-216

Silberholz, M.B., Golden, B.L., Baker, E.K., 1991, Using simulation to study the
impact of work rules on productivity at maritime container terminals, Computers
and Operations Research, 18 (5), 433-452

177



Simar L and Wilson, P, 1995, Sensitivity analysis of efficiency scores: how to bootstrap
in nonparametric frontier models, CORE Discussion Paper 9543, Louvain-La-
Neuve: Belgium

Slats, P.A, Bhola, B, Evers, J.J.M and Dijkhuizen, G, 1995, Logistic chain modelling,
European Journal of Operational Research, 87, 1-20

Solow, R, 1957, Technical change and the aggregate production function, 1957, Review
of Economics and Statistics, 39, (3), 312-320

Song, D.W and Yeo, K.T, 2004, A competitive analysis of Chinese container ports
Using the analytic hierarchy process, Maritime Economics & Logistics, 6, 34-52

Song, D.W, Cullinane, K, and Roe, M, 2001, The Productive Efficiency of Container
Terminals: An Application to Korea and The UK, Ashgate: Aldershot

Stahlbock, R and Voss, S, 2008, Operations research at container terminals: a literature
update, OR Spectrum, 30 (1), 1-52

Stainer, A, 1997, Capital input and total productivity management, Management
Decision, 35 (3), 224-32

Stank, T.P, Keller, S.B and Closs, D. J, 2001, Performance benefits of supply chain
logistical integration, Transportation Journal, 41(2/3), 32-46

Stank, T.P, Keller, S.B and Daugherty, P.J, 2001, Supply chain collaboration and
logistics service performance, Journal of Business Logistics, 22(1), 29-47

Steenken, D, Henning A, Freigang, S and Voss, S, 1993, Routing of straddle carriers at
a container terminal with the special aspect of internal moves, OR Spektrum, 15,
167-172

Sun, X, Yan, J and Liu, J, 2006, Econometric analysis of technical efficiency of global
container operators, Proceedings of the International Conference on Greater China
Supply Chain and Logistics, 46-55, Hong-Kong, 9-11 December

Tack, S.S. and Hiuat, L.H, 2000, Containers, Containerships and Quay Cranes: A
Practical Guide, Singapore University Press, VT Editorial

Taleb-Ibrahimi, M, De Castilho, B, and Daganzo, C.F, 1993, Storage space vs.
handling work in container terminals, Transportation Research Part B:
Methodological, 27(1), 13-32

Talley, W.K, 1988, Optimum throughput and performance evaluation of marine
terminals, Maritime Policy and Management, 15 (4), 327-331

Talley, W.K, 1994, Performance indicators and port performance evaluation, Logistics
and Transportation Review, 30 (4), 339-352

Thanassoulis, A, 2001, Introduction to the Theory and Application of Data
Envelopment Analysis: A Foundation Text with Integrated Software, Springer:
London

The U.S Maritime Administration (MARAD), 2004, Public Port Finance Survey for FY
2001, MARAD: Washington D.C

The U.S. Government Accountability Office (GAO), 2005, Cargo security: partnership
programme grants importers reduced scrutiny with limited assurance of improved
security, Report to Congressional Requesters: GAO-05-404, Washington DC

The US Customs and Border Protection (CBP), 2006, available on-line at:
http://www.cbp.gov, visited on 12/03/2006

178



Thibault, M, Brooks, M.R and. Button, K.J, 2006, The response of the U.S. maritime
industry to the new container security initiatives, Transportation Journal, 45, 5-15

Tinbergen, J, 1942, Zur Theorie der langfristigen Wairtschaftsentwicklung,
Weltwirtschaftliches Archiv, Band 55:1

Tongzon, J, 1993, The Port of Melbourne Authority’s pricing policy: its efficiency and
distribution implications, Maritime Policy and Management, 20 (3), 197-203

Tongzon, J, 1995, The determinants of Port performance and efficiency, Transportation
Research, 29 (3), 245-252

Tongzon, J, 2001, Efficiency measurement of selected Australian and other
international ports using data envelopment analysis, Transportation Research Part
A,35(2), 113-128

Tongzon, J and Heng, W, 2005, Port privatisation, efficiency and competitiveness:
some empirical evidence from container ports (terminals), 7Transportation Research
Part A: Policy and Practice, 39 (5), 405-424

Tornqvist, L, 1936, The Bank of Finland’s Consumption Price index, Bank of Finland
Monthly Bulletin 10, 1-8

Tovar, B, Jara-Diaz, S and Trujillo, L, 2003, Production and Cost Functions and their
Applications to the Port Sector: a Literature Survey, World Bank Policy Research
Working Paper, 3123, 1-31

Turner, H, Windle, R and Dresner, M, 2004, North American container-port
productivity: 1984-1997, Transport Research E, 40, 339-356

Tzannatos, E.S, 2003, A decision support system for the promotion of security in
shipping, Disaster Prevention and Management, 12 (3), 222-229

United Nations Conference on Trade and Development (UNCTAD), 1995, Strategic
Port Pricing, UNCTAD: Geneva

United Nations Conference on Trade and Development (UNCTAD), 2004, Container
Security: Major Initiatives and Related International Developments, Report by the
UNCTAD secretariat, UNCTAD: Geneva

UNCTAD, 2007, Maritime Security: ISPS Implementation, Costs and Related
Financing, Report by the UNCTAD secretariat, Geneva: UNCTAD

Valentine, V.F and Gray, R, 2001, The Measurement of Port Efficiency Using Data
Envelopment Analysis, Proceedings of the 9th World Conference on Transport
Research, Seoul: South Korea, 22-27 July 2001

Van De Voort, M, 2003, Seacurity: Improving the security of the global sea container
shipping system, RAND Europe, MR-1695-JRC

Van der Linden J.A, 1998, Interdependence and Specialisation in the European Union:
Inter-country Input-Output Analysis and European Integration, Capelle Lssel:
Labyrint

Van der Linden J.A, 2001, The economic impact study of maritime policy issues:
application to the German case, Maritime Policy and Management, 28 (1), 33-54

Verbeke, A and Debisschop, K, 1996, A note on the use of port economic impact
studies for the evaluation of large scale port projects, International Journal of
Transport Economics, 13 (3), 247-258

179



Villaverde-Castro, J and Coto-Millan, P, 1997, Economic Impact analysis of Santander
port on its hinterland, International Journal of Transport Economics, 14 (2), 259-
277

Vis, LF.A and De Koster, R, 2003), Transshipment of containers at a container terminal:
an overview, European Journal of Operational Research, 147(1), 1-16

Vis, LF.A and Harika, I, 2004, Comparison of vehicle types at an automated container
terminal, OR Spectrum, 26, 117-143

Vitale, M.R and Mavrinac, S.C, 1995, How effective is your performance measurement
system? Management Accounting, 77 (2), 43-73

Walkenhorst, P and Dihel, N, 2002, Trade impacts of the terrorist attacks of 11
September 2001: a quantitative assessment, Workshop on the FEconomic
Consequences of Global Terrorism, DIW/German Institute for Economic Research:
Berlin.

Wang, T.F and Cullinane, K.B.P, 2005, Measuring the economic efficiency of Europe’s
container terminals, Proceedings of the International Association of Maritime
Economists Annual Conference, Cyprus: 30 June-2 July

Wang, T.F, Cullinane, K.B.P, and Song, D.W, 2005, Container Port Production and
Economic Efficiency, Palgrave: New York

Wang, T.F, Xie, X and Yang, Z, 2006, Container terminal efficiency: a context-
dependent data envelopment analysis approach, Proceedings of the International
Association of Maritime Economists Annual Conference, Melbourne: 12-14 July

White, C.C, 2002, Transportation Security and Efficiency, Presentation at the Sloan
Annual Industry Centers Meeting, Boston 6 December 2002

Willis, H.H. and Ortiz, D., 2004, Evaluating the Security of the Global Containerised
Supply Chain, RAND technical report series

Wilmsmeier, G, Hoffmann, J and Sanchez, R, 2006, ‘The impact of port characteristics
on international maritime transport costs’, In Port Economics (eds.), Cullinane, K
and Talley, W, Research in Transportation Economics, 16, Elsevier,

Wilson, J, Mann, C, and Otsuki, T, 2003, Trade Facilitation and Economic
Development: Measuring the Impact, The World Bank Economic Review, 17, 367-
89

Wilson, J, Mann, C, Woo, YP, Assamie, N and Choi, I, 2002, Trade Facilitation: A
Development Perspective in the Asia Pacific Region, World Bank working paper
presented at APEC, World Bank: Washington, DC

Yusen Terminals Incorporated, 2008, Attp://www.yti.com, visited in January 2008

Zhu, J and Seiford, L.M, 2002, Modeling undesirable factors in efficiency evaluation,
European Journal of Operational Research, 142 (1), 16-20

180



181

sIorueq A31nods 3+ syurod

SIoLIeq AJIN09S [01U00 $S900Y | AjIfIoe] 310d 0) SS900Y $s900€ Jururewal ay) ySnoiyy juswasow urpadur jo sueswr 10y Suipraoid | ¢€'61°91°g
:SQINSEAW [BUON)IPPE oY) YSI[qe)se prnoys ueld o ‘Z [9A9] AIIN0SS 1y
sa1e3 / Surousy OIILO5 SS90 funoer 1od o1 $5959 Surroduwre) yuaasid prnoys .
:SIOLLIBQ BAIR PIJOLNSIY 104 V| AR H v 59103 sdIys Jo AIOAI[Op a3 03 Sunear uerd oy} ur SaINSBIW AJLINOIS Y [, £8e9rd
S9OTAQP UONOJOP-UOISNIUL dNjEoINe 10 s[oxed
s91e3 / Suroudy . : : ’ o -
. [01U0J $S900Y | AjIq1oey 310d 0) SS90y JO asn oy} Surpn[oul ‘Seare PajoLISAI SUIPUNOLINS SUIOUSJ IO SISLLRq AY) | ['87'91°d
:SIOLIIBQ BAIR PIOLNSAY : .
JO SSOUdANOIYYS oy Surouryud :SsaIppe prnoys ueld oy} ‘gz [9A9] AINoas 1y
piepueis
S9183 / SUIOUdY .
. [01U09 $s00y | Ajqroey 110d 03 SSQ00y | paAoidde JUSWIUISAOD) B JO BIIE PIIOLISAI AU} punoLns o} siorureq Areiodway | [°2z791°9d
'SIOLIIBQ BAIR PIIOLNSIY i .
1o juoueurrad Jo uorsiaoid :ssaxppe prnoys ueld oy ‘1 [9A9] A3IN03S Iy
{PATUIP ST SSA99.
SIoLLIEq S[IqOIN [013U09 SS90y | A3yroey 110d 03 SS900Y [orym 03 guaproul A31nods oy o3 Aywurxoxd ur Ayfioef 310d oy) urym seare | 167919
parornsal feuonippe dn Surpss :ssappe pinoys uefd oy ‘¢ [9AJ] AILINO3S Iy
sasta1d payyoo 0JJU0D SS9 Kyqroey 110d 03 $5990 'PISY SI “UOLTIUAUINOOP 051D SUIPN[OU ‘UORELLLIOUL ST
‘ PROT 104 V| AR H v OATJISUQS-AILINOAS IYM SUONEIO] S} IPN[OUL ABW SBATE PAJOLNSIY yseold
Pa00] J0U UAYM SpIend ALInoas Aq pa[[onuod .
S91ED 10000 $5300Y | Ay110%} 310d 0} 85200y sjurod sso09e Jo uorsiroxd oyp ssaippe prnoys ued oy ‘1 [9A9] A3IN0as Iy cLeord
SBOIR PIJOLI)SAI 9} 0} Judde([pe Seare 0) SSI00E o
$2je8 / Sutoud g 10100 §5300Y | A)[108] 310d 0} §5300Y Sunoinsal pue SUIYSIqeIs? :SSAIppe pnoys ueld oY) ‘7 [9A9] AJLIND3S 1Y L8eord
woy) uLIo9s A[eyenbape Jo sueaw Y} pue pPIso[d 9q 0}
so1e3 / Surouoj [01U09 sS00y | Ajqroey 110d 03 S0V | asoy) SurAynuopt pue ‘Ajroey 110d oy 03 sjurod sS999€ JO OqUINU oY) Sunw] | 761919
:S9INSEaW [BUONIPPE 9} YSI[qelss pinoys ueld ) 7 [9A9] AIINISS 1y
JUOWIUIDAOD) Sunoenuo)) ay) Aq pasoidde oq pinoys yorym prepuess
so1e3 / Suroud [01U02 $s900Y | A1y 310d 0) SS900Y £ 0 SIOLLIEq IOT30 10 Suroudy Aq papunoq 9q pInoys Yorym ‘seale pajoInsar | [°2191°9g
:3uimor(oy oy 103 syurod [onuood ysijqeiss pnoys uerd oy} ‘| [9A9] AJLINOAS 1Y
Sseare pajoLnsaI 29 Ajjroey oy Je sdrys ‘Ajqroey 310d oy .
S9je3 / Bupouod 10000 $5300Y | Ay110%} 310d 0} 85200y 0} $S900€ pasLIoyIneun JuaAdld 03 paudisop seinseaw ssaIppe [eys uerd oy, ceory
£1033)18d IUAINY
paambaua yudwdmby Juowdmby £1033183 §dSI Jido, uerq A)1andag Aypoe y310d naed SSI

ISIP[RY) yudwdinby A1ndag Lrey 3104 S4ST 1 xipuaddy




[4]!

sossed

SOLIoWOIq

SO[OIYQA IIY}

Ayioey 310d 03 ss000y | pue Ayjroey 3x0d ay) urpim osoyy pue [ouuosiod Aproey 11od yo Aypuspr oy jo | +°L1°91°9
d[oryaA / sassed / Butpiooai ere UoNedIJLIdA 3y 10J sjurod jonuos Anuapt pnoys uefd g | [9AJ] AILINJ3S Iy
dHN / AHA [05u00 “Kyryroey oy jo 1red
/ Vd / S91e3 / Swa)sAs 50058 / SUILO Ayqroey 110d 03 $S900Y IO [ UIYIIM JUSUIdAOW JB[NOIYIA 0 ueLysopad jo uorsuadsns oy} ssaIppe | €0291°9d
uLe[e / SHQ[e dnewony / o) UOIYM SOINSBAUW AJLINJAS ) [1e3dp pInoys ueld ) ‘¢ [9A9] AILINISS 1Y
Jun JjyaA / ed / swoisAs Ayproey 3110d oy o 31ed IO [[B JO UONEBNIBAD SSQIPPE o
ULree / sjofe dnewom swwo) | Ayiog iod 0} 85000y OIYM SOINSBOW AJLINOJS 9} [1ejop pinoys ue[d oy ¢ [OAd] AIINOAS § Locord
EYASEERI 4 Yoy L U} [Telop PInoys Ue[d oY) "¢ ToAS] AL v
dHN / dHA £
Jroey 11od oy o red 1o [1e urgpm uonerodo 310d Jo uorsuadsns Jy) SSQIppe .
/ Vd / 9188 / Swo)sAs swwo)) | Ayroey 110d 0} $$900Y . $0791°9d
WreE / SpS[E opEmoTYy [oIym saInseawr AILmoas oy [1e3ap prnoys ueld oy ‘¢ [9A9] A11IN0as 3y
SWQ)SAS IR SWIo Kyroey 310d 03 5909 sooEaIq €9r”
} v D | ARy 0d 0} Vi 10 18311} AJLINOJS JO 9SBO Ul UOIIBNOBAD J0J samnpaoold ssaippe [eys ueyd oy, STV
*039 s10pI10 SIom ‘Ajred Surpieoq ‘syoxon 1o8udssed ‘suononnsut
Sururof ‘opdwexs 10§ ‘Suryoayo Aq os Su1op I0J SUOSeal J1ay} SUIULIJUOd pue
sassed (1 somoworg | A3qioey 310d 0} $$900VY ‘s103181A pue [ouuosiod s, diys ‘siouossed Surpnjour diys © yjim uonoduuod | 7'L191°9g
ut A1p1oey 1od oy 03 Anud 3uryeas suosiad [1e Jo A1nuapl Furoayd
:3urmorroy oy 10y syurod [onuod ysijqesd pnoys ued oy} ‘| [9A9] AILINJAS JY
sossed R Kumoer 1od o1 $5000 S1031STA dIUS [RIO0S pUB IBJ[OM 9)BWINIFI[ IO ‘SaZUBYI MIIO IO .
a Hiowotd | AHIOR} 3H0C 0} V1 smon s,dIys 103 9ABI[ 210Us Furyelroey 1oj sainpaosoid ssaippe [[eys uejd oy, STE9TV
(SIOJISIA QIBJ[OM 29 [BI00S 91BWNISI[ 0 ‘SOTUBYD MAIO IO o
sossed a1 sorpowiorg | Appiogy 1od 03 5900y ‘smaro sdrys 10J oAo[ a10ys Sune)Iqroey 10y saImpadord ‘S[oA9] AJLoss [[B 1y y1891d
paisanbax uoym drys oy preoq o3 FUIs 950U} JO AIUAPI Y} SUTWIFUOD o
sossed a1 soLgowiorg | Aniogg 10d 03 5200y ur s19013J0 A)1no3s diys Sursisse 10J soInpad01d Y3 ‘S[OAS] AILINISS [[B I €r8old
SOLIJOWOI] / SO0 JooIaH) yeor) 19
sassed (1 H or nwn\v 5099 Aoy 310d 03 $S900Y JUOPIOUI AJLINO3S 0) Surpuodsar asoy) 03 ATUO ss900e Jo Funuels ay) ssaIppe | 7°0791°9
/o8 v [oIym saInseawr AJLmoas oy [1e3ap prnoys ueld oy ‘¢ [9A9] A11IN0as 3y
JHN
SWIod Kyyroey 110d o3 Jo 3ed 10 [[B 03 SS999® JO uoIsuadsns oy} SSQIppe L
/dHA | Vd / Swoishs / JOIU0D SSI00Y Aproeg p0d 03 58200y [OIYM SINSLaW AJLINJIS Ay} [1e3op prnoys ueld oy ‘¢ [9A9] AJINJAS Iy rocord
uLIg[e / S}9[E OBWoINy : : ‘ :
[05u00 §8000y | Anproey 1od 01 55900y Aypioey 110d ayp e juswdinbs Suipuey o3ies ay) pue 031ed eIV

JO AI1In00s 9A13091J0 2Insue 0} PauSIsop soInsesw ssaIppe [[eys ued oy,




€81

UOI}0319p UoISNU|

uorsnur onewoine Juipraoid :ssaippe pinoys uepd oy ‘| [0A9] AIINOIS Iy

yuswdmba S910)S S[oIYoA AIQAT[P U3 FUIYOILds I} 9INSUS p[noys sa103s sdiys jo L
uruueds 9[IqON Juawidinba Sufuad108 s,diys jo A1oaroq K19A1[9p 2y3 03 Suneyas ue[d 9y} Ul SAUNSBAW AJLINJS A ‘| [QA] AJINOAS Iy corord
Iouueos p[oy pue uowdmbs Surusord - S2103s ,SdIySs JO AIQAI[Op Y} SULIOA0D SAINP201d S[OAS] AIINoas [[e ‘9T"
Py puey | 3 i i S s,diys Jo A10A1]00 1 eI It Lapianioul 2 IR A4 e | 0I89rd
o101 Ayioey 10d ayp Jo ‘pred 10 ‘[re urgim sa103s s, diys Jo A19A19p ay)
AHN / AHA Swuwo)) ! Jo ‘uorsuadsns 10 uornoinsar 10y uonieredord apnjour Aew yorym ‘Aroey 10d yro1°d
s, diys Jo A0A1[9g ‘ N : : ‘ e
o) Aq uoye} 9q PINOd YOIYM SIINSBIW AJLINOJS ) [1e3dp pinoys uerd ay [,
digs 10 Ayproey 11od ayp Surojud
souueos Ael-X | juowdmbs Suruoarog | Aproey 11od 03 SS90y WOJJ PASLIOYINE JOU ST IFBLLIBD 9SOUM SIITAP 29 SIJULISQNS snoroFuep 1'€91'V
10190 Aue 10 suodeam juoraid o) pauSisop soinseaw ssoIppe [[eys uefd oy,
padoAur oq
prnoys SurudaIos AvI-X %001 ‘7 [PA9] AILINOAS I :JUIudaIdS ABI-X QWIOS 10
i MO[[e PINOYS dSAd 2 ‘1 [0A9T Anoag 1y “diys pue Ajroey 110d usamiaq .
Aer-X | quowdmbs Supuaoiog | Anjogy 1od 0 5900y PoLIoJsue) SI I 910J9q ‘91e)o1p sjuswoueLie 93e103s Ay J1 pue ‘AIoe] syord
110d 2y} S193U9 I1 910J2q ‘MIID JO s1oFudssed Jo IIOYM ‘S1001J0 [ouuosiad
pue o93e33eq paruedwooorun SUIUIIIOS 10J SAUNNOI YsI[qelsd pinoys ueld ay |,
{S9[OIYRA
juowdinba . . o
ST ST juowdinbe Sutusarog | Aroey 310d 03 ss900y pue ‘s309539 [euosiod ‘suosiod Jo sayoress Jo Aouonbayy oyj Juisearour | $°61°91°9d
: : :SQINSEAW [BUOT)IPPE AU} YSI[qe)se prnoys ueld o ‘Z [9A9] AIIN0SS 1y
juowrdinbo SJU2yD
: juowrdinbs Surusarog | Ajjroey 310d 03 sS900Y IO 29 SO[OIYIA ‘S109JJ9 Teuosiad ‘suosiod Jo sayoress jo Suryelopun | 9°/191°g
Suruueoss 9[IQON : : i ‘ § . ‘
ot 103 syurod jonuoo Ajnuapt prnoys ueld oy ‘1 [9A9] A11IN9S Iy
diys & yarm uorosuuod
juowrdimba : : :
: juowrdinbs Surusarog | Ajiroey 310d 03 SS90y ur Ayroey 11o0d oy) 0) Anuo Suryeas 9soy) Aq pasn SA[OIYIA Suryooyd | ¢€/191°9g
Suruueos 9[1qON . .
:Surmorjog oy 1oj syurod [onuod AJnuapl pinoys ueld ay) ‘| [9A9] AJINDSS 1Y
Ayproey 310d oy Sursn sdrys 03 juooelpe s191eM 91} 03 JJeIo pasLIoyneun £q .
SIssaA [oned S|ossaA [oed | Ayjtoey piod 0} $5000y $S9008 U0 SUOI}OLNSaI SUIoIofud :SsaIppe prnoys ueld oy ‘gz [9A9] A11IN0as 1y 88C91'd
suLe[e SuLIE[E [BNSIA
PoIOJIUOW IO PAPUSNE A[SNONUNUOD ST JBY) UONEIO] © & WLIB[E [BNSIA J0/pue o
[ENSIA 29 OIPNE / S9IA9P % OIpne / S0P | A[1ogy 310d 0} 85900y J[qIpNE UB 9JBAI}OB P[NOYS SOOIAIP UOI}0)P-UOISNIUI JIJBWOINE ‘Pasn U 0591'd
UOT}09)9p UOISNIUT UOT}09)9p UOISNIUT 1qtp JeAnow prnoy HAOP HIORO9Iop-IOISAUL dnewome p Um
[01IU0D SS900E SBOIE POJOLI)SAI UIYIIM JUSWIAOUI IO OJUT SS90 PIsLIOYneun
/ ALDD /919D | A1oef 1od 03 ss900y 1u24A21d 03 pouSisop swoysAs 10 uawdinbe douL[[IAINS ‘SIOIASP UONIAP | 9°£791'd




12!

Ke1-x /juswdinba

Surpuey oS1eo Surmp
pue 03 Jord Af1oey 310d oU) UM seare 93eI10ls 031ed pue siojodsuen

Suruueos 9[IQON yuswdinbo upusaiog 05183 §O SulIpuEH 031e9 ‘03189 JO SUIOAYD AUNNOI :dpnjoul Aewr Yorym Surpuey 031ed JuLmp leeord
parjdde aq 03 samseawr A3noas ssaIppe pnoys uefd ay) ‘T [9AJ[ AILINJ3S Iy
sowdinbo SI[OIYAA JO SAUDIBIS PAIJISUAIUL
w:E:Mom o100 judwdinbs Suruoaiog 03180 JO Jurpuey :opnjour Aewl YoIym JoJ3u0d douequd 0} Jurjpuey odred Juump pardde2aq 01 | ¢€6€91°g
‘ oW SoINSBAUW AJLINDSS [BUONIPPE 93U} YsI[qelss pinoys ueld a3 7 [9A9] AILINJSS 1Y
juowrdinba SO[OIYAA JO SaUOIBAS :opnjoul Aewr yorym Surpuey 031ed JuLmp .
Suruueos S[IQON Juswdinba Fupusa108 0B1E3 §O SUI[pUEH parjdde aq 03 samseawr A3noas ssaIppe pnoys uefd ay) T [9AJ[ AILINJ3S Iy tceord
Ayioey ao0d ay3 uryim o3eI101s
juowdmba Suyooyd uodn pue Aij1oey 11o0d ayp Sunuo uodn Juroduwre) Jusasid 01 pasn spoyiow .
Ajdayur [eas-g 08182 JO SutjpueH JQUJ0 pue S[B3s JO un{oayd :apnpoul Aew yorym Jurjpuey o3red Juunp yeeord
parjdde aq 03 samseowr A31Moos ssoippe prnoys uefd ) | [9AJ[ AILINDIS Iy
Surroduwe) Jusasid 0}
juowrdmbs Suryooyo | juswdimbe Suryosyo Pasn SpoyjoU JOYI0 puE S[BS JO SUD{oayo Ul [1B}op pue Aouanbaiy pasearour o
A3aur [eas-g A3aur [eas-g 0B1£3 §O SUl[pUEH :9pn[oul Aewl YOIYM JONUO0D dduequo 03 Jurpuey o3res Suump pardde oq 03 yseord
SQINSBAW A)LINOJS [BUONIPPE o) YSI[qeIsd pInoys ueld ay) ‘g [9A9] AILINO3S 1Y
sdiys oyyroads 10 Ajj1oey ayp Jo 3aed 1o 1e uyim suonerodo
AHN / AHA / suliefe 1O SJUSWAAOW 03IBD JO uoIsuadsns 10 UONILNSAI :opnjoul Aew yorym ‘sdiys o
/ SHIO[E d1jBWOINY SHoy 08182 JO SutjpueH oty pue Surpuodsar asoy) Yym uonerddood ur Ajroey 310d o) Aq uode) oq rieord
P[NOD YoIym SaINseaw A31noaos oy [1e3ap prnoys ueld oy ‘¢ [9A9] A31Noas 3y
SO[OIYQA AIQAI[OP Y} JO SAYOILDS PI[IeIdP apnjoul Aew
wEnsMMMMHw_MUo juowrdinbs Surusarog o dius 10 bowoﬁuwam yorym ‘sa103s s,drys Jo AI9AI[op ) JO [01U0D 9y} doueyud 03 pardde 2aq 01 | 7ZH#91°gd
‘ [HOW S 3 A1 somseow A1moas TeuonIppe oy Ysijqelss prnoys ueld oy ‘g [9A9] A3INoas 3y
$9103s s,d1ys Jo Surs{oayo pafrejop opnjour Aew
m:_gmwmoﬁ%w_wg yuowdmbas Suruoarog o dius 10 bowowwum yorym ‘sa103s s,d1ys Jo A19A1[9p a4} Jo [01U0d a3 doueyud 03 paridde2q 01 | 1'7#'91°9d
: [1OW s g PA | somseow K)11no9s [euonIppe ay} ysijqeiss pnoys uepd ay) ‘g [9A9] AILIND3S 1Y
juowdinba TS STeET S91038 mmoaoam s,diys Jo Suryosyo I0J pasn 9q %mzw S3op pue SOOIAdD T
Suruuess 9[IqoIN s, drys Jo A10A119(q Teorueydow guawdmba uonoop/SISUULIS JO ISN AY) ‘] [QAJ] AJLINOIS Iy




G8I

vd Ayioe; 310d Jo € [oA9T AJ1IN09S 18 9AIS AW JUSWUISAOCS SUNOBNUO0D o) .
/ AHN/ JHA / Swio)shs SOy bESom. wszoﬁsoz SUONONIISUL AJ1INJ9S AUB 0} wn.%mo%& Hom. saInpaooid ssaippe :mam uerd oy, reorv
WLIB[E / SHS[E ONBWOoINy : e : T :
ooerjroyur Jod/diys 1o diys jo
AHN / AHA / Swdishs suo)) Aprovy 10d yo suonelado [eonLo Sururejurew 10j suorsiaold Jurpnjour ‘AJLInods Jo sayoedIq €EITV
uLe[e / SHQe dnewony £311n93s JULIOIUOIA] ‘ e o e : SO
1o syeaqy} A31noas 03 3urpuodsar 10} sainpasoad ssarppe [[eys uerd oy,
AHN / AHA / SWISAS e Kyroey 310d Jo PajeATIOR U29q Sey Aioey 11od ayj je diys e Jo woysAs 1aofe ——
wiIe[e / SM9[R onewomy A)11no9s SULIOIUOIA Kumoas drys ayp ases ur Surpuodsar 10§ sampaooid ssaippe [eys ueyd oy,
SUIPI00o1 fymoeg 110d 70 P10991 03 onuNUod ued Juswdmba soue[[oAINS Yons swrn
SuIp10231 8IBp / ALDD erep \.\M,—LOU b::oom._w:mo::owz Jo a3ug ayp Surstwrxew :opnjour Kew yorym Ajjroey pod ayp Aquader aq | €4591°9
: T PINOD [OIYM SAINSEaW AILINOJS oy} [1e39p prnoys uefd oy ‘¢ [9AJ AIINDIS 10,]
Ayyroey 310d oy
Ayqroey j10d Jo | 03 Juooelpe 10 ‘UIYIM SONIATIOR SUIPI0dAI Jo d[qeded juswdmbs doue[[roAIns o
ALDD ALDD A)11no9s SULIOIUOIN [[& JO uo Surgoyms :apnjour Aew yorym Ajroey 11od ayj £q uase) 9q crsord
PINOS YOIYM SIINSBIW AILINJAS o} [Iejop pinoys ue[d oy ¢ [9AJ AIINJ9S 10
Ayioeg 110d jo juowdmba doue[[1oAInSs JUIPI0dAI .
ALDD ALJD £111n93s JULIOIUOA | 29 PRIO}IUOW A[SNONUNUOD JO Ish :SSAIppe p[noys ueld oy ‘g [9A9] AJLINJSS JY s8cold
;suondnisip 1omod Jo 10 suOnIpuod I9YIeIM
TS s AT Ayioe; 310d Jo JO s109J39 9[qIssod ay} JO UONBIIPISUOI FUIPN[OUL ‘A[[eNUNUOD WIOFISd T
A)11n09s SULIOIUOIN 03 9[qe 9q [[14 Juswdinbse Surrojiuow Jey) FULINSUS JO SUBSW ) PUE [OAd]
£)11n93S yoed e papaau judwdimbe pue sainpasoid ysiqeiss pinoys uerd ay .
‘uonjounjyew Jo ainjrej judwdmbe 03 asuodsax
Aoy 310d Jo : : g
swalsAs dnyjoeg e 29 Jo uoneoyynuapt Jurpnpout ‘quowdmba 29 sompasord ‘samsesuwr £JLMo9s L'891'd
A111n09s SULIOITUOTA : : Fo : : :
: NS JO SSOUIANO9YJS SUIMUNUOD A SSASSE 0) S2INPao0Id ‘S[oAd] AILINDAS [[e 1Y
o3e338eq SO[FUL JUSIIJIP OM] }SEI] Je
Ke1-x | juowdinbe Surusaiog pomedwodoeun | wox 31 Sulkel-x o[dwex? 10J ‘FUIIIIOS SAISUIXD 910U 0 399[qns oq pinoys | ['8%91°d
Jo Surpuey 93e33eq paruedwooorun ‘¢ [9AT AIINDAS e Jey) Aye[ndns pinoys uerd oy T,
Anpioey 110d oy
Ke1-x /juowdmbe juowdibo Surmssiog 08180 30 Surpuey uIyIm seate o03e1ols 031ed pue ‘sioyrodsuen; 031ed ‘031ed Jo SuryoYd PI[IeIop reeord

Suruueoss 9[IQON

:9pn[our Aew OIYM Jonu0d douequo o} Jurpuey o3reo Suump pardde oq
0} saInseaw AJLInoas [eUOLIPPE YsI[qelsa pinoys ueld ay) ‘7 [9A9] AJLINO3S 1Y




981

aremyyos paydAIoud

Aoy 310d jo

£311M09s SULIO)IUOIA]

oy} UO ‘UoYM PaMO][0] 9q 03 saInpaooid oy ysijqelss prnoys ueyd oy,

/ 10u1qe0 Jooid amg A1noas ereq £ypmoes Supoyuopy 2INSOTOSIP 10 $S990B PazLIoyneun woly pajodjord oq [reys uerd oy, 91V
aremijos paydAIoua Kyioe; 310d Jo JeULIO} OTUOIOJ[d .
/39u1qed Jooid a1 Aypmods eeq A)11n09s SULIOIUOIN 10 Joded ur pjoy uonBWIOIUI AJLINOAS JO U0T0301d S[OA] AILINDAS [[B 1Y 9891'd
Aoy 310d Jo JUSWIPUSWIE JO ‘UOIIONI)SOP ‘UONI[P pasLIoyneun sj1 sunuaraid je powre L
wisks uopodjoid eeq Buipioodi ereq Ajumoos urioyiuoly | saampasoxd £q pa1oojold 9q [[eys 31 ‘JeutIof oruonoofe ue ur jdoy st uerd oy I Lorv
juowdinbs | juswdinbs uonoslp < .
jiioeg 310d jo ‘I9)emIopun 2 quioq JUIpnjoul swes) YoIeas Isijerodds .
HOH99Ip A4l QL / S[ossaA A1noos Suriojiuoly | 29 sjoned opisiojem Surureiqo 29 SunIofe JO SUBSW ) ‘S[OAJ] AJLINDSS [[€ Iy crgold
/ S[9SS9A Toned / Jyn JyA [oned / swo) : T : o ‘ :
Cunoer uod 16 “UOT}BOO] UO J1un SUI[[LIP SI0YSIFO
AHN / AHA swo)) < _Soow._w:m M Eom oriqowr 10 surroyye[d Surjeory 1o paxiy yim SuroeyIdur st i uaym Ajdde pnoys | €9691°g
" HONUON Aoy 310d oy saInseaw AJLnoads pue sampaosold ysijqesd ppnoys ueyd oy,
Ayioe; 310d Jo Aldde
dHN / AHA SuIuo)) < ::oogm._wcm %E% JOU S0P 9p0D) Y3 YOIy 0} diys e (s Juroeproyur st 31 udym Ajdde pinoys | 79591°g
" HORUON Ayqroey 110d 9y saanseaw A31nd9s pue saInpasoid ysiqeiss pnoys uerd ay [,
Kumoer 1od 10 JUSWIUISAOL) SUIIORIIUO)) B JOU SI [IIYM )8}
JHN / AHA suo)) < ::oow _w:m h Eom & Jo 110d ® Je U99q sey yorym diys e yam Juroejrojur st 1 uoym Ajdde pinoys | 1°9691°g
" HORUON Ayroey 110d ay3 samnseaw £311n09s pue saanpaoold ysijqelsd pinoys ueld oy,
Ayioe; 310d Jo “Ayqroey 310d oy Sursn sdiys Jo AJUIOIA S} UT S[ISSIA o
dH0 / dHA SHIHOD £311n99s FULIOIUOTA] JO JuduWIdAOW 9y} JO [0NU0D Y} SSAIPPe pnoys ue[d oy ‘| [9AJ] AIINO3S Iy Lieord
Aypioey 110d jo Aoy
JHN / IHA sunuo)) < _Souw _w:m h Eom 110d o1 Jo 11ed 10 [[€ 0} SUIIB[OI SJUSWOAOUI [ISSIA JO UOTIOIIP oY) SSAIPPE | 9°07°91°d
" HONUON [oIym saInseawr AILmoas oy [1e3op prnoys ueld oy ‘¢ [9A9] A11IN0as 3y
Ayioey 11od jo gt
dHN / AHA SuIo)) fypmoss Suponuopy SANIAOR AJLno9s diys yam Suroeroiul 1oj sainpaooid ssaippe [[eys uefd oy, LEITV
Cunoer uod 16 sanLIoyIne AJLINd3S [0 IO [RUOIEU 29
dAHN / AHA Swo)) < _Soow._w:m M Eom sdiys 29 [ouuosiad AJ1noas A)11oey 310d U2aM39q UOTEITUNWIO SNONUNIUOD $'8°91°'d
" HONUON 29 OAT}OJJO SMO[E YOIYM TII)SAS SUOTIBOTUNTIIOD B STOAJ[ AJLINDIS [[B IV
Swwo Kyroey 310d Jo SONLIOYINE JUBAJ[QI .
dH0 / dHA o) £311n93s FULIOIUOTA] Joypo pue 310d ur sdigs M S)USWIFUBLIE SUONEIIUNWIIOD PUB SYUI] ceord
Knoer 110d 10 diys e £q pajsonbar st o & uoym
107 [rewy suo)) HITo% 110Cd 10 S0 ® sisanbal 0SAd Y} IUAWUIOA0D) FundLnuO)) 9Y) JO SUONONISUI 1591°9




L81

Kyroey 310d Jo

sjoned suI0qIojem pue 9[oIYaA 100} Jurpnpoul sprens AJLInoas

/ 9yes Jooidaar,g

AJ1no9s SULIOIUOIN

UT UOT)BUWLIOJUT 97} JO AJTINOAS A} AINSUS 0} SOINSLAUI SSAIppe [reys ued oy,

S[9SSOA JonRd S[9SSOA JonRd e :S9INSeaW SUIMO[[0F oy} ‘woy) Surpunoins sedre pue sdiys ayp pue W3S | 764 91°9
: e pue Aep Ajjroey 110d 9y SULIOIUOW JO SUBW Sk dpnjoul pnoys uefd ay [,
SEaIE Q) UIYIIM 29 SBaIR PAJOLISAI AU} JO SOLIEpuUNnoq
Ayroey 110d jo . e e . o
S[9SS9A [oned S[9SS9A [oned £11mo0s SULOITO o uo uayelropun ‘sjoned opis-1em Surpnpour ‘soned Jo Aouanbaxy | 9'97°91°g
: NS pue Ioquinu oy} SUIOUBYUL :SSAIPpe pInoys ueld oy} ‘g [9A9] AJLINDAS 1Y
S1aSSoA 1018 S1aSSoA 1018 Ayioe; 310d Jo AJ1INO3S 9PIS-IoJem 9OUBYUD 0) S[ASSIA [oXjed o
I 1oed I toed £311n93s FULIOIUOTA] Sursn :soinseaw [euonIppe Y} Ysiqeis? pinoys uerd oy ‘g [9AJ] AILINO3S Iy g6rord
11 0} SOSSA00E
repes Lnproey 110d 1o opIsIojem pue 210ys Surpnjour ‘eare A[1oej 1od [eIousT ) 9AISSQO 0} o
Iepel/ ALDD / Suny3ry / ALDD / SunuBr] £)1IN00S SULIONUO [ouuosiad Ajnoas Aiioey 1od mojre o3 Juswdinbo aoue[[roaIns pue AJnoas | 1°7691°9g
T : e Jo asn Jo spreng A31no9s ‘Furysi| Jo uoneuIquIod & 3q Aew yorym ‘parjdde
9q 0} S2INSBIW AJLINIAS Y} YSI[qeIsd prnoys ue[d oy ‘| [9AIT AILINJSS 10,
93BI0A09
Sunus: Sunus: Kyroey 310d Jo doue[[IoAIns pue Sunysi| [euonippe jo uoisiaoxd oy Surpnjour yuowrdinba o
ALDD /omysrT ALDD /omysrT A11no9s SULIOJIUOIN | 9oUB[[IdAINS pue SunysI| JO AJSUAIUI pue 93eI9A09 9} Jursearour 10§ parjdde resord
9q 03 SJoA9] AJnoas oy ysI[qelsa pnoys uepd ay) ‘g [9A9] AILINOJS 10|
SEaIE POJOLISAI PUE SILLIEq ‘S)utod SS900E 9AIISQO O}
Anqoey pgod Jo | jouuosiod Anmoas Aproey 110d mofqe o3 juswdinba soue[roams pue AJLnos .
ALDD /BunysrT ALDD /Bunysr] KJ11noos SULIOIUOIN Jo asn 10 spiend A)noas ‘SuriysI| Jo uoneuIqUIOd & 9q Aew yorym ‘parjdde cesord
0q 03 saInseaw A11Mo9s oY) YsI[qeiss prnoys uepd oy} ‘| [0A9T AILINDIS 10
Ayroey 110d 9y Jo AUIorA ) uneuIUN([L IO ‘UM
\ﬁ:moﬂw HEOQMO dange o g . 5 . SRl -
Sunysr Funysr S ST Suny31| [T Jo uo SuryoIms :opnjour Aew Yorym Aroey 11od oy Aq uaye; oq I'$S91°9d
: T PINOD [OIYM SAINSEIW AILINOJS o) [1e39p pnoys uefd oy ‘¢ [9AJ] AIINOIS 10,]
Sunysn
Anroey yaod jo . ; ausn o
Sunysr| Sunysr :soInsesw SUIMO[[0} 9y} ‘way) Surpunorms seare pue sdiys oy pue W3 | 64919
A11IN99s JULIOUON
: NS pue Aep Ajq1oey 310d oy SuLiojruow Jo suedw se apnjout ppnoys ueyd oy T,
So01AD Soo1AD Kumoer 1od 10 juowdinba oouR[[IOAINS PUB SIOIASP UONI)IP-UOISNIUL OJBUIOINE
ALDD /5AP ALDD /51AP HITo% 110Cd :S9INSeoW FUIMO[[0F oY} ‘W) Surpunolins sedre pue sdiys ayi pue WS | €'6491°d
UOI}02)9p UOISNIU] UOI}02)9p UOISNIU] £)11n93s FULIOIUOTA] : : : :
pue Aep Ajjroey 110d 9y SULIOIUOW JO SUBW Se dpnjoul pnoys uefd ay [,
Aoy 31od jo
S1OUIQED SWLIBAII ] S1OUIQED SWLIBQII] b_usoom. w::ot:oz (oyerrdoadde 1) suweanry Jo asn pue SuLeaq dY) UO ddUBPINL) IRIR: |
aremijos uondAious Aypmoss epq Ayioe; 310d Jo uerd oy T




881

WOoOolI [01U0d

'SWI00J [01JU0D dOUB[[IOAINS 29 AJ1Inoes Surpnjout ‘sSurp[ing [onuoo yod 29

SwolsAs [onuod Kumoos / 93eulig SERIE PAOLISIY uone3IARU 0 SPIk ‘SWO0I [01U0D WAISAS N LA :9pN[oul AeW SeIR PIJOLNSIY 95c91d
"PoIdLNSAI 9q PINOYS S[ENPIAIPUI PUB SI[OIYIA ‘S[ASSAA Aq o
susls SBeUBIS SEOIE PAOLISIY. | o008 a1oym Aq1oey 310d ) Ul SUONEIO] ISYI0 :9PN[OUl ABW SBATE PAJOLNSIY 65C91'd
‘SUOTJR[[BISUI AJ[IIN IOY)O 29 I9JeM ‘TUONEBIIUNUIIIOI[S) o
SuBls oBeuBIS SERIE PIOLSIY 29 OIpEI ‘[BOLIIO9[Q [BIUISSD :9pN[OUl ABWE SBIR PAJOLISY 8s9ld
"PIoY 91k sadue)sqns o
Susls dBUTIS SEOIE PRSI Snopiezey pue Spoo03 SNOIGTUEP AIYM SBAIE :9PN[OUI ABW SBAIE PIJOLNSIY s5791d
"uoyedpuUN ST SAI0)S pue 03Ied o
SuBls oBeuBIS SERIE PAOLSIY J0 93e10s 10 Surpeorun ‘SUIPLO] AISYM SEIIE :9PN[OUL ABW SBATE PAIILNSAY eseord
‘syurod
su3ig a3eudig Seare pajoLsAy | yoreas Surpnpoul ‘seare 3uissaoold 29 3urpjoy [suuosiad s diys pue so3uassed | 7'6z91°d
‘seare UOT)EIBqUIASIP PUE UOIIBNIBqUID :9PN[OUI ABUI SEAIE POJOLISOY
diys o3 03 Judoelpe .
Susls oBeUTIS SEQTE PAIOHSIY ATOIBIPWIWUI SBATE QPISISJEM PUB IOYS :9PN[OUL ABUL SBAIE PAJOLNSY rseord
sastwaxd paxoo 23eudn SeaIR PIIJLISI pawoo] ale SToT
‘ PAOT 'S POIOLISIY juowrdinba ooue[[IOAINS 29 AJLINDS AIOYM SBOIR IPN[OUT ABW SBATE PAJOLNSIY Lseord
sSuppIew 9[o1Y SOLIJAUWIOT SBOIR POJOLIISO [ i e A LT9T”
Pl PHPA H d PIIOLISAY PaMoOJ[e Sa[oIyoA Sunylewt A[1ea[d SSAIppe pnoys ueld ay) ‘| [9A9] AJLINO3S 1Y yLeord
sossed SOLI)OWOT SBOIB PAJOLISD 'sossed Baxe pajoLnsal LT9T
Pl Histord PIIOLISAY paAerdsip Aqurosindwos Surpraoid ssaxppe pinoys uepd oy ‘| [9A9] AJLINOAS 1Y vloord
saAfasway sdiys Aq papraoid Sunysi| Jo uonejudwdne Surpnjour
‘Kyroey 110d ot ursn sdrys 03 Judoe[pe SIUSUWILAOW PUE SBIe JOIUOW 0)
Ayroey 11od jo i PR ; . -
Iepey Iepey [ouuosiod Arnoas Aoy 310d moffe o3 jusudinbe aoueroaIns pue Anods | €7591°g
AI1Ino3s JULIO)UOIA : eI : : o
; S Jo asn 10 spien3 A)1noas ‘Suriysi| Jo uoneuIqUIOd & 9q Aew yorym ‘parjdde
9Qq 0} saInseaw AJLNJAS A} YsI[qelso pnoys ueyd oy ‘1 [9A9T AJLINOAS 10
S[o559A [OXEg S[9559A [OXEg Ayioes ya0d jo sjoned Ju10qIdEM PUB I[OIYIA 100] JO Aoudnbayy ayy Suiseasour oy pardde record

£311M09s SULIO)UOIA]

9q 0} S[9AQ] A31IN03S 9y} YsI[qe)se pinoys ueld oy ‘g [9A9] AILIN00S 10




Appendix 2: Minimum standards for CSI expansion (Source: CBP,
2004)

CONTRIRER EECORITY INIDIATINE

i etﬂ Minimum Standards for

L

2 cS1Expansion

Standards mustbe presentin every potential
CSlport:

1)Seaport must have regular, direct, and substantial
container traffic to ports in the United States.

2)Customs must be able to inspect cargo
originating, transiting, exiting, or being
transshipped through a country.

3)Non-ntrusive inspection (NIl) equipment (gamma
or X-ray) and radiation detection equipment must
be available for use at or nearthe potential C5Sl
port.

CONTRIRER EECORITY INIDIATINE

i etﬂ Minimum Standards for

Sy CS1Bxpansion
Potential CSlports must also commit to:
4)Establish an automated sk management system.

9)Share critical data, intelligence, and risk
management information with U.5. Customs and
Border Protection (CBP)

6) Conduct a thorough port assessment and commit
to resolving port infrastructure vulnerabilities.

7)Maintain integnty programs, and identify and
combat breaches in integrity.
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Appendix 3: The 24-hour Advance Manifest Rule as Published in the
US Federal Register (excluding comments and answers)

66318

Federal Register/Vol. 67, No. 211/ Thursday. October 31, 2002/Rules and Regulations

Administration amends part 39 of the
Federal Aviation Regulations (14 CFR
part 39) as follows:

PART 39—AIRWORTHINESS
DIRECTIVES

1. The authority citation for part 39
continues to read as follows:

Authority: 49 U.5.C. 106(g), 40113, 44701.

§39.13 [Amended]

2. Section 39.13 is amended by
adding the following new airworthiness
directive:

2002-2205 Boeing: Amendment 30-12020,
Docket 2002-NM-214-AT.

Applicability: All Model 737-100, —200,
—2000C, —300, —200, and —500 series airplanes;
certificated in any category.

Note 1: This AD applies to each airplane
identified in the preceding applicability
provision, regardless of whether it has been
maodified, altered, or repaired in the area
subject to the requirements of this AD. For
airplanes that have been modified, altered, or
repaired so that the performance of the
requirements of this AD is affected, the
owner/operator must request approval for an
alternative method of compliance in
accordance with paragraph (d) of this AD.
The request should include an assessment of
the effect of the modification, alteration, or
repair on the unsafe condition addressed by
this AD; and, if the unsafe condition has not
been eliminated, the request should include
specific proposed actions to address it.

Compliance: Required as indicated, unless
accomplished previously.

To prevent severe flap asyvmmetry due to
fractures of the carriage spindles on an
outboard mid-flap, which could result in
reduced control or loss of controllahility of
the airplane, accomplish the following:
Repetitive Inspections

(a) Do general visual and nondestructive
test (NDT) inspections of each carriage
spindle (two on each flap) of the left and
right outhoard mid-flaps to find cracks,
fractures, or corrosion at the later of the times
specified in paragraphs (a)(1) and (a)(2] of
this AD, as applicable, per the Work
Instructions of Boeing Alert Service Bulletin
737-57A1277, dated July 25, 2002. Repeat
the inspection at least every 180 days until
paragraph (c] of this AD is done.

(1) Before the accumulation of 12,000 total
flight cycles or & years in-service on new or
overhauled carriage spindles, whichever is
first.

(2] Within 90 days after the effective date
of this AD.

Note 2: For the purposes of this AD, a
general visual inspection is defined as: “A
visual examination of an interior or exterior
area, installation, or assembly to detect
obvious damage, failure, or irregularity. This
level of inspection is made from within
touching distance unless otherwise specified.
A mirror may be necessary to enhance visual
access to all exposed surfaces in the
inspection area. This level of inspection is
made under normally available lighting

conditions such as daylight, hangar lighting,
flashlight, or droplight and may require
removal or opening of access panels or doors.
Stands, ladders, or platforms may be required
to gain proximity to the area being checked.”

Corrective Action

(b) If any crack, fracture, or corrosion is
found during any inspection required by
paragraph (a) of this AD: Before further flight,
do the applicable actions for that spindle as
specified in paragraph (b)(1) or (b)(2) of this
AD, per the Work Instructions of Boeing
Alert Service Bulletin 737-57A1277, dated
July 25, 2002. Then repeat the inspections
required by paragraph (a) of this AD every
12,000 flight cycles or 8 years, whichever is
first; on the overhauled or replaced spindle
only.

(1) If any corrosion is found in the carriage
spindle, overhaul the spindle.

(2) If any crack or fracture is found in the
carriage spindle, replace with a new or
overhauled carriage spindle.

Note 3: Although the service bulletin
recommends that operators report inspection
findings of any crack or fracture in the
carriage spindle to the manufacturer, this AD
does not contain such a reporting
requirement.

Optional Overhaul or Replacement

(c) Overhaul or replacement, as applicable,
of all four carriage spindles, per the Work
Instructions of Boeing Alert Service Bulletin
737-57A1277, dated July 25, 2002, extends
the repetitive inspection interval specified in
paragraph (a) of this AD to every 12,000 flight
cycles or 8 years, whichever is first,

Alternative Methods of Compliance

(d) An alternative method of compliance or
adjustment of the compliance time that
provides an acceptable level of safety may be
used if approved by the Manager, Seattle
Aircraft Certification Office (ACO), FAA.
Operators shall submit their requests through
an appropriate FAA Principal Maintenance
Inspector, who may add comments and then
send it to the Manager, Seattle ACO.

Note 4: Information concerning the
existence of approved alternative methods of
compliance with this AD, if any, may be
obtained from the Seattle ACO.

Special Flight Permits

(&) Special flight permits may be issued in
accordance with sections 21.197 and 21.199
of the Federal Aviation Regulations (14 CFR
21,197 and 21.199) to operate the airplane to
a location where the requirements of this AD
can be accomplished.

Incorporation by Reference

(f) The actions shall be done in accordance
with Boeing Alert Service Bulletin 737—
57A1277, dated July 25, 2002. This
incorporation by reference was approved by
the Director of the Federal Register in
accordance with 5 U.5.C. 552(a) and 1 CFR
part 51. Copies may be obtained from Boeing
Commercial Airplane Group, PO Box 3707,
Seattle, Washington 98124-2207. Copies may
be inspected at the FAA, Transport Airplane
Directorate, 1601 Lind Avenue, SW., Renton,
Washington; or at the Office of the Federal
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Register, 800 North Capitol Street, NW., suite
700, Washington, DC.
Effective Date

(g) This amendment becomes effective on
MNovember 15, 2002,

Issued in Renton, Washington, on October
22, 2002,
Vi L. Lipski,
Manager, Transport Airplane Directorate,
Aircraft Cerfification Service.
[FR Doc. 02-27315 Filed 10-30-02; 8:45 am]
BILLING CODE 4910-13-P

DEPARTMENT OF THE TREASURY

Customs Service

19 CFR Parts 4, 113 and 178
[T.D. 02-62]
RIN 1515-AD11

Presentation of Vessel Cargo
Declaration to Customs Before Cargo
Is Laden Aboard Vessel at Foreign Port
for Transport to the United States

AGENCY: Customs Service, Department
of the Treasury.
ACTION: Final rule.

summary: This document amends the
Customs Regulations to require the
advance and accurate presentation of
certain manifest information prior to
lading at the foreign port and to
encourage the presentation of this
information electronically. The
document also allows a non-vessel
operating common carrier (NVOCC)
having an International Carrier Bond to
electronically present cargo manifest
information to Customs. This
information is required in advance and
is urgently needed in order to enable
Customs to evaluate the risk of
smuggling weapons of mass destruction
through the use of oceangoing cargo
containers before goods are loaded on
vessels for importation into the United
States, while, at the same time, enabling
Customs to facilitate the prompt release
of legitimate cargo following its arrival
in the United States. Failure to provide
the required information in the time
eriod prescribed may result in the
elay of a permit to unlade and/or the
assessment of civil monetary penalties
or claims for liquidated damages.
EFFECTIVE DATE: December 2, 2002.

FOR FURTHER INFORMATION CONTACT:

For Legal matters: Larry L. Burton,
Office of Regulations and Rulings, (202
572-8724).

For National Targeting Center issues:
David Tipton, (202-927-0108).
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For Container Security Initiatives:
Adam Wysocki, (202-927-0724).

For Trade Compliance issues:
Kimberly Nott, (202-927-0042).

SUPPLEMENTARY INFORMATION:
Background

The Customs laws impose certain
requirements upon vessels that will
arrive in the United States to discharge
their cargo. In particular, vessels
destined for the United States must
comply with 19 U.5.C. 1431, which
requires that every vessel bound for the
United States and required to make
entry under 19 11,5.C. 1434 have a
manifest that meets the requirements
that are prescribed by regulation. To this
end, under 19 U.S.C. 1431(d), Customs
mav by regulation specify the form for,
and the information and data that must
be contained in, the vessel manifest, as
well as the manner of production for,
and the delivery or electronic
transmittal of, the vessel manifest.

Currently, § 4.7, Customs Regulations
(19 CFR 4.7), requires: That the master
of every vessel arriving in the United
States and required to make entry have
on board the vessel a manifest in
accordance with 19 U.5.C. 1431 and
§4.7: and that an original and one copy
of the manifest must be ready for
production upon demand and must be
delivered to the first Customs officer
who demands the manifest. Sections
4.7(a) and 4.7a, Customs Regulations (19
CFR 4.7(a) and 4.7a), set forth the
documentary and informational
requirements that constitute the vessel
manifest.

Pursuant to § 4.7(a), the cargo
declaration (Customs Form 1302 or its
electronic equivalent) is one of the
documents that comprises a vessel
manifest. The cargo declaration must
list all the inward foreign cargo on
board the vessel regardless of the
intended 1.5, port of discharge of the
cargo (§ 4.7a(c)(1)).

Furthermore, 19 U.5.C. 1448 provides,
in pertinent Earl, that no merchandise
may be unladen from a vessel which is
required to make entry under section
1434 until Customs has issued a permit
for its unlading, In addition, under
section 1448, Customs possesses a
reasonable measure of regulatory
discretion as to whether, and under
what circumstances and conditions, to
issue a permit to unlade incoming cargo
from a vessel arriving in the United
States. Section 4,30, Customs
Regulations (19 CFR 4.30), lists the
requirements and conditions under
which Customs may issue a permit to
unlade foreign merchandise from a
vessel arriving in the United States.

In addition, 19 U.8.C. 1436(a)(1) and
(a)(4) provide that it is unlawful to fail
to comply with sections 1431, 1433 or
1434 or any regulation prescribed under
any of those statutory authorities.
Moreover, 19 U.5.C. 1436(a)(2) states
that it is unlawful to present or transmit,
electronically or otherwise, any forged,
altered or false document, paper, data or
manifest to the Customs Service under
19 U.S.C. 1431, 1433(d) or 1434. Under
section 1436(b), the master of a vessel
who commits any such viclation is
liable for a civil penalty of $5,000 for
the first violation and $10,000 for each
subsequent violation and any
conveyance used in connection with
any such violation is subject to seizure
and forfeiture.

Proposed Rulemaking; Advance
Presentation of Vessel Cargo Manifest
to Customs; Required Information

By a document published in the
Federal Register (67 FR 51518) on
August 8, 2002, Customs proposed to
amend § 4.7 to provide that, pursuant to
19 1.5.C. 1431(d), for any vessel subject
to entry under 19 U.5.C. 1434 upon its
arrival in the United States, Customs
must receive the vessel's cargo manifest
(declaration) from the carrier 24 hours
before the related cargo is laden aboard
the vessel at the foreign port. The
proposed rule also enumerated the
specific informational elements that
would need to be included in the
submitted cargo manifest.

Necessity for Advance Presentation of
Vessel Cargo Manifest to Customs

As explained in the preamble of the
Notice of Proposed Rulemaking (67 FR
at 51520), the United States Customs
Service recently launched the Container
Security Initiative (“CSI"). CSI will
secure an indispensable, but vulnerable
link in the chain of global trade:
Containerized shipping. Approximately
90% of world cargo moves by container;
200 million cargo containers are
transported between the world's
seaports each year, constituting the most
critical component of global trade.
Nearly half of all incoming trade to the
United States (by value) arrives by ship,
and most of that is in sea containers,
Annually, nearly 6 million cargo
containers are offloaded at U.S.
seaports.

ere is, however, virtually no
security for this critical global trading
system. And the consequences of a
terrorist incident using a container
would be profound. As experts like Dr.
Stephen E. Flynn, Senior Fellow,
Council on Foreign Relations, have
pointed out repeatedly, if terrorists used
a sea container to conceal a weapon of
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mass destruction—a nuclear device, for
example—and detonated it on arrival at
a port, the impact on global trade and
the global economy would be immediate
and devastating. All nations would be
affected because there would be no
mechanism for identifying weapons of
mass destruction before they reached
our shores and before they posed a
threat to the global economy.

Al Qaeda and other terrorist
organizations pose an immediate and
substantial threat. And the threat is not
just to harm and kill American citizens,
it is a threat to damage and destroy the
11.5. and the world economy.

To address the threat terrorists pose to
containerized shipping, Customs
developed CSI. Under CSI, U.5.
Customs is working with other
governments to identify high-risk cargo
containers and pre-screen those
containers at the foreign ports before
they are shipped to the U.S. CSI has four
core elements:

(1) Identify “high-risk” containers. In
connection with its domestic targeting
efforts, Customs has already established
criteria and automated targeting tools
for identifying “high risk” shipments.
Indeed, every one of the shipments that
arrives in the United States by sea
container is currently assessed for risk
using these tools and advance manifest
data. If this data were provided earlier,
Customs could use these same tools to
detect high risk shipments before they
were carried to the United States.
Accordingly, to enhance domestic
targeting and to enable overseas
targeting and screening of containers,
Customs has proposed a rule requiring
accurate and detailed information to be
transmitted before shipments are laden
on vessels destined for the United
States.

(2) Pre-screen containers before they
are Shlp%&d As discussed above, to
protect the United States and global
trade from the risks posed by
international terrorists, security
screening should be done at the port of
departure rather than the port of arrival.

3) Use technology to screen high-risk
containers, Technology enables
screening to be done rapidly without
slowing down the movement of trade.
This technology includes large-scale x-
ray and gamma machines and radiation
detection devices,

(4) Use more secure containers to
ensure the integrity of containers
screened overseas,

CSI thus offers real protection, on a
day-to-day basis, for tll'ie primary system
of international trade—a system on
which all economies depend. Given the
security afforded by CSI the
investments made by ports and
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members of the trade to implement CSI
represent relatively inexpensive forms
of insurance against the terrorist threat.
In the event olgan attack using a cargo
container, the CSI network of ports will
be able to remain operational Eecause
those ports will already have an
effective security system in place—one
that will deter and prevent terrorists
from using it. Without such a network,
the damage to global trade caused by a
terrorist attack involving international
shipping would be slaggerinﬁ.

In addition to protecting global trade,
CSI should facilitate the flow of that
trade. When a container has been pre-
screened and sealed under CSI, U.S.
Customs will not, absent additional
information affecting its risk analysis,
need to inspect it for security purposes
when it reaches the U.S. Moreover, this
system could reduce the processing time
for certain shipments because the
screening at a CSI port will in most
cases take place during “down time."”
Most containers sit on a terminal for an
average of several days prior to lading.
This window of “down time” will be
used to screen containers for security
purpases. On arrival at the 1.8, seaport,
the CSI-screened container should be
released immediately by U.S. Customs,
which could shave hours, if not days,
off of the shipping cycle. In this manner,
CSI should increase the speed and
predictability for the movement of cargo
containers shipped to the U.S.

For these reasons, CSI is a critical
component of the President’s Homeland
Security Strategy. It has also been
endorsed by the G-8 as well as the
World Customs Organization.

As a result of this broad support, CSI
has been expanding rapidly, When
Customs launched CSI this past January,
the first step was to implement CSI as
quickly as possible in Canada and the
top 20 ports (by volume) that ship to the
United States. When fully implemented
in these locations, CSI will substantially
increase the security of the United
States and the global trading system
because the top 20 ports alone account
for nearly 70% of all the containers
shipped to U.S. seaports. To date,
Canada, the Netherlands, Belgium,
France, Germany, Singapore, Hong
Kong, and Japan have agreed to
implement CSI. These countries
represent 11 of the top 20 ports.
Customs anticipates that several ather
nations will agree to implement CSI in
the near term, and that CSI will expand
beyond the top 20 ports during the next

ear.

CS1 is already operational in Canada
and the Nel‘heriands. It will be
implemented at several additional ports
within the next 90 days. Given this

explosive growth, it is critical that the
information necessary to implement CSI
fully be provided to Customs in the near
term. Far this reason, Customs proposed
this rulemaking on August 8, 2002 and,
following the comment period, is
issuing this final rule today.

Non-Vessel Operating Common
Carriers (NVOCCs)

Under the proposed rule, the
conditions Dlpl.he International Carrier
Bond (19 CFR 113.64) were proposed to
be amended to recognize the status of a
Non-Vessel Operating Common Carrier
(NVOCC) as a manifesting party and to
obligate any NVOCC having such a bond
and electing to provide cargo manifest
information to Customs electronically
under § 4.7 and 4.7a to accurately
transmit such information to Customs
24 or more hours before the related
cargo is laden aboard the vessel at the
ﬁ:lreilgn port. Breach of these obligations
would result in liquidated damages
against the NVOCC. For purposes of the
proposed rule, a non-vessel operating
common carrier (NVOCC) as a common
carrier that does not operate the vessels
by which the ocean transportation is
provided, would be considered a
shipper in its relationship with an ocean
common carrier.

Penalties or Liquidated Damages for
False or Untimely Filing of Manifest
Data

If the master of a vessel failed to
present or transmit accurate manifest
data in the required time period or

resented or transmitted any false,
orged or altered document, paper,
manifest or data to Customs, the
proposed regulations specified that
monetary penalties could be assessed
under the provisions of 19 U.5.C.
1436(b). Likewise, if an NVOCC having
an International Carrier Bond elected to
transmit such data electronically to
Customs and failed to do so in
required time period or transmitted any
false, forged or altered document, paper,
manifest or data to Customs, the NVOCC
could be liable for the payment of
liquidated damages for breach of the
conditions of the International Carrier
Bond, in addition to any other
applicable penalties.

Issuance of Permit To Unlade Cargo

The proposed rule also provided that
if the carrier did not present cargo
declaration information to Customs
prior to the lading of the cargo aboard
the vessel at the i%reign port, Customs
could, in addition to assessment of civil
monetary penalties, delay issuance of a
permit to unlade the entire vessel or a
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portion thereof until all required
information was received.

Preliminary Entry

Finally, it was proposed that §4.8 be
amended to make clear that the granting
of preliminary entry by Customs would
be conditioned upon the electronic
submission of the Cargo Declaration
(Customs Form (CF) 1302), as well as
the provision to Customs either
electronically or in paper form of all
other forms requiregby §4.7.

Discussion of Comments

A total of 78 commenters responded
to the notice of proposed rulemaking.
Nearly all of the commenters recognized
the need to act immediately to protect
the global trading systems, and in
particular to protect the most important
element in the movement of
international trade—containerized
cargo. They also recognized the urgency
and seriousness of the threat posed by
terrorist organizations and the
smuggling of weapons of mass
destruction, including radiclogical and
nuclear materials. They complimented
the Customs Service on newly created
programs such as the Customs-Trade
Partnership Against Terrorism (C—
TPAT) and the Container Security
Initiative (CSI), which are designed to
address this threat,

Most commenters questioned how the
regulation would be implemented. They
raised operational issues regarding the
movement of containers, the security of
containers and the interfaces between
the U.5. Customs Service and the trade.
They also noted that the regulation
would require changes to existing
business practices that could take
several months to fully implement.

While the aim of this regulation is to
better secure containerized cargo from
the threat of terrorism, it is important to
note that carriers, shippers, importers
and others should reaﬁize significant
benefits from its implementation. Most
notably, once a cargo container is pre-
screened in a foreign port, in the
absence of additional information
affecting Customs risk analysis, Customs
will rarely need to again screen the
container or inspect its contents for
security purposes upoen arrival in the
United States, This offers greater
predictability for freight forwarders and
importers to arrange for transportation
upon discharge of the cargo. This and
other benefits, however, will only be
fully realized after the Customs Service
is able to pre-screen containers overseas,
using the accurate and complete
information required by this regulation.

We have carefully considered all of
the comments, and as a result, we have



Appendix 4: Conventional methodologies used to assess port impacts

on the economy

A. Impacts on the economic wealth: value-added measurements

When statistical data is available, economic impacts are assessed using the input/output matrix:

Impact on employment

General impact on employment: Gy, = % Dy, + 21,
Overall impact on employment: Ty, = Z{Gyy + Kyy)

Where:

Gy - General impact on employment

D..: Direct employment

{;: Indirect employment

T.w: Overall impact on employment

K, : Ratio of induced employment (variable)

Impact on the National wealth

General impact on GDP: G, =% D, + 2.1,

Overall impact on GDP: Tl-r,. =3 {Gl-r, + Kﬂj
Where: - - -

;.. General impact on the GDP

D,: Aggregated direct added-value

I ﬂ Aggregated indirect added-value

T:,: Overall impact on the GDP

K ﬂ : Ratio of induced added value (variable )

When detailed data is not available or not reliable, two techniques may be used:

Direct flows calculations

Aggregated added value by port operator:
Tip = Zsmm’iss+ Zprofirs+ Z taxes

Overall aggregated added value:
Port contribution = Tip /(regional or nationel GDF)

The overall contribution is estimated through the
multiplier factor (k). The more the distribution of
output is diversified, the higher the multiplier factor.

Mass calculations

When it is too expensive or too long to
undertake a direct-flows survey, the mass
calculation method is more convenient. The
method consists in affecting the overall added
value of the firms geographically located in
the port area (not those located outside the
port). Mass-calculations are not a very refined
method, but can still inform about port
contribution.

B. Impacts on the economic wealth: value-added measurements

Port efficiency can have a major impact on the efficiency of the national economy. This impact takes

place on at least four major elements:

- Impact on the competition between ports: share of hinterland and market leadership,

- Impact on export/import trade competition: Role of ports in international trade,

- Impact on the price of imported/exported goods: port costs as proportion of total price of the goods,
- Impacts on the balance of payments: port as a source of foreign currencies and employment.

(Source: compiled and adapted from various sources including UNCTAD and World Bank sources
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Appendix 7: Sample Layout of a Tractor / Chassis Wheeled System
Supported with Terminal Handlers (e.g. Forklift Trucks)

Ship/berth operations
(loading/discharging) >

Quay
transfer

* Quay cranes

* Large tractors tow

number of trailers

for transfer from

quay to yard Buffer zone for export containers
(outside the rail)

and back.

Aisle

* Containers are left
on trailers/ chassis
for yard storage.

Yard Operations (storage and stacking)
Cross Aisle

* External tractors
used for
receipt/delivery in the
gate. Sometimes,
external tractors are
allowed into yard for

direct receipt or
delivery

Specials

Receipt/delivery
operations
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Appendix 8: Sample Layout of Straddle Carrier Direct System

Ship/berth operations
(loading/discharging) >

*Quay cranes | |

Quay
transfer

*SC for quay ‘ m

transfer N
(retrieval) m m

EXPORT

Specials

*SC or other Empties

equipment for

empties and II“I
specials

*SC also usedin
interchange point interchange zone

Yard Operations (storage and
stacking)
IMPORT

*External trucks

Receipt/delivery
operations

for receipt/ l l l l
delivery
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Appendix 9: Sample Layout of Straddle Carrier Relay System

Ship/berth operations >
(loading/discharging)

*Quay cranes

*Tractors/trailers
for quay transfer
to/from grid

S Y S ) ) I Y S Y [

S for lransfer EEPO E
from grid to yard, . _‘
I Y Y i

loading tractors/ S S T |
trailers back to

quay apron e e e e e e e O e e s s e

A e s ) O s
*Tractors/trailers Ei E E-‘

move around the —_ _

Quay transfer

©
c
©
o
(@]
o
..9 . . N
n £ : . :
g% back to apron e e O e i Y s i e |
2
‘5‘65
o
OQ' Specials
o) Empties b
G
S ) Y ) ) 3
equipment for e e i i S
empties and
specials

*Trailers-chassis

_ interchange zone
at interchange

point

Receipt/delivery
operations

*External trucks
for receipt/ l l J l
delivery
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Appendix 10: Sample Layout of Rubber-Tired Yard Gantry System

Ship/berth operations
(loading/discharging)

*Quay cranes

*Tractor/trailers
for transfer from
quay to yard " [n 1 "
(along truck lane)
and back. !

Quay
transfer

— L Trucklanes
RTG 1 : !
move containers
between trailers
and the stacks, i U - RTG
and shifts them 1 [ < block
within the stack . i

Yard Operations
(storage and stacking)

*RTG can move
between different
Stacking areas
(storage blocks) - -

Specials and Empties

*External trucks
are allowed into
the CY for receipt
delivery (no need

for interchange J_ J_ l J_

point)

Receipt/delivery
operations
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Appendix 11: Sample Layout of Rail-Mounted Yard System

Quay
transfer

Yard Operations (storage and stacking)

Receipt/delivery
operations

Ship/berth operations
(loading/discharging)

*Quay cranes

*Tractor/trailers
for transfer from
quay to yard
(outside the rail)
and back.

* RMG

move containers
between trailers
and the stacks,
and shifts them
within the stack

External trucks
are allowed into
Interchange area
for receipt/
delivery

*RMGs are also
used for receipt/
delivery in rail
terminals at the
gate.

)
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Shuttle receipt / interchange zone
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Appendix 21: Terminal Efficiency under Inter-Temporal DEA

Terminal-year BCC-1 CCR-I BCC-O CCR-O
CT3-2000 1.000 1.000 1.000 1.000
CT3-2001 0.952 0.952 1.050 1.050
CT3-2002 0.940 0.940 1.063 1.063
CT3-2003 0.860 0.860 1.163 1.163
CT3-2004 0.591 0.591 1.691 1.691
CT3-2005 0.179 0.179 5.574 5.574
CT3-2006 0.355 0.355 2.814 2.814
T8E-2000 0.767 0.767 1.303 1.303
T8E-2001 0.707 0.707 1.414 1.414
T8E-2002 0.829 0.829 1.206 1.206
T8E-2003 0.822 0.822 1.216 1.216
T8E-2004 0.922 0.922 1.085 1.085
T8E-2005 1.000 1.000 1.000 1.000
T8E-2006 0.917 0.917 1.090 1.090
MTL-2000 0.869 0.851 1.150 1.175
MTL-2001 0.884 0.883 1.131 1.132
MTL-2002 0.905 0.905 1.105 1.105
MTL-2003 1.000 1.000 1.000 1.000
MTL-2004 0.814 0.814 1.228 1.228
MTL-2005 0.930 0.930 1.075 1.075
MTL-2006 1.000 1.000 1.000 1.000
HIT-2000 1.000 1.000 1.000 1.000
HIT-2001 0.939 0.939 1.065 1.065
HIT-2002 1.000 1.000 1.000 1.000
HIT-2003 0.970 0.959 1.031 1.043
HIT-2004 0.969 0.968 1.032 1.033
HIT-2005 0.971 0.971 1.029 1.029
HIT-2006 1.000 1.000 1.000 1.000
SCT-2000 1.000 0.744 1.000 1.345
SCT-2001 0.885 0.658 1.130 1.520
SCT-2002 0.871 0.680 1.148 1.471
SCT-2003 0.972 0.758 1.029 1.319
SCT-2004 0.836 0.784 1.196 1.276
SCT-2005 0.835 0.783 1.197 1.277
SCT-2006 0.848 0.795 1.179 1.257
SKCT-2000 0.523 0.465 1.913 2.148
SKCT-2001 0.545 0.485 1.836 2.061
SKCT-2002 0.612 0.561 1.634 1.783
SKCT-2003 0.813 0.777 1.230 1.287
SKCT-2004 0.647 0.642 1.546 1.557
SKCT-2005 0.516 0.510 1.940 1.959
SKCT-2006 0.432 0.429 2.313 2.330
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
YICT-2000 0.795 0.795 1.258 1.258
YICT-2001 1.000 1.000 1.000 1.000
YICT-2002 0.998 0.945 1.003 1.059
YICT-2003 1.000 1.000 1.000 1.000
YICT-2004 1.000 1.000 1.000 1.000
YICT-2005 0.926 0.926 1.080 1.080
YICT-2006 1.000 1.000 1.000 1.000
GCT-2000 0.992 0.763 1.008 1.311
GCT-2001 0.850 0.822 1.176 1.217
GCT-2002 1.000 0.966 1.000 1.035
GCT-2003 1.000 1.000 1.000 1.000
GCT-2004 0.965 0.908 1.036 1.102
GCT-2005 1.000 0.941 1.000 1.063
GCT-2006 0.907 0.787 1.103 1.270
HBCT-2000 0.636 0.532 1.573 1.879
HBCT-2001 0.564 0.472 1.772 2.118
HBCT-2002 0.681 0.569 1.469 1.756
HBCT-2003 0.703 0.588 1.423 1.701
HBCT-2004 0.793 0.613 1.261 1.631
HBCT-2005 0.817 0.714 1.224 1.400
HBCT-2006 0.850 0.683 1.176 1.465
PECT-2000 0.432 0.429 2.312 2.332
PECT-2001 0.445 0.441 2.250 2.269
PECT-2002 0.512 0.512 1.953 1.954
PECT-2003 0.546 0.545 1.831 1.834
PECT-2004 0.599 0.598 1.669 1.672
PECT-2005 0.613 0.612 1.632 1.635
PECT-2006 0.556 0.548 1.797 1.825
HGCT-2000 0.755 0.403 1.324 2.483
HGCT-2001 0.845 0.451 1.183 2.219
HGCT-2002 0.988 0.527 1.012 1.898
HGCT-2003 1.000 0.533 1.000 1.875
HGCT-2004 1.000 0.545 1.000 1.833
HGCT-2005 0.908 0.490 1.101 2.042
HGCT-2006 0.920 0.496 1.087 2.016
UCT-2000 0.622 0.313 1.609 3.196
UCT-2001 0.891 0.448 1.122 2.230
UCT-2002 1.000 0.503 1.000 1.987
UCT-2003 0.924 0.523 1.083 1.914
UCT-2004 0.952 0.539 1.050 1.856
UCT-2005 1.000 0.566 1.000 1.768
UCT-2006 0.949 0.537 1.054 1.862
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
ECTD-2000 0.455 0.435 2.200 2.301
ECTD-2001 1.000 0.956 1.000 1.046
ECTD-2002 1.000 0.956 1.000 1.046
ECTD-2003 1.000 0.910 1.000 1.099
ECTD-2004 0.882 0.824 1.134 1.214
ECTD-2005 0.801 0.759 1.248 1.318
ECTD-2006 1.000 0.974 1.000 1.027
MDCT-2000 0.265 0.184 3.774 5.426
MDCT-2001 0.274 0.191 3.649 5.246
MDCT-2002 0.856 0.596 1.168 1.679
MDCT-2003 0.954 0.629 1.048 1.590
MDCT-2004 0.861 0.629 1.161 1.589
MDCT-2005 0.872 0.638 1.146 1.568
MDCT-2006 1.000 0.731 1.000 1.368
YCT-2000 0.351 0.350 2.849 2.857
YCT-2001 0.386 0.385 2.590 2.597
YCT -2002 0.426 0.425 2.347 2.353
YCT -2003 0.534 0.532 1.874 1.880
YCT -2004 0.562 0.560 1.780 1.786
YCT -2005 0.576 0.574 1.737 1.742
YCT -2006 0.597 0.595 1.676 1.681
BCT-2000 0.894 0.894 1.119 1.119
BCT-2001 0.934 0.934 1.070 1.070
BCT-2002 1.000 1.000 1.000 1.000
BCT-2003 0.965 0.965 1.037 1.037
BCT-2004 0.883 0.883 1.133 1.133
BCT-2005 0.897 0.897 1.115 1.115
BCT-2006 1.000 1.000 1.000 1.000
TTC-2000 0.930 0.328 1.075 3.051
TTC-200/ 0.955 0.336 1.048 2.974
TTC-2002 1.000 0.352 1.000 2.839
TTC-2003 0.638 0.379 1.569 2.641
TTC-2004 0.850 0.505 1.176 1.981
TTC-2005 0.900 0.535 1.111 1.871
TTC-2006 1.000 0.594 1.000 1.684
CTH-2000 1.000 0.530 1.000 1.888
CTH-2001 0.985 0.522 1.015 1.916
CTH-2002 0.494 0.389 2.026 2.573
CTH-2003 0.759 0.598 1.317 1.673
CTH-2004 0.841 0.662 1.189 1.511
CTH-2005 1.000 0.787 1.000 1.271
CTH-2006 0.926 0.718 1.080 1.394
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
JACT-2000 0.379 0.375 2.640 2.664
JACT-2001 0.428 0.424 2.335 2.357
JACT-2002 0.527 0.522 1.897 1.915
JACT-2003 0.675 0.669 1.481 1.495
JACT-2004 0.815 0.812 1.227 1.232
JACT-2005 0.764 0.707 1.309 1.413
JACT-2006 0.885 0.814 1.131 1.229
PRCT-2000 0.489 0.435 2.043 2.299
PRCT-2001 0.537 0.477 1.864 2.097
PRCT-2002 0.596 0.530 1.678 1.887
PRCT-2003 0.689 0.613 1.451 1.632
PRCT-2004 0.724 0.644 1.381 1.553
PRCT-2005 0.775 0.689 1.290 1.452
PRCT-2006 0.894 0.795 1.118 1.258
LBPF-2000 0.879 0.396 1.138 2.525
LBPF-2001 0.848 0.382 1.179 2.615
LBPF-2002 0.881 0.397 1.135 2.519
LBPF-2003 0.918 0.414 1.089 2.416
LBPF-2004 1.000 0.451 1.000 2.219
LBPF-2005 0.443 0.353 2.256 2.836
LBPF-2006 0.507 0.403 1.974 2.481
LBPT-2000 0.900 0.750 1.111 1.333
LBPT-2001 0.986 0.822 1.014 1.217
LBPT-2002 1.000 0.833 1.000 1.200
LBPT-2003 0.685 0.684 1.460 1.463
LBPT-2004 0.859 0.853 1.164 1.173
LBPT-2005 0.881 0.881 1.135 1.135
LBPT-2006 1.000 1.000 1.000 1.000
NPCT-2000 0.789 0.747 1.268 1.339
NPCT-2001 0.819 0.775 1.222 1.291
NPCT-2002 0.924 0.875 1.082 1.143
NPCT-2003 0.945 0.895 1.058 1.118
NPCT-2004 1.000 0.947 1.000 1.056
NPCT-2005 0.979 0.927 1.021 1.079
NPCT-2006 0.997 0.944 1.003 1.059
WPCT-2000 0.328 0.325 3.048 3.080
WPCT-2001 0.465 0.461 2.149 2.171
WPCT-2002 0.655 0.648 1.527 1.543
WPCT-2003 0.735 0.727 1.360 1.375
WPCT-2004 0.817 0.808 1.225 1.237
WPCT-2005 0.817 0.817 1.225 1.225
WPCT-2006 1.000 1.000 1.000 1.000

222



Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
QQCT-2000 0.542 0.475 1.844 2.107
QQCT-2001 0.692 0.605 1.446 1.653
QQCT-2002 1.000 0.875 1.000 1.143
QQCT-2003 1.000 1.000 1.000 1.000
QQCT-2004 0.821 0.785 1.219 1.274
QQCT-2005 0.862 0.839 1.161 1.192
QQCT-2006 1.000 1.000 1.000 1.000
PNTC-2000 0.867 0.518 1.154 1.930
PNTC-2001 0.933 0.558 1.071 1.793
PNTC-2002 1.000 0.598 1.000 1.673
PNTC-2003 0.488 0.436 2.050 2.296
PNTC-2004 0.597 0.578 1.675 1.729
PNTC-2005 0.579 0.578 1.727 1.729
PNTC-2006 0.613 0.612 1.631 1.633
PTP-2000 0.479 0.479 2.087 2.087
PTP-2001 0.587 0.587 1.702 1.702
PTP-2002 0.762 0.762 1.312 1.312
PTP-2003 1.000 1.000 1.000 1.000
PTP-2004 0.962 0.962 1.039 1.039
PTP-2005 1.000 1.000 1.000 1.000
PTP-2006 1.000 1.000 1.000 1.000
TOCT-2000 0.162 0.151 6.167 6.629
TOCT-2001 0.176 0.164 5.675 6.099
TOCT-2002 0.230 0.216 4.355 4.632
TOCT-2003 0.634 0.596 1.578 1.678
TOCT-2004 0.513 0.499 1.950 2.005
TOCT-2005 0.602 0.585 1.662 1.709
TOCT-2006 0.618 0.601 1.617 1.663
XNWT-2000 0.921 0.348 1.086 2.877
XNWT-2001 1.000 0.378 1.000 2.649
XNWT-2002 0.679 0.499 1.473 2.005
XNWT-2003 1.000 0.735 1.000 1.361
XNWT-2004 0.819 0.479 1.221 2.088
XNWT-2005 0.863 0.504 1.159 1.983
XNWT-2006 1.000 0.585 1.000 1.711
NP-2000 0.305 0.179 3.279 5.580
NP -2001 0.569 0.334 1.757 2.991
NP-2002 0.796 0.468 1.256 2.137
NP-2003 1.000 0.588 1.000 1.702
NP-2004 0.948 0.639 1.054 1.564
NP-2005 0.923 0.711 1.084 1.407
NP-2006 1.000 0.770 1.000 1.298
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
TP-2000 0.394 0.393 2.535 2.546
TP-2001 0.467 0.465 2.142 2.151
TP-2002 0.439 0.437 2.277 2.286
TP-2003 0.457 0.455 2.189 2.199
TP-2004 0.492 0.490 2.031 2.040
TP-2005 0.516 0.514 1.937 1.946
TP-2006 0.444 0.442 2.251 2.261
NCB-2000 0.926 0.754 1.080 1.326
NCB-2001 0.926 0.754 1.080 1.326
NCB-2002 0.874 0.712 1.144 1.405
NCB-2003 0.863 0.703 1.159 1.423
NCB-2004 0.932 0.759 1.072 1.317
NCB-2005 1.000 0.814 1.000 1.228
NCB-2006 0.777 0.633 1.287 1.581
LCIT-2000 0.386 0.386 2.588 2.588
LCIT-2001 0.510 0.510 1.959 1.959
LCIT-2002 0.699 0.699 1.431 1.431
LCIT-2003 0.845 0.845 1.184 1.184
LCIT-2004 1.000 1.000 1.000 1.000
LCIT-2005 0.828 0.805 1.207 1.243
LCIT-2006 0.833 0.809 1.200 1.235
LCB1-2000 0.764 0.735 1.310 1.360
LCB1-2001 0.832 0.801 1.202 1.248
LCBI1-2002 0.883 0.851 1.132 1.176
LCB1-2003 1.000 0.963 1.000 1.038
LCBI1-2004 0.474 0.468 2.109 2.135
LCBI1-2005 0.455 0.451 2.198 2.217
LCB1-2006 0.589 0.584 1.697 1.712
CTB-2000 0.632 0.525 1.582 1.905
CTB-2001 0.845 0.702 1.184 1.425
CTB-2002 0.607 0.542 1.648 1.844
CTB-2003 0.809 0.723 1.236 1.383
CTB-2004 0.661 0.647 1.513 1.545
CTB-2005 0.784 0.767 1.276 1.304
CTB-2006 0.818 0.801 1.222 1.249
NSCT-2000 0.724 0.663 1.381 1.508
NSCT-2001 0.832 0.762 1.203 1.313
NSCT-2002 1.000 0.916 1.000 1.092
NSCT-2003 0.862 0.862 1.160 1.160
NSCT-2004 1.000 1.000 1.000 1.000
NSCT-2005 1.000 1.000 1.000 1.000
NSCT-2006 1.000 1.000 1.000 1.000
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
AMCT-2000 1.000 0.974 1.000 1.027
AMCT-2001 0.855 0.855 1.169 1.169
AMCT-2002 0.888 0.888 1.126 1.126
AMCT-2003 1.000 1.000 1.000 1.000
AMCT-2004 0.917 0.917 1.091 1.091
AMCT-2005 0.992 0.992 1.008 1.008
AMCT-2006 1.000 1.000 1.000 1.000
MCT-2000 1.000 1.000 1.000 1.000
MCT-2001 0.938 0.938 1.066 1.066
MCT-2002 0.940 0.940 1.063 1.063
MCT-2003 1.000 1.000 1.000 1.000
MCT-2004 1.000 1.000 1.000 1.000
MCT-2005 0.864 0.831 1.157 1.204
MCT-2006 0.804 0.773 1.244 1.294
MICT-2000 0.523 0.521 1.912 1.918
MICT-2001 0.507 0.505 1.973 1.980
MICT-2002 0.568 0.566 1.761 1.767
MICT-2003 0.623 0.620 1.606 1.612
MICT-2004 0.657 0.655 1.521 1.526
MICT-2005 0.662 0.660 1.510 1.515
MICT-2006 0.655 0.652 1.527 1.533
JSCT-2000 0.359 0.352 2.786 2.838
JSCT-2001 0.355 0.348 2.819 2.872
JSCT-2002 0.332 0.326 3.012 3.068
JSCT-2003 0.345 0.343 2.898 2.920
JSCT-2004 0.401 0.398 2.494 2.512
JSCT-2005 0.429 0.426 2.333 2.350
JSCT-2006 0.407 0.404 2.458 2.477
INCT-2000 0.069 0.068 14.470 14.609
INCT-2001 0.082 0.081 12.245 12.363
INCT-2002 0.241 0.239 4.144 4.184
INCT-2003 0.404 0.400 2.478 2.501
INCT-2004 0.581 0.575 1.722 1.738
INCT-2005 0.620 0.618 1.614 1.619
INCT-2006 0.743 0.741 1.345 1.349
NSICT-2000 0.543 0.483 1.841 2.071
NSICT-2001 0.779 0.692 1.284 1.444
NSICT-2002 1.000 0.889 1.000 1.125
NSICT-2003 0.916 0.916 1.092 1.092
NSICT-2004 0.903 0.903 1.107 1.107
NSICT-2005 0.975 0.975 1.025 1.025
NSICT-2006 1.000 1.000 1.000 1.000
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
SAGT-2000 0.912 0.507 1.097 1.973
SAGT-2001 1.000 0.556 1.000 1.799
SAGT-2002 0.887 0.791 1.128 1.264
SAGT-2003 0.728 0.687 1.374 1.456
SAGT-2004 0.673 0.673 1.487 1.487
SAGT-2005 0.698 0.698 1.434 1.434
SAGT-2006 1.000 1.000 1.000 1.000
MPE-2000 0.276 0.213 3.628 4.701
MPE-2001 0.330 0.254 3.033 3.930
MPE-2002 0.383 0.296 2.611 3.383
MPE-2003 0.511 0.394 1.958 2.537
MPE-2004 0.696 0.537 1.438 1.863
MPE-2005 0.787 0.607 1.271 1.646
MPE-2006 0.882 0.681 1.134 1.469
T37-2000 0.789 0.446 1.267 2.240
T37-2001 0.947 0.536 1.056 1.866
T37-2002 1.000 0.566 1.000 1.768
T37-2003 1.000 0.598 1.000 1.673
T37-2004 0.760 0.671 1.315 1.490
T37-2005 0.783 0.691 1.277 1.446
T37-2006 0.801 0.707 1.249 1.414
TT-2000 0.348 0.275 2.871 3.637
TT-2001 0.398 0.314 2.511 3.181
TT-2002 0.498 0.393 2.007 2.542
TT-2003 0.564 0.524 1.774 1.909
TT-2004 0.469 0.457 2.131 2.190
TT-2005 0.570 0.555 1.755 1.803
TT-2006 0.609 0.593 1.642 1.687
DCT-2000 0.977 0.774 1.024 1.292
DCT-2001 0.930 0.736 1.076 1.358
DCT-2002 0.987 0.782 1.013 1.278
DCT-2003 0.928 0.928 1.077 1.077
DCT-2004 1.000 1.000 1.000 1.000
DCT-2005 1.000 1.000 1.000 1.000
DCT-2006 1.000 1.000 1.000 1.000
RSCT-2000 0.950 0.950 1.053 1.053
RSCT-2001 1.000 1.000 1.000 1.000
RSCT-2002 1.000 0.955 1.000 1.048
RSCT-2003 1.000 1.000 1.000 1.000
RSCT-2004 0.974 0.974 1.027 1.027
RSCT-2005 1.000 1.000 1.000 1.000
RSCT-2006 0.995 0.995 1.005 1.005
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
TPCT-2000 0.725 0.585 1.379 1.709
TPCT-2001 0.731 0.590 1.368 1.696
TPCT-2002 0.733 0.591 1.365 1.692
TPCT-2003 0.645 0.508 1.550 1.969
TPCT-2004 0.774 0.610 1.292 1.641
TPCT-2005 0.851 0.670 1.175 1.491
TPCT-2006 0.958 0.755 1.044 1.325
SPCT-2000 0.400 0.400 2.500 2.500
SPCT-2001 0.475 0.475 2.106 2.106
SPCT-2002 0.484 0.484 2.064 2.064
SPCT-2003 0.800 0.800 1.250 1.250
SPCT-2004 0.880 0.880 1.136 1.136
SPCT-2005 1.000 1.000 1.000 1.000
SPCT-2006 0.960 0.960 1.042 1.042
ASCT-2000 0.423 0.269 2.363 3.716
ASCT-2001 0.440 0.280 2.275 3.578
ASCT-2002 0.827 0.526 1.210 1.903
ASCT-2003 0.962 0.611 1.040 1.635
ASCT-2004 0.845 0.537 1.184 1.862
ASCT-2005 0.914 0.581 1.094 1.721
ASCT-2006 1.000 0.636 1.000 1.573
SACT-2000 0.683 0.224 1.463 4.471
SACT-2001 0.778 0.255 1.286 3.928
SACT-2002 0.928 0.304 1.078 3.293
SACT-2003 1.000 0.327 1.000 3.055
SACT-2004 0.525 0.349 1.906 2.867
SACT-2005 0.557 0.371 1.794 2.699
SACT-2006 1.000 0.665 1.000 1.504
VCT-2000 0.684 0.648 1.462 1.543
VCT-2001 0.692 0.656 1.445 1.524
VCT-2002 0.831 0.788 1.204 1.269
VCT-2003 0.947 0.898 1.056 1.114
VCT-2004 0.913 0.866 1.095 1.155
VCT-2005 0.822 0.779 1.217 1.283
VCT-2006 0.834 0.791 1.199 1.265
VT-2000 0.850 0.850 1.177 1.177
VT-2001 0.935 0.935 1.070 1.070
VT-2002 1.000 1.000 1.000 1.000
VT-2003 0.666 0.537 1.502 1.861
VT-2004 0.684 0.552 1.463 1.812
VT-2005 0.652 0.532 1.534 1.881
VT-2006 0.702 0.573 1.424 1.746
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Appendix 21 (Continued)

Terminal-year BCC-1 CCR-I BCC-O CCR-O
LSCT-2000 1.000 1.000 1.000 1.000
LSCT-2001 1.000 0.901 1.000 1.110
LSCT-2002 0.999 0.900 1.001 1.111
LSCT-2003 1.000 0.915 1.000 1.093
LSCT-2004 0.912 0.896 1.096 1.117
LSCT-2005 0.896 0.880 1.116 1.137
LSCT-2006 1.000 1.000 1.000 1.000
KCT-2000 1.000 0.411 1.000 2431
KCT-2001 0.748 0.500 1.337 1.999
KCT-2002 0.680 0.483 1.470 2.072
KCT-2003 1.000 0.827 1.000 1.210
KCT-2004 0.877 0.819 1.140 1.221
KCT-2005 0.859 0.853 1.164 1.172
KCT-2006 1.000 1.000 1.000 1.000
CCT-2000 1.000 0.233 1.000 4.292
CCT-2001 0.611 0.271 1.637 3.696
CCT-2002 0.873 0.387 1.145 2.587
CCT-2003 1.000 0.443 1.000 2.258
CCT-2004 0.477 0.341 2.096 2.932
CCT-2005 0.911 0.651 1.098 1.535
CCT-2006 0.663 0.619 1.507 1.616
MIT-2000 0.727 0.724 1.375 1.382
MIT-2001 0.687 0.684 1.456 1.463
MIT-2002 0.683 0.680 1.463 1.471
MIT-2003 0.711 0.705 1.407 1.418
MIT-2004 0.822 0.817 1.217 1.224
MIT-2005 0.890 0.885 1.124 1.130
MIT-2006 0.720 0.616 1.389 1.623
PQIT-2000 1.000 0.429 1.000 2.331
PQIT-2001 0.859 0.302 1.164 3.313
PQIT-2002 1.000 0.350 1.000 2.861
PQIT-2003 0.672 0.515 1.487 1.941
PQIT-2004 1.000 0.766 1.000 1.305
PQIT-2005 0.859 0.682 1.164 1.466
PQIT-2006 1.000 0.794 1.000 1.259
ACT-2000 1.000 0.909 1.000 1.100
ACT-2001 0.926 0.842 1.080 1.187
ACT-2002 0.756 0.756 1.324 1.324
ACT-2003 0.801 0.801 1.248 1.248
ACT-2004 0.889 0.889 1.125 1.125
ACT-2005 0.913 0.913 1.096 1.096
ACT-2006 1.000 1.000 1.000 1.000
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Appendix 22: DEA-CCR-I Panel Data Estimates including Yard

Storage Policy

Terminal-year BCC-1 CCR-I SE RTS
CT3-2000 1.000 1.000 1.000 Constant
CT3-2001 1.000 0.952 0.952 Increasing
CT3-2002 1.000 0.940 0.940 Increasing
CT3-2003 1.000 0.860 0.860 Increasing
CT3-2004 1.000 0.591 0.591 Increasing
CT3-2005 1.000 0.179 0.179 Increasing
CT3-2006 1.000 0.355 0.355 Increasing
T8E-2000 1.000 0.767 0.767 Increasing
T8E-2001 1.000 0.707 0.707 Increasing
T8E-2002 1.000 0.829 0.829 Increasing
T8E-2003 1.000 0.822 0.822 Increasing
T8E-2004 1.000 0.922 0.922 Increasing
T8E-2005 1.000 1.000 1.000 Constant
T8E-2006 1.000 0.917 0.917 Increasing
MTL-2000 0.983 0.851 0.727 Increasing
MTL-2001 0.986 0.883 0.865 Increasing
MTL-2002 0.988 0.905 0.905 Increasing
MTL-2003 1.000 1.000 1.000 Constant
MTL-2004 0.970 0.814 0.814 Increasing
MTL-2005 0.985 0.930 0.930 Increasing
MTL-2006 1.000 1.000 1.000 Constant
HIT-2000 1.000 1.000 1.000 Constant
HIT-2001 0.997 0.939 0.939 Increasing
HIT-2002 1.000 1.000 1.000 Constant
HIT-2003 0.998 0.959 0.783 Increasing
HIT-2004 0.990 0.968 0.938 Increasing
HIT-2005 0.997 0.971 0.971 Increasing
HIT-2006 1.000 1.000 1.000 Constant
SCT-2000 1.000 0.744 0.478 Increasing
SCT-2001 1.000 0.658 0.423 Increasing
SCT-2002 0.972 0.680 0.491 Increasing
SCT-2003 0.992 0.758 0.548 Increasing
SCT-2004 0.938 0.784 0.554 Increasing
SCT-2005 0.938 0.783 0.553 Increasing
SCT-2006 0.941 0.795 0.562 Increasing
SKCT-2000 1.000 0.604 0.123 Increasing
SKCT-2001 1.000 0.630 0.128 Increasing
SKCT-2002 1.000 0.736 0.236 Increasing
SKCT-2003 1.000 1.000 1.000 Constant
SKCT-2004 1.000 0.716 0.258 Increasing
SKCT-2005 1.000 0.692 0.552 Increasing
SKCT-2006 1.000 0.579 0.434 Increasing
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Appendix 22 (Continued)

Terminal-year BCC-1 CCR-I SE RTS
YICT-2000 1.000 0.795 0.795 Increasing
YICT-2001 1.000 1.000 1.000 Constant
YICT-2002 1.000 1.000 1.000 Constant
YICT-2003 1.000 1.000 1.000 Constant
YICT-2004 1.000 1.000 1.000 Constant
YICT-2005 1.000 1.000 1.000 Constant
YICT-2006 1.000 1.000 1.000 Constant
GCT-2000 0.997 0.763 0.438 Increasing
GCT-2001 0.964 0.822 0.546 Increasing
GCT-2002 1.000 0.966 0.642 Increasing
GCT-2003 1.000 1.000 1.000 Constant
GCT-2004 0.983 0.908 0.672 Increasing
GCT-2005 1.000 0.941 0.696 Increasing
GCT-2006 0.954 0.787 0.472 Increasing
HBCT-2000 0.917 0.532 0.330 Increasing
HBCT-2001 0.903 0.472 0.292 Increasing
HBCT-2002 0.926 0.569 0.353 Increasing
HBCT-2003 0.930 0.588 0.364 Increasing
HBCT-2004 0.950 0.613 0.379 Increasing
HBCT-2005 0.933 0.714 0.442 Increasing
HBCT-2006 0.942 0.683 0.498 Increasing
PECT-2000 0.782 0.429 0.422 Increasing
PECT-2001 0.782 0.441 0.433 Increasing
PECT-2002 0.750 0.512 0.540 Increasing
PECT-2003 0.754 0.545 0.593 Increasing
PECT-2004 0.768 0.598 0.650 Increasing
PECT-2005 0.772 0.612 0.665 Increasing
PECT-2006 0.734 0.548 0.636 Increasing
HGCT-2000 1.000 0.403 0.186 Increasing
HGCT-2001 1.000 0.451 0.208 Increasing
HGCT-2002 1.000 0.527 0.243 Increasing
HGCT-2003 1.000 0.533 0.246 Increasing
HGCT-2004 1.000 0.545 0.285 Increasing
HGCT-2005 1.000 0.490 0.265 Increasing
HGCT-2006 1.000 0.496 0.268 Increasing
UCT-2000 1.000 0.313 0.093 Increasing
UCT-2001 1.000 0.448 0.134 Increasing
UCT-2002 1.000 0.503 0.150 Increasing
UCT-2003 1.000 0.523 0.186 Increasing
UCT-2004 1.000 0.539 0.191 Increasing
UCT-2005 1.000 0.566 0.201 Increasing
UCT-2006 1.000 0.537 0.191 Increasing
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Appendix 22 (Continued)

Terminal-year BCC-1 CCR-I SE RTS
ECTD-2000 0.958 0.435 0.178 Increasing
ECTD-2001 1.000 0.956 0.392 Increasing
ECTD-2002 1.000 0.956 0.392 Increasing
ECTD-2003 1.000 0.910 0.574 Increasing
ECTD-2004 0.990 0.824 0.625 Increasing
ECTD-2005 0.980 0.759 0.580 Increasing
ECTD-2006 1.000 0.974 0.745 Increasing
MDCT-2000 1.000 0.184 0.095 Increasing
MDCT-2001 1.000 0.191 0.098 Increasing
MDCT-2002 1.000 0.596 0.306 Increasing
MDCT-2003 1.000 0.629 0.231 Increasing
MDCT-2004 1.000 0.629 0.276 Increasing
MDCT-2005 1.000 0.638 0.280 Increasing
MDCT-2006 1.000 0.731 0.321 Increasing
YCT-2000 0.890 0.350 0.348 Increasing
YCT-2001 0.890 0.385 0.383 Increasing
YCT -2002 0.890 0.425 0.422 Increasing
YCT -2003 0.890 0.532 0.529 Increasing
YCT -2004 0.890 0.560 0.557 Increasing
YCT -2005 0.890 0.574 0.570 Increasing
YCT -2006 0.890 0.595 0.591 Increasing
BCT-2000 0.990 0.894 0.894 Increasing
BCT-2001 0.994 0.934 0.934 Increasing
BCT-2002 1.000 1.000 1.000 Constant
BCT-2003 0.997 0.965 0.965 Increasing
BCT-2004 0.984 0.883 0.883 Increasing
BCT-2005 0.986 0.897 0.897 Increasing
BCT-2006 1.000 1.000 1.000 Constant
TTC-2000 1.000 0.328 0.176 Increasing
TTC-2001 1.000 0.336 0.181 Increasing
TTC-2002 1.000 0.352 0.189 Increasing
TTC-2003 1.000 0.379 0.228 Increasing
TTC-2004 1.000 0.505 0.304 Increasing
TTC-2005 1.000 0.535 0.322 Increasing
TTC-2006 1.000 0.594 0.357 Increasing
CTH-2000 1.000 0.530 0.282 Increasing
CTH-2001 1.000 0.522 0.278 Increasing
CTH-2002 1.000 0.389 0.179 Increasing
CTH-2003 1.000 0.598 0.275 Increasing
CTH-2004 1.000 0.662 0.305 Increasing
CTH-2005 1.000 0.787 0.362 Increasing
CTH-2006 1.000 0.718 0.304 Increasing
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Appendix 22 (Continued)

Terminal-year BCC-1 CCR-I SE RTS
JACT-2000 0.837 0.375 0.361 Increasing
JACT-2001 0.843 0.424 0.409 Increasing
JACT-2002 0.860 0.522 0.503 Increasing
JACT-2003 0.884 0.669 0.644 Increasing
JACT-2004 0.873 0.815 0.804 Increasing
JACT-2005 0.902 0.745 0.789 Increasing
JACT-2006 0.927 0.863 0913 Increasing
PRCT-2000 1.000 0.435 0.152 Increasing
PRCT-2001 1.000 0.477 0.167 Increasing
PRCT-2002 1.000 0.530 0.185 Increasing
PRCT-2003 1.000 0.613 0.214 Increasing
PRCT-2004 1.000 0.644 0.225 Increasing
PRCT-2005 1.000 0.689 0.241 Increasing
PRCT-2006 1.000 0.795 0.278 Increasing
LBPF-2000 1.000 0.400 0.159 Increasing
LBPF-2001 1.000 0.387 0.154 Increasing
LBPF-2002 1.000 0.401 0.160 Increasing
LBPF-2003 1.000 0.418 0.166 Increasing
LBPF-2004 1.000 0.456 0.181 Increasing
LBPF-2005 1.000 0.388 0.232 Increasing
LBPF-2006 1.000 0.443 0.265 Increasing
LBPT-2000 0.971 0.750 0.429 Increasing
LBPT-2001 0.996 0.822 0.470 Increasing
LBPT-2002 1.000 0.833 0.476 Increasing
LBPT-2003 0.881 0.694 0.658 Increasing
LBPT-2004 0.931 0.868 0.812 Increasing
LBPT-2005 0.958 0.881 0.881 Increasing
LBPT-2006 1.000 1.000 1.000 Constant
NPCT-2000 0.953 0.747 0.607 Increasing
NPCT-2001 0.959 0.775 0.630 Increasing
NPCT-2002 0.983 0.875 0.711 Increasing
NPCT-2003 0.988 0.895 0.728 Increasing
NPCT-2004 1.000 0.947 0.770 Increasing
NPCT-2005 0.995 0.927 0.754 Increasing
NPCT-2006 0.999 0.944 0.767 Increasing
WPCT-2000 0.803 0.325 0.301 Increasing
WPCT-2001 0.827 0.461 0.427 Increasing
WPCT-2002 0.875 0.649 0.601 Increasing
WPCT-2003 0.899 0.729 0.674 Increasing
WPCT-2004 0.922 0.810 0.749 Increasing
WPCT-2005 0.946 0.817 0.817 Increasing
WPCT-2006 1.000 1.000 1.000 Constant
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Terminal-year BCC-1 CCR-I SE RTS
QQCT-2000 1.000 0.475 0.444 Increasing
QQCT-2001 1.000 0.605 0.566 Increasing
QQCT-2002 1.000 0.875 0.819 Increasing
QQCT-2003 1.000 1.000 1.000 Constant
QQCT-2004 0.890 0.799 0.848 Increasing
QQCT-2005 0.933 0.848 0.868 Increasing
QQCT-2006 1.000 1.000 1.000 Constant
PNTC-2000 1.000 0.525 0.337 Increasing
PNTC-2001 1.000 0.565 0.363 Increasing
PNTC-2002 1.000 0.606 0.389 Increasing
PNTC-2003 0.924 0.447 0.378 Increasing
PNTC-2004 0.954 0.616 0.465 Increasing
PNTC-2005 0.929 0.612 0.451 Increasing
PNTC-2006 0.948 0.648 0.478 Increasing
PTP-2000 0.856 0.479 0.479 Increasing
PTP-2001 0.881 0.587 0.587 Increasing
PTP-2002 0.929 0.762 0.762 Increasing
PTP-2003 1.000 1.000 1.000 Constant
PTP-2004 0.990 0.962 0.962 Increasing
PTP-2005 1.000 1.000 1.000 Constant
PTP-2006 1.000 1.000 1.000 Constant
TOCT-2000 1.000 0.163 0.107 Increasing
TOCT-2001 1.000 0.177 0.117 Increasing
TOCT-2002 1.000 0.233 0.153 Increasing
TOCT-2003 1.000 0.642 0.423 Increasing
TOCT-2004 1.000 0.540 0.340 Increasing
TOCT-2005 1.000 0.633 0.399 Increasing
TOCT-2006 1.000 0.651 0.410 Increasing
XNWT-2000 1.000 0.348 0.172 Increasing
XNWT-2001 1.000 0.378 0.186 Increasing
XNWT-2002 1.000 0.499 0.246 Increasing
XNWT-2003 1.000 0.735 0.363 Increasing
XNWT-2004 1.000 0.479 0.280 Increasing
XNWT-2005 1.000 0.504 0.295 Increasing
XNWT-2006 1.000 0.585 0.342 Increasing
NP-2000 1.000 0.179 0.093 Increasing
NP -2001 1.000 0.334 0.173 Increasing
NP-2002 1.000 0.468 0.242 Increasing
NP-2003 1.000 0.588 0.304 Increasing
NP-2004 1.000 0.639 0.376 Increasing
NP-2005 1.000 0.711 0.418 Increasing
NP-2006 1.000 0.770 0.453 Increasing
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Terminal-year BCC-1 CCR-I SE RTS
TP-2000 0.813 0.410 0.291 Increasing
TP-2001 0.814 0.485 0.344 Increasing
TP-2002 0.813 0.456 0.324 Increasing
TP-2003 0.813 0.475 0.337 Increasing
TP-2004 0.816 0.511 0.363 Increasing
TP-2005 0.819 0.536 0.380 Increasing
TP-2006 0.813 0.462 0.327 Increasing
NCB-2000 1.000 0.754 0.409 Increasing
NCB-2001 1.000 0.754 0.409 Increasing
NCB-2002 1.000 0.712 0.386 Increasing
NCB-2003 1.000 0.703 0.381 Increasing
NCB-2004 1.000 0.759 0.411 Increasing
NCB-2005 1.000 0.814 0.441 Increasing
NCB-2006 1.000 0.633 0.343 Increasing
LCIT-2000 1.000 0.386 0.386 Increasing
LCIT-2001 1.000 0.510 0.510 Increasing
LCIT-2002 1.000 0.699 0.699 Increasing
LCIT-2003 1.000 0.845 0.845 Increasing
LCIT-2004 1.000 1.000 1.000 Constant
LCIT-2005 0.884 0.828 0.829 Increasing
LCIT-2006 0.887 0.833 0.834 Increasing
LCB1-2000 1.000 0.735 0.424 Increasing
LCB1-2001 1.000 0.801 0.462 Increasing
LCB1-2002 1.000 0.851 0.491 Increasing
LCB1-2003 1.000 0.963 0.556 Increasing
LCB1-2004 0.878 0.468 0.463 Increasing
LCBI1-2005 0.876 0.451 0.445 Increasing
LCB1-2006 0.904 0.584 0.577 Increasing
CTB-2000 1.000 0.541 0.340 Increasing
CTB-2001 1.000 0.722 0.454 Increasing
CTB-2002 1.000 0.592 0.366 Increasing
CTB-2003 1.000 0.789 0.488 Increasing
CTB-2004 1.000 0.766 0.597 Increasing
CTB-2005 1.000 0.908 0.708 Increasing
CTB-2006 1.000 0.948 0.739 Increasing
NSCT-2000 1.000 0.663 0.510 Increasing
NSCT-2001 1.000 0.762 0.586 Increasing
NSCT-2002 1.000 0.916 0.704 Increasing
NSCT-2003 1.000 0.862 0.862 Increasing
NSCT-2004 1.000 1.000 1.000 Constant
NSCT-2005 1.000 1.000 1.000 Constant
NSCT-2006 1.000 1.000 1.000 Constant
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Terminal-year BCC-1 CCR-I SE RTS
AMCT-2000 1.000 0.974 0.799 Increasing
AMCT-2001 0.966 0.855 0.855 Increasing
AMCT-2002 0.974 0.888 0.888 Increasing
AMCT-2003 1.000 1.000 1.000 Constant
AMCT-2004 0.972 0.917 0.917 Increasing
AMCT-2005 0.997 0.992 0.992 Increasing
AMCT-2006 1.000 1.000 1.000 Constant
MCT-2000 1.000 1.000 1.000 Constant
MCT-2001 0.994 0.938 0.938 Increasing
MCT-2002 0.985 0.940 0.940 Increasing
MCT-2003 1.000 1.000 1.000 Constant
MCT-2004 1.000 1.000 1.000 Constant
MCT-2005 0.889 0.842 0.892 Increasing
MCT-2006 0.861 0.783 0.829 Increasing
MICT-2000 0.886 0.570 0.409 Increasing
MICT-2001 0.882 0.552 0.396 Increasing
MICT-2002 0.897 0.619 0.444 Increasing
MICT-2003 0.911 0.678 0.487 Increasing
MICT-2004 0.921 0.716 0.514 Increasing
MICT-2005 0.922 0.722 0.518 Increasing
MICT-2006 0.920 0.713 0.512 Increasing
JSCT-2000 0.820 0.352 0.338 Increasing
JSCT-2001 0.820 0.348 0.334 Increasing
JSCT-2002 0.820 0.326 0.312 Increasing
JSCT-2003 0.767 0.343 0.373 Increasing
JSCT-2004 0.767 0.398 0.434 Increasing
JSCT-2005 0.769 0.426 0.464 Increasing
JSCT-2006 0.767 0.404 0.440 Increasing
INCT-2000 0.820 0.069 0.074 Increasing
INCT-2001 0.820 0.081 0.088 Increasing
INCT-2002 0.820 0.240 0.260 Increasing
INCT-2003 0.820 0.401 0.435 Increasing
INCT-2004 0.820 0.577 0.626 Increasing
INCT-2005 0.833 0.618 0.646 Increasing
INCT-2006 0.861 0.741 0.775 Increasing
NSICT-2000 1.000 0.483 0.427 Increasing
NSICT-2001 1.000 0.692 0.612 Increasing
NSICT-2002 1.000 0.889 0.786 Increasing
NSICT-2003 0.976 0.916 0.916 Increasing
NSICT-2004 0.973 0.903 0.903 Increasing
NSICT-2005 0.993 0.975 0.975 Increasing
NSICT-2006 1.000 1.000 1.000 Constant
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Terminal-year BCC-1 CCR-I SE RTS
SAGT-2000 1.000 0.507 0.231 Increasing
SAGT-2001 1.000 0.556 0.253 Increasing
SAGT-2002 0.984 0.791 0.334 Increasing
SAGT-2003 0.951 0.687 0.585 Increasing
SAGT-2004 0.882 0.673 0.673 Increasing
SAGT-2005 0.891 0.698 0.698 Increasing
SAGT-2006 1.000 1.000 1.000 Constant
MPE-2000 0.878 0.213 0.137 Increasing
MPE-2001 0.878 0.254 0.164 Increasing
MPE-2002 0.887 0.296 0.190 Increasing
MPE-2003 0.910 0.394 0.254 Increasing
MPE-2004 0.944 0.537 0.346 Increasing
MPE-2005 0.961 0.607 0.391 Increasing
MPE-2006 0.978 0.681 0.439 Increasing
T37-2000 0.988 0.446 0.260 Increasing
T37-2001 0.997 0.536 0.312 Increasing
T37-2002 1.000 0.566 0.329 Increasing
T37-2003 1.000 0.598 0.313 Increasing
T37-2004 0.919 0.671 0.309 Increasing
T37-2005 0.927 0.691 0.318 Increasing
T37-2006 0.933 0.707 0.325 Increasing
TT-2000 0.967 0.275 0.092 Increasing
TT-2001 0.967 0.314 0.106 Increasing
TT-2002 0.967 0.393 0.132 Increasing
TT-2003 0.972 0.524 0.185 Increasing
TT-2004 0.880 0.457 0.237 Increasing
TT-2005 0.912 0.555 0.288 Increasing
TT-2006 0.926 0.593 0.307 Increasing
DCT-2000 0.997 0.774 0.744 Increasing
DCT-2001 0.991 0.736 0.708 Increasing
DCT-2002 0.998 0.782 0.752 Increasing
DCT-2003 0.989 0.928 0.928 Increasing
DCT-2004 1.000 1.000 1.000 Constant
DCT-2005 1.000 1.000 1.000 Constant
DCT-2006 1.000 1.000 1.000 Constant
RSCT-2000 1.000 0.950 0.950 Increasing
RSCT-2001 1.000 1.000 1.000 Constant
RSCT-2002 1.000 0.955 0.872 Increasing
RSCT-2003 1.000 1.000 1.000 Constant
RSCT-2004 1.000 0.974 0.974 Increasing
RSCT-2005 1.000 1.000 1.000 Constant
RSCT-2006 1.000 0.995 0.995 Increasing
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Terminal-year BCC-1 CCR-I SE RTS
TPCT-2000 0.968 0.585 0.220 Increasing
TPCT-2001 0.968 0.590 0.222 Increasing
TPCT-2002 0.968 0.591 0.222 Increasing
TPCT-2003 0.968 0.508 0.213 Increasing
TPCT-2004 0.968 0.610 0.255 Increasing
TPCT-2005 0.977 0.670 0.281 Increasing
TPCT-2006 1.000 0.755 0.316 Increasing
SPCT-2000 0.785 0.400 0.400 Increasing
SPCT-2001 0.812 0.475 0.475 Increasing
SPCT-2002 0.815 0.484 0.484 Increasing
SPCT-2003 0.928 0.800 0.800 Increasing
SPCT-2004 0.957 0.880 0.880 Increasing
SPCT-2005 1.000 1.000 1.000 Constant
SPCT-2006 0.986 0.960 0.960 Increasing
ASCT-2000 1.000 0.269 0.068 Increasing
ASCT-2001 1.000 0.280 0.071 Increasing
ASCT-2002 1.000 0.526 0.133 Increasing
ASCT-2003 1.000 0.611 0.155 Increasing
ASCT-2004 1.000 0.537 0.136 Increasing
ASCT-2005 1.000 0.581 0.147 Increasing
ASCT-2006 1.000 0.636 0.161 Increasing
SACT-2000 1.000 0.224 0.055 Increasing
SACT-2001 1.000 0.255 0.063 Increasing
SACT-2002 1.000 0.304 0.075 Increasing
SACT-2003 1.000 0.327 0.081 Increasing
SACT-2004 1.000 0.349 0.084 Increasing
SACT-2005 1.000 0.371 0.090 Increasing
SACT-2006 1.000 0.665 0.161 Increasing
VCT-2000 0.832 0.648 0.592 Increasing
VCT-2001 0.836 0.656 0.599 Increasing
VCT-2002 0.907 0.788 0.720 Increasing
VCT-2003 0.968 0.898 0.820 Increasing
VCT-2004 0.949 0.866 0.791 Increasing
VCT-2005 0.902 0.779 0.712 Increasing
VCT-2006 0.909 0.791 0.722 Increasing
VT-2000 0.948 0.850 0.850 Increasing
VT-2001 0.977 0.935 0.935 Increasing
VT-2002 1.000 1.000 1.000 Constant
VT-2003 0.875 0.537 0.390 Increasing
VT-2004 0.879 0.552 0.400 Increasing
VT-2005 0.871 0.532 0.385 Increasing
VT-2006 0.882 0.573 0.415 Increasing

237



Appendix 22 (Continued)

Terminal-year BCC-1 CCR-I SE RTS
LSCT-2000 1.000 1.000 1.000 Constant
LSCT-2001 1.000 0.901 0.468 Increasing
LSCT-2002 1.000 0.900 0.468 Increasing
LSCT-2003 1.000 0.915 0.596 Increasing
LSCT-2004 0.966 0.896 0.821 Increasing
LSCT-2005 0.961 0.880 0.806 Increasing
LSCT-2006 1.000 1.000 1.000 Constant
KCT-2000 1.000 0.411 0.181 Increasing
KCT-2001 0.935 0.500 0.293 Increasing
KCT-2002 0.940 0.483 0.277 Increasing
KCT-2003 1.000 0.827 0.487 Increasing
KCT-2004 0.927 0.819 0.583 Increasing
KCT-2005 0.936 0.853 0.822 Increasing
KCT-2006 1.000 1.000 1.000 Constant
CCT-2000 1.000 0.233 0.079 Increasing
CCT-2001 1.000 0.271 0.092 Increasing
CCT-2002 1.000 0.387 0.131 Increasing
CCT-2003 1.000 0.443 0.150 Increasing
CCT-2004 0.831 0.341 0.169 Increasing
CCT-2005 0.965 0.651 0.322 Increasing
CCT-2006 0.853 0.619 0.427 Increasing
MIT-2000 0.877 0.724 0.469 Increasing
MIT-2001 0.865 0.684 0.443 Increasing
MIT-2002 0.864 0.680 0.440 Increasing
MIT-2003 0.900 0.705 0.507 Increasing
MIT-2004 0.922 0.817 0.760 Increasing
MIT-2005 0.946 0.885 0.823 Increasing
MIT-2006 0.896 0.616 0.549 Increasing
PQIT-2000 1.000 0.429 0.096 Increasing
PQIT-2001 1.000 0.302 0.113 Increasing
PQIT-2002 1.000 0.350 0.099 Increasing
PQIT-2003 1.000 0.515 0.145 Increasing
PQIT-2004 1.000 0.766 0.216 Increasing
PQIT-2005 1.000 0.682 0.291 Increasing
PQIT-2006 1.000 0.794 0.339 Increasing
ACT-2000 1.000 0.909 0.572 Increasing
ACT-2001 1.000 0.842 0.530 Increasing
ACT-2002 1.000 0.756 0.756 Increasing
ACT-2003 1.000 0.801 0.801 Increasing
ACT-2004 1.000 0.889 0.889 Increasing
ACT-2005 1.000 0.913 0.913 Increasing
ACT-2006 1.000 1.000 1.000 Constant

238



Appendix 23: DEA-CCR-I Panel Data Estimates including Gate

Closing Policy

Terminal-year BCC-1 CCR-I SE RTS
CT3-2000 1.000 1.000 1.000 Constant
CT3-2001 1.000 0.952 0.952 Increasing
CT3-2002 1.000 0.940 0.940 Increasing
CT3-2003 1.000 0.860 0.860 Increasing
CT3-2004 1.000 0.692 0.463 Increasing
CT3-2005 1.000 0.210 0.140 Increasing
CT3-2006 1.000 0.416 0.278 Increasing
T8E-2000 1.000 0.767 0.767 Increasing
T8E-2001 1.000 0.707 0.707 Increasing
T8E-2002 1.000 0.829 0.829 Increasing
T8E-2003 1.000 0.822 0.822 Increasing
T8E-2004 1.000 0.922 0.922 Increasing
T8E-2005 1.000 1.000 1.000 Constant
T8E-2006 1.000 0.917 0.917 Increasing
MTL-2000 0.949 0.851 0.727 Increasing
MTL-2001 0.952 0.883 0.865 Increasing
MTL-2002 0.949 0.905 0.905 Increasing
MTL-2003 1.000 1.000 1.000 Constant
MTL-2004 0.888 0.814 0.814 Increasing
MTL-2005 0.963 0.931 0.924 Increasing
MTL-2006 1.000 1.000 1.000 Constant
HIT-2000 1.000 1.000 1.000 Constant
HIT-2001 0.985 0.939 0.939 Increasing
HIT-2002 1.000 1.000 1.000 Constant
HIT-2003 0.992 0.959 0.783 Increasing
HIT-2004 0.975 0.968 0.938 Increasing
HIT-2005 0.991 0.971 0.971 Increasing
HIT-2006 1.000 1.000 1.000 Constant
SCT-2000 1.000 0.744 0.478 Increasing
SCT-2001 1.000 0.658 0.423 Increasing
SCT-2002 0.965 0.680 0.491 Increasing
SCT-2003 0.992 0.758 0.548 Increasing
SCT-2004 0.933 0.784 0.554 Increasing
SCT-2005 0.933 0.783 0.553 Increasing
SCT-2006 0.938 0.795 0.562 Increasing
SKCT-2000 0.982 0.465 0.364 Increasing
SKCT-2001 0.982 0.485 0.379 Increasing
SKCT-2002 0.911 0.561 0.228 Increasing
SKCT-2003 0.893 0.777 0.500 Increasing
SKCT-2004 0.803 0.642 0.681 Increasing
SKCT-2005 0.726 0.510 0.575 Increasing
SKCT-2006 0.720 0.429 0.473 Increasing
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Appendix 23 (Continued)

Terminal-year BCC-1 CCR-1 SE RTS
YICT-2000 1.000 0.795 0.795 Increasing
YICT-2001 1.000 1.000 1.000 Constant
YICT-2002 0.999 0.945 0.790 Increasing
YICT-2003 1.000 1.000 1.000 Constant
YICT-2004 1.000 1.000 1.000 Constant
YICT-2005 0.945 0.926 0.888 Increasing
YICT-2006 1.000 1.000 1.000 Constant
GCT-2000 0.997 0.763 0.438 Increasing
GCT-2001 0.964 0.822 0.546 Increasing
GCT-2002 1.000 0.966 0.642 Increasing
GCT-2003 1.000 1.000 1.000 Constant
GCT-2004 0.983 0.908 0.672 Increasing
GCT-2005 1.000 0.941 0.696 Increasing
GCT-2006 0.954 0.787 0.472 Increasing
HBCT-2000 0.917 0.532 0.330 Increasing
HBCT-2001 0.903 0.472 0.292 Increasing
HBCT-2002 0.926 0.569 0.353 Increasing
HBCT-2003 0.930 0.588 0.364 Increasing
HBCT-2004 0.950 0.613 0.379 Increasing
HBCT-2005 0.933 0.714 0.442 Increasing
HBCT-2006 0.942 0.683 0.498 Increasing
PECT-2000 0.792 0.431 0.313 Increasing
PECT-2001 0.794 0.444 0.322 Increasing
PECT-2002 0.766 0.516 0.374 Increasing
PECT-2003 0.774 0.548 0.482 Increasing
PECT-2004 0.787 0.601 0.529 Increasing
PECT-2005 0.791 0.615 0.541 Increasing
PECT-2006 0.743 0.548 0.636 Increasing
HGCT-2000 1.000 0.403 0.186 Increasing
HGCT-2001 1.000 0.451 0.208 Increasing
HGCT-2002 1.000 0.527 0.243 Increasing
HGCT-2003 1.000 0.533 0.246 Increasing
HGCT-2004 1.000 0.545 0.285 Increasing
HGCT-2005 1.000 0.490 0.265 Increasing
HGCT-2006 1.000 0.496 0.268 Increasing
UCT-2000 1.000 0.313 0.093 Increasing
UCT-2001 1.000 0.448 0.134 Increasing
UCT-2002 1.000 0.503 0.150 Increasing
UCT-2003 1.000 0.523 0.186 Increasing
UCT-2004 1.000 0.539 0.191 Increasing
UCT-2005 1.000 0.566 0.201 Increasing
UCT-2006 1.000 0.537 0.191 Increasing
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Appendix 23 (Continued)

Terminal-year BCC-1 CCR-1 SE RTS
ECTD-2000 0.833 0.435 0.178 Increasing
ECTD-2001 1.000 0.956 0.392 Increasing
ECTD-2002 1.000 0.956 0.392 Increasing
ECTD-2003 1.000 0.910 0.574 Increasing
ECTD-2004 0.960 0.824 0.625 Increasing
ECTD-2005 0.919 0.759 0.580 Increasing
ECTD-2006 1.000 0.974 0.745 Increasing
MDCT-2000 0.979 0.184 0.095 Increasing
MDCT-2001 0.979 0.191 0.098 Increasing
MDCT-2002 0.988 0.596 0.306 Increasing
MDCT-2003 0.993 0.629 0.231 Increasing
MDCT-2004 0.994 0.629 0.276 Increasing
MDCT-2005 0.994 0.638 0.280 Increasing
MDCT-2006 1.000 0.731 0.321 Increasing
YCT-2000 0.773 0.400 0.348 Increasing
YCT-2001 0.795 0.400 0.383 Increasing
YCT -2002 0.833 0.500 0.422 Increasing
YCT -2003 0.855 0.532 0.529 Increasing
YCT -2004 0.919 0.655 0.557 Increasing
YCT -2005 0.971 0.878 0.570 Increasing
YCT -2006 1.000 1.000 0.591 Increasing
BCT-2000 0.996 0.894 0.894 Increasing
BCT-2001 0.997 0.934 0.934 Increasing
BCT-2002 1.000 1.000 1.000 Constant
BCT-2003 0.999 0.965 0.965 Increasing
BCT-2004 0.992 0.883 0.883 Increasing
BCT-2005 0.993 0.897 0.897 Increasing
BCT-2006 1.000 1.000 1.000 Constant
TTC-2000 1.000 0.328 0.176 Increasing
TTC-2001 1.000 0.336 0.181 Increasing
TTC-2002 1.000 0.352 0.189 Increasing
TTC-2003 1.000 0.379 0.228 Increasing
TTC-2004 1.000 0.505 0.304 Increasing
TTC-2005 1.000 0.535 0.322 Increasing
TTC-2006 1.000 0.594 0.357 Increasing
CTH-2000 1.000 0.530 0.282 Increasing
CTH-2001 1.000 0.522 0.278 Increasing
CTH-2002 1.000 0.389 0.179 Increasing
CTH-2003 1.000 0.598 0.275 Increasing
CTH-2004 1.000 0.662 0.305 Increasing
CTH-2005 1.000 0.787 0.362 Increasing
CTH-2006 1.000 0.718 0.304 Increasing
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Appendix 23 (Continued)

Terminal-year BCC-1 CCR-I SE RTS
JACT-2000 0.788 0.385 0.309 Increasing
JACT-2001 0.799 0.435 0.350 Increasing
JACT-2002 0.821 0.536 0.430 Increasing
JACT-2003 0.855 0.686 0.551 Increasing
JACT-2004 0.868 0.837 0.672 Increasing
JACT-2005 0.833 0.707 0.776 Increasing
JACT-2006 0.867 0.814 0.888 Increasing
PRCT-2000 0.887 0.435 0.152 Increasing
PRCT-2001 0.887 0.477 0.167 Increasing
PRCT-2002 0.887 0.530 0.185 Increasing
PRCT-2003 0.895 0.613 0.214 Increasing
PRCT-2004 0.899 0.644 0.225 Increasing
PRCT-2005 0.916 0.689 0.241 Increasing
PRCT-2006 0.957 0.795 0.278 Increasing
LBPF-2000 0.821 0.355 0.165 Increasing
LBPF-2001 0.843 0.365 0.159 Increasing
LBPF-2002 0.846 0.322 0.165 Decreasing
LBPF-2003 0.843 0.414 0.172 Increasing
LBPF-2004 0.882 0.521 0.187 Increasing
LBPF-2005 0.900 0.663 0.243 Increasing
LBPF-2006 1.000 0.690 0.278 Increasing
LBPT-2000 0.983 0.750 0.429 Increasing
LBPT-2001 0.893 0.710 0.470 Decreasing
LBPT-2002 0.813 0.639 0.476 Decreasing
LBPT-2003 0.942 0.864 0.637 Increasing
LBPT-2004 0.956 0.881 0.811 Increasing
LBPT-2005 0.998 0.922 0.881 Increasing
LBPT-2006 1.000 1.000 1.000 Constant
NPCT-2000 0.949 0.747 0.609 Increasing
NPCT-2001 0.957 0.775 0.632 Increasing
NPCT-2002 0.982 0.875 0.713 Increasing
NPCT-2003 0.987 0.895 0.729 Increasing
NPCT-2004 1.000 0.947 0.772 Increasing
NPCT-2005 0.995 0.927 0.756 Increasing
NPCT-2006 0.999 0.944 0.769 Increasing
WPCT-2000 0.800 0.325 0.319 Increasing
WPCT-2001 0.800 0.461 0.453 Increasing
WPCT-2002 0.847 0.648 0.638 Increasing
WPCT-2003 0.875 0.727 0.716 Increasing
WPCT-2004 0.904 0.808 0.795 Increasing
WPCT-2005 0.936 0.817 0.817 Increasing
WPCT-2006 1.000 1.000 1.000 Constant
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Appendix 23 (Continued)

Terminal-year BCC-I CCR-I SE RTS
QQCT-2000 1.000 0.475 0.444 Increasing
QQCT-2001 1.000 0.605 0.566 Increasing
QQCT-2002 1.000 0.875 0.819 Increasing
QQCT-2003 1.000 1.000 1.000 Constant
QQCT-2004 0.832 0.785 0.865 Increasing
QQCT-2005 0.883 0.839 0.872 Increasing
QQCT-2006 1.000 1.000 1.000 Constant
PNTC-2000 1.000 0.518 0.336 Increasing
PNTC-2001 1.000 0.558 0.362 Increasing
PNTC-2002 1.000 0.598 0.388 Increasing
PNTC-2003 0.924 0.436 0.421 Increasing
PNTC-2004 0.919 0.578 0.565 Increasing
PNTC-2005 0.869 0.578 0.584 Increasing
PNTC-2006 0.878 0.612 0.619 Increasing
PTP-2000 0.855 0.479 0.479 Increasing
PTP-2001 0.880 0.587 0.587 Increasing
PTP-2002 0.925 0.762 0.762 Increasing
PTP-2003 1.000 1.000 1.000 Constant
PTP-2004 0.990 0.962 0.962 Increasing
PTP-2005 1.000 1.000 1.000 Constant
PTP-2006 1.000 1.000 1.000 Constant
TOCT-2000 0.928 0.155 0.107 Increasing
TOCT-2001 0.928 0.169 0.117 Increasing
TOCT-2002 0.928 0.226 0.156 Increasing
TOCT-2003 0.962 0.623 0.431 Increasing
TOCT-2004 0.943 0.538 0.373 Increasing
TOCT-2005 0.960 0.631 0.438 Increasing
TOCT-2006 0.967 0.648 0.450 Increasing
XNWT-2000 1.000 0.348 0.172 Increasing
XNWT-2001 1.000 0.378 0.186 Increasing
XNWT-2002 1.000 0.499 0.246 Increasing
XNWT-2003 1.000 0.735 0.363 Increasing
XNWT-2004 1.000 0.479 0.280 Increasing
XNWT-2005 1.000 0.504 0.295 Increasing
XNWT-2006 1.000 0.585 0.342 Increasing
NP-2000 1.000 0.179 0.093 Increasing
NP -2001 1.000 0.334 0.173 Increasing
NP-2002 1.000 0.468 0.242 Increasing
NP-2003 1.000 0.588 0.304 Increasing
NP-2004 1.000 0.639 0.376 Increasing
NP-2005 1.000 0.711 0.418 Increasing
NP-2006 1.000 0.770 0.453 Increasing
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Appendix 23 (Continued)

Terminal-year BCC-1 CCR-1 SE RTS
TP-2000 0.805 0.393 0.410 Increasing
TP-2001 0.805 0.465 0.486 Increasing
TP-2002 0.805 0.437 0.457 Increasing
TP-2003 0.805 0.455 0.475 Increasing
TP-2004 0.805 0.490 0.512 Increasing
TP-2005 0.806 0.514 0.537 Increasing
TP-2006 0.805 0.442 0.462 Increasing
NCB-2000 1.000 0.754 0.409 Increasing
NCB-2001 1.000 0.754 0.409 Increasing
NCB-2002 1.000 0.712 0.386 Increasing
NCB-2003 1.000 0.703 0.381 Increasing
NCB-2004 1.000 0.759 0.411 Increasing
NCB-2005 1.000 0.814 0.441 Increasing
NCB-2006 1.000 0.633 0.343 Increasing
LCIT-2000 1.000 0.386 0.386 Increasing
LCIT-2001 1.000 0.510 0.510 Increasing
LCIT-2002 1.000 0.699 0.699 Increasing
LCIT-2003 1.000 0.845 0.845 Increasing
LCIT-2004 1.000 1.000 1.000 Constant
LCIT-2005 0.871 0.821 0.851 Increasing
LCIT-2006 0.874 0.826 0.856 Increasing
LCB1-2000 1.000 0.735 0.424 Increasing
LCB1-2001 1.000 0.801 0.462 Increasing
LCB1-2002 1.000 0.851 0.491 Increasing
LCB1-2003 1.000 0.963 0.556 Increasing
LCB1-2004 0.880 0.493 0.365 Increasing
LCB1-2005 0.871 0.480 0.362 Increasing
LCB1-2006 0.915 0.622 0.469 Increasing
CTB-2000 0.912 0.525 0.368 Increasing
CTB-2001 0.922 0.702 0.492 Increasing
CTB-2002 0.847 0.542 0.424 Increasing
CTB-2003 0.902 0.723 0.565 Increasing
CTB-2004 0.849 0.647 0.677 Increasing
CTB-2005 0.954 0.823 0.745 Increasing
CTB-2006 0.973 0.859 0.778 Increasing
NSCT-2000 1.000 0.663 0.510 Increasing
NSCT-2001 1.000 0.762 0.586 Increasing
NSCT-2002 1.000 0.916 0.704 Increasing
NSCT-2003 1.000 0.862 0.862 Increasing
NSCT-2004 1.000 1.000 1.000 Constant
NSCT-2005 1.000 1.000 1.000 Constant
NSCT-2006 1.000 1.000 1.000 Constant

244



Appendix 23 (Continued)

Terminal-year BCC-1 CCR-1 SE RTS
AMCT-2000 1.000 0.974 0.799 Increasing
AMCT-2001 1.000 0.855 0.855 Increasing
AMCT-2002 1.000 0.888 0.888 Increasing
AMCT-2003 1.000 1.000 1.000 Constant
AMCT-2004 1.000 0.917 0.917 Increasing
AMCT-2005 1.000 0.992 0.992 Increasing
AMCT-2006 1.000 1.000 1.000 Constant
MCT-2000 1.000 1.000 1.000 Constant
MCT-2001 0.993 0.938 0.938 Increasing
MCT-2002 0.984 0.940 0.940 Increasing
MCT-2003 1.000 1.000 1.000 Constant
MCT-2004 1.000 1.000 1.000 Constant
MCT-2005 0.912 0.904 0.863 Increasing
MCT-2006 0.875 0.841 0.803 Increasing
MICT-2000 1.000 0.647 0.272 Increasing
MICT-2001 1.000 0.627 0.264 Increasing
MICT-2002 1.000 0.703 0.295 Increasing
MICT-2003 1.000 0.770 0.324 Increasing
MICT-2004 1.000 0.813 0.342 Increasing
MICT-2005 1.000 0.820 0.345 Increasing
MICT-2006 1.000 0.810 0.340 Increasing
JSCT-2000 0.834 0.352 0.338 Increasing
JSCT-2001 0.834 0.348 0.334 Increasing
JSCT-2002 0.830 0.326 0.312 Increasing
JSCT-2003 0.828 0.344 0.367 Increasing
JSCT-2004 0.828 0.399 0.427 Increasing
JSCT-2005 0.828 0.427 0.456 Increasing
JSCT-2006 0.828 0.405 0.433 Increasing
INCT-2000 0.822 0.068 0.074 Increasing
INCT-2001 0.822 0.081 0.088 Increasing
INCT-2002 0.822 0.239 0.259 Increasing
INCT-2003 0.822 0.400 0.433 Increasing
INCT-2004 0.829 0.575 0.623 Increasing
INCT-2005 0.840 0.620 0.619 Increasing
INCT-2006 0.869 0.743 0.743 Increasing
NSICT-2000 1.000 0.483 0.427 Increasing
NSICT-2001 1.000 0.692 0.612 Increasing
NSICT-2002 1.000 0.889 0.786 Increasing
NSICT-2003 0.988 0.916 0.916 Increasing
NSICT-2004 0.986 0.903 0.903 Increasing
NSICT-2005 0.996 0.975 0.975 Increasing
NSICT-2006 1.000 1.000 1.000 Constant

245



Appendix 23 (Continued)

Terminal-year BCC-1 CCR-I SE RTS
SAGT-2000 1.000 0.507 0.231 Increasing
SAGT-2001 1.000 0.556 0.253 Increasing
SAGT-2002 0.968 0.791 0.334 Increasing
SAGT-2003 0.916 0.699 0.508 Increasing
SAGT-2004 0.875 0.673 0.673 Increasing
SAGT-2005 0.884 0.698 0.698 Increasing
SAGT-2006 1.000 1.000 1.000 Constant
MPE-2000 0.924 0.213 0.137 Increasing
MPE-2001 0.924 0.254 0.164 Increasing
MPE-2002 0.929 0.296 0.190 Increasing
MPE-2003 0.942 0.394 0.254 Increasing
MPE-2004 0.962 0.537 0.346 Increasing
MPE-2005 0.973 0.607 0.391 Increasing
MPE-2006 0.986 0.681 0.439 Increasing
T37-2000 1.000 0.446 0.260 Increasing
T37-2001 1.000 0.536 0.312 Increasing
T37-2002 1.000 0.566 0.329 Increasing
T37-2003 1.000 0.598 0.313 Increasing
T37-2004 0.893 0.671 0.309 Increasing
T37-2005 0.899 0.691 0.318 Increasing
T37-2006 0.904 0.707 0.325 Increasing
TT-2000 0.873 0.275 0.092 Increasing
TT-2001 0.873 0.314 0.106 Increasing
TT-2002 0.874 0.393 0.132 Increasing
TT-2003 0.894 0.524 0.185 Increasing
TT-2004 0.876 0.457 0.237 Increasing
TT-2005 0.885 0.555 0.288 Increasing
TT-2006 0.894 0.593 0.307 Increasing
DCT-2000 0.997 0.774 0.744 Increasing
DCT-2001 0.991 0.736 0.708 Increasing
DCT-2002 0.999 0.782 0.752 Increasing
DCT-2003 0.990 0.928 0.928 Increasing
DCT-2004 1.000 1.000 1.000 Constant
DCT-2005 1.000 1.000 1.000 Constant
DCT-2006 1.000 1.000 1.000 Constant
RSCT-2000 1.000 0.950 0.950 Increasing
RSCT-2001 1.000 1.000 1.000 Constant
RSCT-2002 1.000 0.955 0.872 Increasing
RSCT-2003 1.000 1.000 1.000 Constant
RSCT-2004 1.000 0.974 0.974 Increasing
RSCT-2005 1.000 1.000 1.000 Constant
RSCT-2006 1.000 0.995 0.995 Increasing
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Appendix 23 (Continued)

Terminal-year BCC-1 CCR-1 SE RTS
TPCT-2000 0.889 0.585 0.220 Increasing
TPCT-2001 0.880 0.590 0.222 Increasing
TPCT-2002 0.881 0.591 0.222 Increasing
TPCT-2003 0.829 0.508 0.213 Increasing
TPCT-2004 0.881 0.610 0.255 Increasing
TPCT-2005 0.917 0.670 0.281 Increasing
TPCT-2006 0.979 0.755 0.316 Increasing
SPCT-2000 0.825 0.400 0.400 Increasing
SPCT-2001 0.847 0.475 0.475 Increasing
SPCT-2002 0.850 0.484 0.484 Increasing
SPCT-2003 0.942 0.800 0.800 Increasing
SPCT-2004 0.965 0.880 0.880 Increasing
SPCT-2005 1.000 1.000 1.000 Constant
SPCT-2006 0.988 0.960 0.960 Increasing
ASCT-2000 1.000 0.269 0.068 Increasing
ASCT-2001 1.000 0.280 0.071 Increasing
ASCT-2002 1.000 0.526 0.133 Increasing
ASCT-2003 1.000 0.611 0.155 Increasing
ASCT-2004 1.000 0.537 0.136 Increasing
ASCT-2005 1.000 0.581 0.147 Increasing
ASCT-2006 1.000 0.636 0.161 Increasing
SACT-2000 1.000 0.224 0.055 Increasing
SACT-2001 1.000 0.255 0.063 Increasing
SACT-2002 1.000 0.304 0.075 Increasing
SACT-2003 1.000 0.327 0.081 Increasing
SACT-2004 1.000 0.349 0.084 Increasing
SACT-2005 1.000 0.371 0.090 Increasing
SACT-2006 1.000 0.665 0.161 Increasing
VCT-2000 1.000 0.722 0.722 Increasing
VCT-2001 1.000 0.731 0.731 Increasing
VCT-2002 1.000 0.877 0.877 Increasing
VCT-2003 1.000 1.000 1.000 Constant
VCT-2004 1.000 0.964 0.964 Increasing
VCT-2005 1.000 0.868 0.868 Increasing
VCT-2006 1.000 0.881 0.881 Increasing
VT-2000 0.983 0.850 0.850 Increasing
VT-2001 0.992 0.935 0.935 Increasing
VT-2002 1.000 1.000 1.000 Constant
VT-2003 0.875 0.537 0.390 Increasing
VT-2004 0.879 0.552 0.400 Increasing
VT-2005 0.874 0.532 0.385 Increasing
VT-2006 0.882 0.573 0.415 Increasing
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Appendix 23 (Continued)

Terminal-pear BCC-1 CCR-1 SE RTS
LSCT-2000 1.000 1.000 1.000 Constant
LSCT-2001 1.000 0.901 0.468 Increasing
LSCT-2002 0.999 0.900 0.468 Increasing
LSCT-2003 1.000 0.915 0.596 Increasing
LSCT-2004 0.952 0.896 0.821 Increasing
LSCT-2005 0.945 0.880 0.806 Increasing
LSCT-2006 1.000 1.000 1.000 Constant
KCT-2000 1.000 0.411 0.181 Increasing
KCT-2001 0.936 0.500 0.293 Increasing
KCT-2002 0.940 0.483 0.277 Increasing
KCT-2003 1.000 0.827 0.487 Increasing
KCT-2004 0.927 0.819 0.583 Increasing
KCT-2005 0.936 0.853 0.822 Increasing
KCT-2006 1.000 1.000 1.000 Constant
CCT-2000 1.000 0.233 0.079 Increasing
CCT-2001 1.000 0.271 0.092 Increasing
CCT-2002 1.000 0.387 0.131 Increasing
CCT-2003 1.000 0.443 0.150 Increasing
CCT-2004 0.825 0.341 0.169 Increasing
CCT-2005 0.964 0.651 0.322 Increasing
CCT-2006 0.853 0.619 0.427 Increasing
MIT-2000 0.868 0.724 0.469 Increasing
MIT-2001 0.856 0.684 0.443 Increasing
MIT-2002 0.855 0.680 0.440 Increasing
MIT-2003 0.891 0.705 0.507 Increasing
MIT-2004 0.922 0.817 0.760 Increasing
MIT-2005 0.946 0.885 0.823 Increasing
MIT-2006 0.896 0.616 0.549 Increasing
PQIT-2000 1.000 0.429 0.096 Increasing
PQIT-2001 1.000 0.302 0.113 Increasing
PQIT-2002 1.000 0.350 0.099 Increasing
PQIT-2003 0.955 0.515 0.145 Increasing
PQIT-2004 1.000 0.766 0.216 Increasing
PQIT-2005 0.984 0.682 0.291 Increasing
PQIT-2006 1.000 0.794 0.339 Increasing
ACT-2000 1.000 0.909 0.572 Increasing
ACT-2001 1.000 0.842 0.530 Increasing
ACT-2002 1.000 0.756 0.756 Increasing
ACT-2003 1.000 0.801 0.801 Increasing
ACT-2004 1.000 0.889 0.889 Increasing
ACT-2005 1.000 0.913 0.913 Increasing
ACT-2006 1.000 1.000 1.000 Constant

248



Appendix 24: Efficiency Estimates for the Quay Site (Based on Panel-
Data Input-Orientation)

Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
CT3-2000 35.0 1.000 1.000 1.000 1.000
CT3-2001 35.0 1.000 0.997 1.003 1.003
CT3-2002 37.0 1.000 1.000 1.000 1.000
CT3-2003 40.0 1.000 1.000 1.000 1.000
CT3-2004 40.0 1.000 1.000 1.000 1.000
CT3-2005 40.0 1.000 1.000 1.000 1.000
CT3-2006 40.0 1.000 1.000 1.000 1.000
T8E-2000 30.0 1.000 0.811 1.233 1.233
T8E-2001 30.0 1.000 0.811 1.233 1.233
T8E-2002 30.0 1.000 0.811 1.233 1.233
T8E-2003 32.0 1.000 0.865 1.156 1.156
T8E-2004 33.0 1.000 0.892 1.121 1.121
T8E-2005 33.0 1.000 0.892 1.121 1.121
T8E-2006 37.0 1.000 1.000 1.000 1.000
MTL-2000 29.3 0.754 0.662 1.409 1.510
MTL-2001 30.5 0.770 0.690 1.354 1.450
MTL-2002 324 0.796 0.732 1.274 1.365
MTL-2003 32.9 0.803 0.744 1.255 1.344
MTL-2004 32.9 0.786 0.723 1.257 1.382
MTL-2005 32.1 0.775 0.706 1.288 1.417
MTL-2006 313 0.764 0.688 1.321 1.453
HIT-2000 30.0 0.774 0.667 1.412 1.499
HIT-2001 33.0 0.812 0.734 1.284 1.362
HIT-2002 35.0 0.838 0.778 1.210 1.285
HIT-2003 35.0 0.838 0.778 1.210 1.285
HIT-2004 35.0 0.779 0.732 1.215 1.365
HIT-2005 40.0 0.843 0.837 1.063 1.195
HIT-2006 40.0 0.843 0.837 1.063 1.195
SCT-2000 32.5 1.000 0.929 1.077 1.077
SCT-2001 35.0 1.000 1.000 1.000 1.000
SCT-2002 35.0 0.926 0.911 1.097 1.098
SCT-2003 37.0 0.966 0.963 1.038 1.038
SCT-2004 40.0 0.891 0.884 1.130 1.131
SCT-2005 38.0 0.854 0.840 1.189 1.191
SCT-2006 41.0 0.911 0.906 1.102 1.104
SKCT-2000 30.0 0.879 0.801 1.244 1.248
SKCT-2001 32.0 0.909 0.855 1.166 1.170
SKCT-2002 33.0 0.925 0.881 1.131 1.135
SKCT-2003 37.0 0.871 0.839 1.140 1.191
SKCT-2004 40.0 0.832 0.787 1.259 1.271
SKCT-2005 42.0 0.800 0.761 1.238 1.314
SKCT-2006 43.0 0.814 0.779 1.209 1.284
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Appendix 24 (Continued)

Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
YICT-2000 32.0 0.897 0.822 1.211 1.217
YICT-2001 32.0 0.897 0.822 1.211 1.217
YICT-2002 35.0 0.943 0.899 1.107 1.113
YICT-2003 37.0 0.973 0.950 1.047 1.052
YICT-2004 37.0 0.703 0.665 1.405 1.504
YICT-2005 43.0 0.781 0.773 1.209 1.294
YICT-2006 45.0 0.809 0.809 1.156 1.237
GCT-2000 35.0 0.790 0.738 1.259 1.355
GCT-2001 32.0 0.728 0.615 1.625 1.625
GCT-2002 52.0 1.000 1.000 1.000 1.000
GCT-2003 39.4 0.819 0.758 1.320 1.320
GCT-2004 40.6 0.836 0.781 1.281 1.281
GCT-2005 41.1 0.843 0.790 1.265 1.265
GCT-2006 45.0 0.896 0.865 1.156 1.156
HBCT-2000 28.0 0.847 0.646 1.506 1.549
HBCT-2001 22.7 0.847 0.655 1.485 1.527
HBCT-2002 19.6 0.848 0.655 1.478 1.527
HBCT-2003 21.1 0.848 0.712 1.358 1.404
HBCT-2004 21.9 0.867 0.777 1.256 1.287
HBCT-2005 33.7 0.851 0.832 1.181 1.201
HBCT-2006 36.0 0.808 0.780 1.261 1.282
PECT-2000 22.4 0.760 0.627 1.583 1.594
PECT-2001 21.0 0.760 0.648 1.532 1.542
PECT-2002 233 0.719 0.639 1.544 1.565
PECT-2003 23.9 0.749 0.677 1.477 1.478
PECT-2004 30.0 0.747 0.673 1.486 1.486
PECT-2005 359 0.798 0.748 1.337 1.337
PECT-2006 36.0 0.735 0.685 1.368 1.460
HGCT-2000 32.0 1.000 0.858 1.166 1.166
HGCT-2001 33.0 1.000 0.885 1.130 1.130
HGCT-2002 373 1.000 1.000 1.000 1.000
HGCT-2003 35.7 1.000 0.957 1.045 1.045
HGCT-2004 36.0 1.000 0.965 1.036 1.036
HGCT-2005 40.4 1.000 1.000 1.000 1.000
HGCT-2006 41.0 1.000 1.000 1.000 1.000
UCT-2000 21.1 1.000 0.789 1.116 1.267
UCT-2001 19.3 1.000 0.853 1.033 1.173
UCT-2002 19.5 1.000 0.881 1.000 1.135
UCT-2003 19.8 1.000 0.880 1.064 1.136
UCT-2004 23.6 1.000 0.893 1.049 1.120
UCT-2005 243 1.000 0.915 1.024 1.093
UCT-2006 30.0 1.000 0.936 1.000 1.068
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Appendix 24 (Continued)

Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
ECTD-2000 32.0 0.609 0.552 1.625 1.812
ECTD-2001 32.0 0.609 0.552 1.625 1.812
ECTD-2002 35.0 0.615 0.603 1.486 1.657
ECTD-2003 35.0 0.614 0.603 1.486 1.657
ECTD-2004 35.0 0.608 0.603 1.486 1.659
ECTD-2005 35.0 0.608 0.603 1.486 1.659
ECTD-2006 35.0 0.608 0.603 1.486 1.659
MDCT-2000 32.0 0.659 0.585 1.551 1.709
MDCT-2001 32.0 0.659 0.585 1.551 1.709
MDCT-2002 32.0 0.659 0.585 1.551 1.709
MDCT-2003 33.0 0.668 0.585 1.528 1.710
MDCT-2004 33.0 0.662 0.570 1.576 1.755
MDCT-2005 33.0 0.662 0.570 1.576 1.755
MDCT-2006 35.0 0.684 0.606 1.486 1.649
YCT-2000 25.0 0.802 0.595 1.662 1.681
YCT-2001 25.0 0.802 0.595 1.662 1.681
YCT -2002 25.0 0.802 0.595 1.662 1.681
YCT -2003 27.0 0.802 0.643 1.539 1.556
YCT -2004 27.0 0.802 0.643 1.539 1.556
YCT -2005 34.0 0.839 0.809 1.222 1.236
YCT -2006 30.0 0.802 0.714 1.385 1.400
BCT-2000 28.0 0.671 0.584 1.455 1.713
BCT-2001 28.0 0.671 0.584 1.455 1.713
BCT-2002 32.0 0.698 0.667 1.273 1.499
BCT-2003 35.0 0.729 0.700 1.249 1.428
BCT-2004 37.0 0.746 0.725 1.232 1.380
BCT-2005 37.0 0.746 0.725 1.232 1.380
BCT-2006 38.0 0.761 0.744 1.200 1.344
TTC-2000 30.0 0.784 0.691 1.302 1.448
TTC-200/ 32.0 0.802 0.737 1.221 1.358
TTC-2002 33.0 0.811 0.760 1.184 1.316
TTC-2003 36.0 0.824 0.814 1.111 1.229
TTC-2004 39.0 0.912 0.882 1.026 1.134
TTC-2005 40.0 1.000 0.904 1.000 1.106
TTC-2006 38.0 0.860 0.859 1.053 1.164
CTH-2000 28.0 1.000 0.985 1.000 1.015
CTH-2001 28.0 1.000 0.985 1.000 1.015
CTH-2002 29.0 1.000 0.855 1.000 1.170
CTH-2003 27.0 1.000 0.796 1.074 1.256
CTH-2004 26.0 1.000 0.767 1.115 1.304
CTH-2005 29.0 1.000 0.855 1.000 1.170
CTH-2006 30.0 1.000 0.885 1.000 1.131
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Appendix 24 (Continued)

Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
JACT-2000 25.0 0.709 0.505 1.934 1.980
JACT-2001 27.0 0.709 0.545 1.790 1.833
JACT-2002 28.0 0.709 0.566 1.727 1.768
JACT-2003 29.0 0.709 0.586 1.667 1.707
JACT-2004 30.0 0.631 0.546 1.611 1.832
JACT-2005 30.0 0.588 0.504 1.733 1.983
JACT-2006 35.0 0.588 0.588 1.486 1.700
PRCT-2000 21.0 0.966 0.621 1.591 1.610
PRCT-2001 21.0 0.966 0.621 1.591 1.610
PRCT-2002 25.0 0.966 0.740 1.336 1.352
PRCT-2003 25.0 0.966 0.740 1.336 1.352
PRCT-2004 27.0 0.966 0.799 1.237 1.252
PRCT-2005 29.0 0.966 0.858 1.152 1.166
PRCT-2006 30.0 0.973 0.887 1.114 1.127
LBPF-2000 24.0 0.817 0.652 1.410 1.534
LBPF-2001 27.0 0.841 0.734 1.253 1.363
LBPF-2002 28.0 0.851 0.761 1.208 1.315
LBPF-2003 29.0 0.860 0.788 1.167 1.269
LBPF-2004 27.0 0.817 0.719 1.270 1.391
LBPF-2005 28.0 0.825 0.746 1.224 1.341
LBPF-2006 28.0 0.825 0.746 1.224 1.341
LBPT-2000 23.0 0.715 0.500 1.616 2.002
LBPT-2001 25.0 0.715 0.543 1.487 1.841
LBPT-2002 26.0 0.715 0.565 1.430 1.771
LBPT-2003 26.0 0.714 0.557 1.456 1.795
LBPT-2004 25.0 0.714 0.529 1.541 1.890
LBPT-2005 28.0 0.714 0.592 1.375 1.688
LBPT-2006 30.0 0.714 0.635 1.284 1.575
NPCT-2000 26.0 0.909 0.677 1.467 1.477
NPCT-2001 28.0 0.909 0.729 1.362 1.371
NPCT-2002 26.0 0.909 0.677 1.467 1.477
NPCT-2003 29.0 0.909 0.755 1.315 1.324
NPCT-2004 30.0 0.909 0.781 1.272 1.280
NPCT-2005 28.0 0.909 0.729 1.362 1.371
NPCT-2006 31.0 0.909 0.807 1.231 1.239
WPCT-2000 25 0.800 0.534 1.742 1.873
WPCT-2001 27 0.800 0.584 1.590 1.711
WPCT-2002 29 0.800 0.628 1.480 1.593
WPCT-2003 31 0.800 0.671 1.384 1.490
WPCT-2004 32 0.800 0.693 1.341 1.444
WPCT-2005 34 0.800 0.726 1.281 1.377
WPCT-2006 35 0.800 0.747 1.245 1.338
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Appendix 24 (Continued)

Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
QQCT-2000 40.0 1.000 0.667 1.500 1.500
QQCT-2001 45.0 1.000 0.750 1.333 1.333
QQCT-2002 60.0 1.000 1.000 1.000 1.000
QQCT-2003 70.0 1.000 1.000 1.000 1.000
QQCT-2004 78.0 1.000 0.982 1.000 1.018
QQCT-2005 80.0 0.994 0.984 1.006 1.016
QQCT-2006 82.0 1.000 1.000 1.000 1.000
PNTC-2000 24.0 0.933 0.708 1.402 1.412
PNTC-2001 24.0 0.933 0.708 1.402 1.412
PNTC-2002 25.0 0.933 0.738 1.346 1.355
PNTC-2003 27.0 0.882 0.732 1.330 1.366
PNTC-2004 27.0 0.882 0.731 1.346 1.368
PNTC-2005 29.0 0.828 0.725 1.284 1.380
PNTC-2006 29.0 0.828 0.725 1.284 1.380
PTP-2000 30.0 0.800 0.696 1.245 1.436
PTP-2001 32.0 0.800 0.743 1.167 1.346
PTP-2002 32.0 0.800 0.743 1.167 1.346
PTP-2003 34.0 0.800 0.789 1.098 1.267
PTP-2004 35.0 0.800 0.794 1.097 1.260
PTP-2005 36.0 0.820 0.816 1.067 1.225
PTP-2006 37.0 0.807 0.806 1.089 1.241
TOCT-2000 26.6 1.000 0.806 1.241 1.241
TOCT-2001 30.7 1.000 0.930 1.075 1.075
TOCT-2002 33.0 1.000 1.000 1.000 1.000
TOCT-2003 35.4 1.000 1.000 1.000 1.000
TOCT-2004 32.8 0.949 0.911 1.098 1.098
TOCT-2005 342 0.963 0.950 1.053 1.053
TOCT-2006 36.0 1.000 1.000 1.000 1.000
XNWT-2000 22.0 1.000 0.997 1.000 1.003
XNWT-2001 21.0 1.000 0.952 1.048 1.050
XNWT-2002 27.0 1.000 0.964 1.037 1.037
XNWT-2003 28.0 1.000 1.000 1.000 1.000
XNWT-2004 30.0 0.984 0.888 1.119 1.126
XNWT-2005 30.0 0.984 0.888 1.119 1.126
XNWT-2006 31.0 0.984 0.918 1.083 1.090
NP-2000 25.0 1.000 0.951 1.052 1.052
NP -2001 25.0 1.000 0.951 1.052 1.052
NP-2002 26.3 1.000 1.000 1.000 1.000
NP-2003 26.2 1.000 0.996 1.004 1.004
NP-2004 27.1 1.000 0.968 1.033 1.033
NP-2005 253 1.000 0.904 1.107 1.107
NP-2006 28.0 1.000 1.000 1.000 1.000
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Appendix 24 (Continued)

Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
TP-2000 28.0 0.800 0.678 1.277 1.474
TP-2001 28.0 0.800 0.678 1.277 1.474
TP-2002 28.0 0.800 0.678 1.277 1.474
TP-2003 28.0 0.800 0.678 1.277 1.474
TP-2004 28.0 0.800 0.678 1.277 1.474
TP-2005 28.0 0.800 0.678 1.277 1.474
TP-2006 28.0 0.800 0.678 1.277 1.474
NCB-2000 27.0 1.000 0.818 1.222 1.222
NCB-2001 28.0 1.000 0.848 1.179 1.179
NCB-2002 26.0 1.000 0.788 1.269 1.269
NCB-2003 29.2 1.000 0.885 1.130 1.130
NCB-2004 30.2 1.000 0.915 1.093 1.093
NCB-2005 33.0 1.000 1.000 1.000 1.000
NCB-2006 27.5 1.000 0.833 1.200 1.200
LCIT-2000 29.0 1.000 0.906 1.103 1.103
LCIT-2001 30.0 1.000 0.938 1.067 1.067
LCIT-2002 31.0 1.000 0.969 1.032 1.032
LCIT-2003 32.0 1.000 1.000 1.000 1.000
LCIT-2004 31.0 1.000 0.969 1.032 1.032
LCIT-2005 32.0 0.790 0.784 1.108 1.276
LCIT-2006 34.0 0.845 0.833 1.043 1.201
LCB1-2000 27.0 1.000 0.854 1.170 1.170
LCB1-2001 28.4 1.000 0.899 1.113 1.113
LCB1-2002 30.7 1.000 0.972 1.029 1.029
LCB1-2003 31.6 1.000 1.000 1.000 1.000
LCBI1-2004 33.1 0.908 0.903 1.040 1.108
LCBI1-2005 348 1.000 0.949 1.000 1.053
LCB1-2006 355 0.940 0.919 1.033 1.088
CTB-2000 28.0 0.868 0.730 1.331 1.370
CTB-2001 29.0 0.868 0.756 1.285 1.323
CTB-2002 30.0 0.828 0.719 1.263 1.392
CTB-2003 323 0.828 0.774 1.173 1.293
CTB-2004 323 0.774 0.736 1.240 1.358
CTB-2005 35.0 0.805 0.798 1.145 1.253
CTB-2006 33.0 0.774 0.752 1.214 1.329
NSCT-2000 26.0 0.939 0.785 1.263 1.275
NSCT-2001 27.0 0.939 0.815 1.216 1.227
NSCT-2002 27.0 0.939 0.815 1.216 1.227
NSCT-2003 32.0 0.965 0.928 1.075 1.078
NSCT-2004 34.0 0.986 0.986 1.011 1.015
NSCT-2005 33.0 0.974 0.955 1.042 1.047
NSCT-2006 36.0 1.000 1.000 1.000 1.000
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Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
AMCT-2000 28.0 0.950 0.859 1.086 1.164
AMCT-2001 29.0 0.955 0.855 1.169 1.169
AMCT-2002 32.0 0.965 0.888 1.126 1.126
AMCT-2003 32.0 1.000 1.000 1.000 1.000
AMCT-2004 35.4 0.971 0.930 1.073 1.075
AMCT-2005 332 0.996 0.995 1.004 1.005
AMCT-2006 35.0 1.000 1.000 1.000 1.000
MCT-2000 23.0 1.000 0.966 1.000 1.035
MCT-2001 24.0 0.994 0.906 1.066 1.104
MCT-2002 25.0 1.000 1.000 1.000 1.000
MCT-2003 26.0 1.000 1.000 1.000 1.000
MCT-2004 27.0 1.000 1.000 1.000 1.000
MCT-2005 26.0 0.828 0.815 1.167 1.227
MCT-2006 28.0 0.795 0.758 1.255 1.319
MICT-2000 26.0 0.867 0.524 1.898 1.907
MICT-2001 28.0 0.864 0.508 1.959 1.969
MICT-2002 29.0 0.876 0.569 1.748 1.757
MICT-2003 33.0 0.886 0.608 1.638 1.646
MICT-2004 35.0 0.892 0.642 1.551 1.558
MICT-2005 34.0 0.893 0.647 1.540 1.547
MICT-2006 35.0 0.892 0.639 1.558 1.565
JSCT-2000 36.4 0.774 0.369 2.706 2.707
JSCT-2001 34.1 0.773 0.365 2.735 2.738
JSCT-2002 24.4 0.769 0.342 2.922 2.925
JSCT-2003 28.1 0.712 0.337 2.825 2.963
JSCT-2004 36.1 0.731 0.392 2431 2.550
JSCT-2005 37.1 0.740 0.419 2274 2.385
JSCT-2006 37.1 0.733 0.398 2.396 2.514
INCT-2000 27.0 0.730 0.062 16.020 16.180
INCT-2001 31.0 0.730 0.073 13.557 13.692
INCT-2002 32.0 0.744 0.216 4.588 4.634
INCT-2003 33.0 0.768 0.361 2.743 2.770
INCT-2004 34.0 0.805 0.519 1.906 1.925
INCT-2005 32.0 0.839 0.618 1.602 1.618
INCT-2006 32.0 0.885 0.742 1.335 1.348
NSICT-2000 26.0 0.947 0.481 1.841 2.080
NSICT-2001 28.0 0.974 0.689 1.284 1.451
NSICT-2002 30.0 1.000 0.885 1.000 1.130
NSICT-2003 30.0 0.976 0916 1.092 1.092
NSICT-2004 32.0 0.972 0.903 1.107 1.107
NSICT-2005 33.0 0.993 0.975 1.025 1.025
NSICT-2006 33.0 1.000 1.000 1.000 1.000
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Average STS

Terminal-year crane move/hr BCC-I CCR-I BCC-O CCR-O
SAGT-2000 26.0 1.000 0.929 1.077 1.077
SAGT-2001 28.0 1.000 1.000 1.000 1.000
SAGT-2002 28.0 0.847 0.846 1.064 1.182
SAGT-2003 31.0 0.751 0.725 1.161 1.379
SAGT-2004 31.0 0.732 0.673 1.297 1.487
SAGT-2005 32.0 0.736 0.694 1.257 1.440
SAGT-2006 34.0 0.750 0.738 1.183 1.356
MPE-2000 29.0 0.788 0.643 1.453 1.555
MPE-2001 29.0 0.788 0.643 1.453 1.555
MPE-2002 30.0 0.791 0.665 1.404 1.503
MPE-2003 32.0 0.797 0.709 1.316 1.410
MPE-2004 32.0 0.797 0.709 1.316 1.410
MPE-2005 32.0 0.797 0.709 1.316 1.410
MPE-2006 31.0 0.794 0.687 1.359 1.455
T37-2000 38.2 0.995 0.965 1.037 1.037
T37-2001 35.8 0.987 0.904 1.106 1.106
T37-2002 39.6 1.000 1.000 1.000 1.000
T37-2003 39.7 1.000 1.000 1.000 1.000
T37-2004 37.0 0.852 0.850 1.146 1.177
T37-2005 424 1.000 0.974 1.000 1.027
T37-2006 324 0.830 0.744 1.309 1.344
TT-2000 26.0 0.872 0.810 1.155 1.235
TT-2001 26.0 0.872 0.810 1.155 1.235
TT-2002 28.0 0.875 0.872 1.072 1.146
TT-2003 29.0 0.856 0.855 1.078 1.169
TT-2004 30.0 0.840 0.766 1.220 1.306
TT-2005 30.0 0.840 0.763 1.259 1.311
TT-2006 31.0 0.845 0.788 1.218 1.268
DCT-2000 22.0 0.882 0.518 1.854 1.930
DCT-2001 22.0 0.882 0.518 1.854 1.930
DCT-2002 25.0 0.882 0.589 1.631 1.698
DCT-2003 26.0 0.848 0.588 1.594 1.700
DCT-2004 28.0 0.851 0.634 1.481 1.578
DCT-2005 26.0 0.848 0.588 1.594 1.700
DCT-2006 29.0 0.855 0.656 1.429 1.524
RSCT-2000 23.0 1.000 0.785 1.261 1.275
RSCT-2001 25.0 1.000 0.853 1.160 1.173
RSCT-2002 29.0 1.000 0.989 1.000 1.011
RSCT-2003 32.0 1.000 1.000 1.000 1.000
RSCT-2004 29.0 1.000 0.906 1.103 1.103
RSCT-2005 31.0 1.000 0.969 1.032 1.032
RSCT-2006 31.0 1.000 0.969 1.032 1.032
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Average STS

Terminal-year BCC-I CCR-I BCC-O CCR-O
crane move/hr
TPCT-2000 24.0 0.800 0.660 1.409 1.515
TPCT-2001 25.0 0.742 0.654 1.353 1.529
TPCT-2002 23.0 0.742 0.602 1.470 1.662
TPCT-2003 24.0 0.709 0.581 1.453 1.720
TPCT-2004 28.0 0.717 0.672 1.298 1.488
TPCT-2005 29.0 0.712 0.673 1.253 1.485
TPCT-2006 29.2 0.713 0.678 1.245 1.475
SPCT-2000 27.0 0.675 0.521 1.570 1.920
SPCT-2001 27.0 0.675 0.521 1.570 1.920
SPCT-2002 28.0 0.675 0.540 1.514 1.852
SPCT-2003 30.0 0.682 0.579 1.413 1.728
SPCT-2004 31.0 0.686 0.598 1.368 1.673
SPCT-2005 30.0 0.682 0.579 1.413 1.728
SPCT-2006 32.0 0.690 0.617 1.325 1.620
ASCT-2000 25.0 1.000 0.893 1.120 1.120
ASCT-2001 25.0 1.000 0.893 1.120 1.120
ASCT-2002 24.0 1.000 0.857 1.167 1.167
ASCT-2003 26.0 1.000 0.929 1.077 1.077
ASCT-2004 28.0 1.000 1.000 1.000 1.000
ASCT-2005 27.0 1.000 0.964 1.037 1.037
ASCT-2006 28.0 1.000 1.000 1.000 1.000
SACT-2000 25.0 1.000 0.893 1.120 1.120
SACT-2001 25.0 1.000 0.893 1.120 1.120
SACT-2002 25.0 1.000 0.893 1.120 1.120
SACT-2003 27.0 1.000 0.964 1.037 1.037
SACT-2004 27.0 1.000 0.964 1.037 1.037
SACT-2005 28.0 1.000 1.000 1.000 1.000
SACT-2006 28.0 1.000 1.000 1.000 1.000
VCT-2000 28.0 0.691 0.522 1.514 1.917
VCT-2001 27.0 0.689 0.503 1.570 1.988
VCT-2002 27.0 0.689 0.503 1.570 1.988
VCT-2003 29.0 0.694 0.540 1.462 1.851
VCT-2004 27.0 0.689 0.503 1.570 1.988
VCT-2005 28.0 0.691 0.522 1.514 1.917
VCT-2006 29.0 0.694 0.540 1.462 1.851
VT-2000 25.0 0.724 0.561 1.531 1.783
VT-2001 25.0 0.724 0.561 1.531 1.783
VT-2002 27.0 0.724 0.606 1.418 1.651
VT-2003 29.0 0.724 0.571 1.420 1.751
VT-2004 28.0 0.720 0.552 1.470 1.813
VT-2005 29.0 0.724 0.571 1.420 1.751
VT-2006 29.0 0.724 0.571 1.420 1.751
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Average STS

Terminal-year BCC-I CCR-I BCC-O CCR-O
crane move/hr
LSCT-2000 26.0 0.852 0.789 1.189 1.267
LSCT-2001 28.0 0.765 0.717 1.225 1.395
LSCT-2002 29.0 0.772 0.743 1.183 1.347
LSCT-2003 30.0 0.780 0.768 1.143 1.302
LSCT-2004 31.0 0.795 0.794 1.106 1.260
LSCT-2005 31.0 0.795 0.794 1.106 1.260
LSCT-2006 33.0 0.789 0.787 1.114 1.271
KCT-2000 22.0 0.812 0.499 1.833 2.003
KCT-2001 23.1 0.810 0.502 1.817 1.991
KCT-2002 24.0 0.810 0.522 1.749 1.916
KCT-2003 24.5 0.810 0.531 1.714 1.882
KCT-2004 23.2 0.810 0.503 1.810 1.987
KCT-2005 23.1 0.753 0.461 1.835 2.167
KCT-2006 21.7 0.753 0.434 1.954 2.307
CCT-2000 20.0 0.839 0.570 1.659 1.756
CCT-2001 21.2 0.784 0.576 1.565 1.736
CCT-2002 23.2 0.784 0.630 1.430 1.586
CCT-2003 22.0 0.784 0.598 1.508 1.673
CCT-2004 26.0 0.771 0.650 1.375 1.537
CCT-2005 29.0 0.724 0.685 1.233 1.459
CCT-2006 30.2 0.729 0.658 1.323 1.519
MIT-2000 26.0 0.771 0.569 1.571 1.756
MIT-2001 25.0 0.771 0.548 1.634 1.826
MIT-2002 23.0 0.771 0.504 1.776 1.985
MIT-2003 25.0 0.771 0.548 1.634 1.826
MIT-2004 28.0 0.771 0.583 1.460 1.714
MIT-2005 29.0 0.776 0.604 1.409 1.655
MIT-2006 33.0 0.793 0.683 1.285 1.465
PQIT-2000 23.0 1.000 0.844 1.000 1.185
PQIT-2001 253 1.000 0.893 1.000 1.120
PQIT-2002 24.6 0.999 0.868 1.028 1.152
PQIT-2003 26.0 0.875 0.815 1.147 1.226
PQIT-2004 25.0 0.873 0.784 1.193 1.275
PQIT-2005 28.0 0.832 0.747 1.271 1.339
PQIT-2006 29.0 0.835 0.774 1.227 1.292
ACT-2000 24.0 1.000 0.802 1.042 1.247
ACT-2001 25.0 1.000 0.836 1.000 1.197
ACT-2002 32.6 1.000 1.000 1.000 1.000
ACT-2003 22.0 1.000 0.675 1.482 1.482
ACT-2004 25.0 1.000 0.767 1.304 1.304
ACT-2005 26.5 1.000 0.813 1.230 1.230
ACT-2006 27.0 1.000 0.828 1.207 1.207
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Appendix 25: Efficiency Estimates for the Yard Site (Based on Panel-
Data Input-Orientation)

Average dwell

Terminal-year time (days) BCC-I CCR-I
GCT-2000 6 0.812 0.661
GCT-2001 6 0.803 0.608
GCT-2002 5.7 0.882 0.8
GCT-2003 5.4 0.833 0.741
GCT-2004 5 0.94 0.78
GCT-2005 5 0.963 0.8
GCT-2006 4.7 0.955 0.79
HBCT-2000 7.5 0.9 0.444
HBCT-2001 7 0.668 0.434
HBCT-2002 7 0.75 0.458
HBCT-2003 7 0.882 0.49
HBCT-2004 6 0.916 0.598
HBCT-2005 52 0.9 0.72
HBCT-2006 5 0.843 0.719
HGCT-2000 5 0.94 0.686
HGCT-2001 5.8 0.966 0.708
HGCT-2002 4 1 0.8
HGCT-2003 4 1 0.8
HGCT-2004 4 1 0.8
HGCT-2005 4.3 1 0.8
HGCT-2006 4 1 0.8
WPCT-2000 5 0.868 0.386
WPCT -2001 5.3 0.776 0.424
WPCT -2002 5.5 0.758 0.49
WPCT -2003 5.3 0.7221 0.536
WPCT -2004 5.3 0.668 0.574
WPCT -2005 5.5 0.625 0.536
WPCT -2006 5 0.839 0.603
PTP-2000 5 0.867 0.576
PTP -2001 4.8 0.88 0.654
PTP -2002 4.5 0.91 0.703
PTP -2003 4 0.982 0.8
PTP -2004 4 0.792 0.776
PTP-2005 3.5 0.966 0.8
PTP -2006 3.3 0.966 0.8
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Appendix 25 (Continued)

Average dwell

Terminal-year time (days) BCC-I CCR-I
JSCT-2000 8.5 0.79 0.579
JSCT -2001 8.5 0.79 0.552
JSCT -2002 9.3 0.853 0.452
JSCT -2003 9 0.814 0.48
JSCT -2004 8.5 0.822 0.488
JSCT -2005 8.3 0.828 0.501
JSCT -2006 8.3 0.825 0.501
SAGT-2000 5.6 0.895 0.743
SAGT -2001 4.5 0.966 0.8
SAGT -2002 52 0.934 0.767
SAGT -2003 6 0.826 0.683
SAGT -2004 6 0.803 0.624
SAGT -2005 6.2 0.811 0.645
SAGT -2006 5 0.792 0.784
T37-2000 5 0.981 0.772
T37-2001 5 0.968 0.739
T37-2002 4.3 0.9 0.8
T37-2003 4.3 0.9 0.8
T37-2004 5.8 0.877 0.734
T37-2005 4 0.925 0.8
T37-2006 6 0.866 0.706
SPCT-2000 5.5 0.85 0.554
SPCT -2001 5.5 0.86 0.559
SPCT -2002 5.5 0.891 0.577
SPCT -2003 5 0.82 0.724
SPCT -2004 5 0.835 0.768
SPCT -2005 4.3 0.955 0.8
SPCT -2006 4.3 0.965 0.8
KCT-2000 6 0.855 0.74
KCT -2001 5 0.97 0.8
KCT -2002 4.7 0.94 0.866
KCT -2003 9.3 0.672 0.49
KCT -2004 7.2 0.877 0.602
KCT -2005 6 0.827 0.727
KCT -2006 5 0.88 0.8
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Appendix 26: DEA Supply Chain Oriented Efficiency for Export
Operations (Based on CCR-I Panel Data)

\8 CSI spatial configuration 24-hourr rule spatial configuration

.§ % Site efﬁci;nc;/& Network GStite &efﬁciency Net\.vork

_é Gate g’; o efficiency ;’laid Quay efficiency
GCT-2000 0.780 1.000 0.697 0.850 0.850 0.850
GCT-2001 0.879 0.987 0.846 0.987 0.850 0.821
GCT-2002 0.825 0.990 0.841 0.990 0.831 0.788
GCT-2003 1.000 1.000 1.000 1.000 0.850 1.000
GCT-2004 0.904 0.754 0.666 0.754 0.840 0.816
GCT-2005 0.897 0.812 0.703 0.812 0.850 0.846
GCT-2006 0.911 0.900 0.796 0.900 0.850 0.851
HBCT-2000 0.911 1.000 0.904 1.000 0.740 0.682
HBCT-2001 0.928 0.980 0.905 0.980 0.830 0.639
HBCT-2002 0.777 0.955 0.720 0.955 0.819 0.868
HBCT-2003 0.725 0.974 0.759 0.974 0.850 0.822
HBCT-2004 0.818 0.670 0.555 0.670 0.850 0.868
HBCT-2005 0.870 0.866 0.752 0.866 0.830 0.867
HBCT-2006 0.910 0.937 0.914 0.937 0.839 0.884
HGCT-2000 1.000 1.000 1.000 1.000 0.844 0.902
HGCT-2001 0.949 1.000 0.922 1.000 0.761 0.828
HGCT-2002 1.000 1.000 1.000 0.977 0.964 0.917
HGCT-2003 1.000 1.000 1.000 0.722 0.815 0.645
HGCT-2004 0.893 0.674 0.590 0.690 0.820 0.665
HGCT-2005 0.867 0.760 0.698 0.754 0.820 0.719
HGCT-2006 1.000 0.921 0.885 1.000 1.000 1.000
WPCT-2000 0.867 0.842 0.780 0.836 0.778 0.748
WPCT -2001 0.872 0.776 0.762 0.847 0.787 0.727
WPCT -2002 0.898 0.822 0.792 0.900 0.866 0.732
WPCT -2003 0.746 0.884 0.684 0.917 0.900 0.789
WPCT -2004 0.825 0.727 0.619 0.683 0.915 0.657
WPCT -2005 0.887 0.695 0.662 0.672 0.928 0.619
WPCT -2006 0.945 0.715 0.694 0.705 0.941 0.618
PTP-2000 1.000 0.989 0.966 0.817 1.000 0.796
PTP -2001 1.000 0.945 0.921 1.000 1.000 1.000
PTP -2002 1.000 1.000 1.000 1.000 0.996 0.921
PTP -2003 0.969 1.000 0.936 0.985 1.000 0.944
PTP -2004 0.945 1.000 0.890 0.887 1.000 0.851
PTP-2005 0.994 1.000 0.977 0.912 0.988 0.814
PTP -2006 1.000 1.000 1.000 0.966 1.000 0.953
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Appendix 26 (Continued)

JSCT-2000
JSCT -2001
JSCT -2002
JSCT -2003
JSCT -2004
JSCT -2005
JSCT -2006
SAGT-2000
SAGT -2001
SAGT -2002
SAGT -2003
SAGT -2004
SAGT -2005
SAGT -2006
T37-2000
T37-2001
T37-2002
T37-2003
T37-2004
T37-2005
T37-2006
SPCT-2000
SPCT -2001
SPCT -2002
SPCT -2003
SPCT -2004
SPCT -2005
SPCT -2006
KCT-2000
KCT -2001
KCT -2002
KCT -2003
KCT -2004
KCT -2005
KCT -2006

0.752
0.765
0.815
0.697
0.723
0.713
0.722
0.786
0.686
0.614
0.627
0.729
0.773
0.771
0.873
0.928
1.000
0.964
0.839
0.891
0.900
1.000
1.000
0.927
0.997
0.956
1.000
1.000
0.752
0.765
0.815
0.697
0.723
0.713
0.722

0.783
0.794
0.851
0.776
0.740
0.727
0.792
0.560
0.576
0.673
0.722
0.421
0.675
0.800
0.922
0.989
1.000
1.000
0.677
0.626
0.675
0.847
0.897
0.879
0.945
0.788
0.747
0.800
0.783
0.794
0.851
0.776
0.740
0.727
0.792

0.767
0.775
0.822
0.721
0.735
0.719
0.738
0.673
0.631
0.620
0.678
0.566
0.714
0.766
0.855
0.977
1.000
0.942
0.714
0.657
0.773
0.823
0.871
0.812
0.977
0.668
0.698
0.765
0.767
0.775
0.822
0.721
0.735
0.719
0.738

0.833
0.941
0.818
0.881
0.950
0.889
0.916
0.550
0.634
0.624
0.600
0.429
0.498
0.755
0.907
0.979
1.000
0.785
0.729
0.794
0.828
0.847
0.897
0.945
0.945
0.553
0.580
0.652
0.833
0.941
0.818
0.881
0.950
0.889
0.916

0.950
0.889
0.941
1.000
1.000
0.968
1.000
0.689
0.650
0.667
0.740
0.768
0.850
0.929
0.529
0.788
0.941
0.954
1.000
1.000
1.000
0.928
0.924
0.934
0.967
0.965
1.000
1.000
0.950
0.889
0.941
1.000
1.000
0.968
1.000

0.801
0.880
0.776
0.850
0.928
0.870
0.885
0.522
0.601
0.611
0.604
0.538
0.557
0.