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## PREFACE

## GENERAL RELATIVITY AND ITS LIMITS

The General Theory of Relativity (GR) is possibly the most beautiful physical theory ever developed. After being born almost one hundred years ago, it has been extensively studied theoretically and tested observationally, and most of its prediction have been verified to an astounding precision. The universe expansion, the formation of light nuclei and structures, the presence and features of the cosmic microwave radiation, the motion of planets about the Sun, black holes, etc., are only a few of the innumerable consequences of this remarkable theory. Probably no other theory has had the same success.

This is not even all. It is fair to say that general relativity has changed the world even for non-specialists. Albert Einstein has indeed been one of the most famous and influential characters for most of last century, and still is. Suppose you are travelling to a city for vacation: whichever the transport means, GPS devices are likely to be used, and such devices could not operate were it not for the laws of GR. What is more, once we have arrived to our destination, it is hard not to find a souvenir shop selling at least a fridge magnet with one of Einstein's famous quotes, or a t-shirt with the famous image of him sticking his tongue out printed on the chest.

Nevertheless, the emergence of the "dark universe" picture during the last decades of observations and precision cosmology has questioned the validity of general relativity at all scales and energies. Dark matter and dark energy appear to account for about $95 \%$ of the total content of the universe. Einstein's dream of a theory unifying quantum and gravitational phenomena drives a great many efforts in the scientific community, but we are probably still very far from such an accomplishments.

These and other questions stimulated an impressive amount of work on extensions to the standard theory. Indeed, modified theories of gravity were born soon after GR, and some of them were even influenced by Einstein's work. More recently, a great variety of models have been proposed to explain the unexpected features of our universe, and the scientific activity in this sector is as lively as ever. Among these theories, I have focused on $f(R)$ gravity, a large class of models in which the Einstein-Hilbert action is replaced by a non-linear function of the Ricci scalar $R$. Testing these theories with cosmology, astrophysics and astropar-
ticle physics is a fundamental path to approach solutions of many problems of modern gravitational physics.

THE ORGANIZATION OF THIS THESIS
This thesis is the result of roughly three years of work at the University of Ferrara under the supervision of Prof. A.D. Dolgov and in collaboration with E.V. Arbuzova at Dubna University. This work resulted in a few published papers [1-6] and was presented at several international conferences.

In Chapter 1 I present the current picture of the universe and briefly review the cosmological constant problem and some of the theories proposed to solve it. The following Chapters essentially contain the published papers with some modifications and additions: in Chapter 2 I study the radiation-dominated epoch in $R^{2}$ gravity, gravitational particle production and its implications for the early and contemporary universe; in Chapter 3 I investigate the formation of curvature singularities in contracting astronomical systems; in Chapter 4, I discuss some mechanisms to prevent such singularities and calculate the related cosmic-ray production; finally, in Chapter 5, I deal with spherically symmetric solutions and explore the possibility of gravitational repulsion.
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NOTATIONS AND CONVENTIONS

| Covariant Coordinates | $x_{\mu}$ |
| :--- | :--- |
| Contravariant Coordinates | $x^{\mu}$ |
| Metric | $g_{\mu \nu}$ |
| Inverse Metric | $g^{\mu \nu}$ |
| Partial Derivative | $\partial_{\mu} f=f_{, \mu}=\partial f / \partial x^{\mu}$ |
|  | $\partial^{\mu} f=f^{\mu}=\partial f / \partial x_{\mu}$ |
| Covariant Derivative | $\nabla_{\mu}=f_{; \mu}$ |
|  | $\nabla^{\mu} f=f^{\prime \mu}$ |
| D'Alambertian | $\square=g^{\mu \nu} \nabla_{\mu} \nabla_{\nu}$ |
| Affine Connection | $\Gamma_{\mu \nu}^{\alpha}$ |
| Christoffel Symbols | $\left\{\begin{array}{l}\mu \nu\end{array}\right\}$ |
| Riemann Tensor | $R_{\mu \beta v}^{\alpha}$ |
| Ricci Tensor | $R_{\mu \nu}$ |
| Ricci (Curvature) Scalar | $R$ |
| Einstein Tensor | $G_{\mu \nu}=R_{\mu \nu}-\frac{1}{2} g_{\mu \nu} R$ |
| Energy-Momentum Tensor | $\mathcal{T}_{\mu \nu}=8 \pi G_{N} T_{\mu \nu}=\frac{8 \pi}{m_{p l}^{2}} T_{\mu \nu}$ |

We use the "time-like" conventions of [7] or $(-,+,+)$ in the sign convention of [8], assuming the Einstein's summation convention unless otherwise stated. The Minkowski metric is

$$
\eta_{\mu v}=\operatorname{diag}(1,-1,-1,-1),
$$

and the relations between metric, affine connection, Ricci tensor and scalar, and Riemann tensor are:

$$
\begin{aligned}
& \Gamma_{\mu \nu}^{\alpha}=\frac{1}{2} g^{\alpha \beta}\left(g_{\mu \beta, v}+g_{\beta v, \mu}-g_{\mu v, \beta}\right), \\
& R_{\mu \beta v}^{\alpha}=\Gamma_{\mu \nu, \beta}^{\alpha}-\Gamma_{\mu \beta, v}^{\alpha}+\Gamma_{\mu \nu}^{\lambda} \Gamma_{\lambda \beta}^{\alpha}-\Gamma_{\mu \beta}^{\lambda} \Gamma_{\lambda \nu}^{\alpha}, \\
& R_{\mu \nu}=R_{\mu \nu \beta}^{\alpha}, \\
& R=g^{\mu v} R_{\mu v} .
\end{aligned}
$$

We use the natural units

$$
c=\hbar=k_{B}=1
$$

in which we define the Plank mass in terms of Newton's constant as

$$
m_{P l} \equiv G_{N}^{-1 / 2}
$$

Hence, $R$ is negative for vacuum- and matter-dominated Universes, and Einstein's equations read

$$
G_{\mu v} \equiv R_{\mu v}-\frac{1}{2} R g_{\mu v}=(+) \frac{8 \pi}{m_{P l}^{2}} T_{\mu v}
$$

A dot denotes derivative with respect to the physical time $t$, and a prime denotes derivative with respect to the radial coordinate $r$, except if otherwise stated. Greek indices run from o to 3, Latin indices run from 1 to 3 .

## 1

THE VACUUM ENERGY PUZZLE

### 1.1 THE $\Lambda$ CDM UNIVERSE

### 1.1.1 The FLRW Metric

Our universe is extremely homogeneous and isotropic. It may be hard to tell since we live on a clump of dense matter, rotating about a star with many kilometres of essentially "nothing" separating us, and since looking at the night sky we do not observe a uniform, faint glow but rather a spectacular show of point-like, luminous stars hanging on a dark blue ceiling. On very small scales such as these, the universe is in fact very far from being homogeneous and isotropic, and thankfully so - I would not be writing this thesis otherwise.

However, on scales of the order of the Megaparsec (Mpc), it looks the same everywhere and in all directions [9]. This is even more evident when we look at the Cosmic Microwave Background radiation (CMB), which appears isotropic at the order of $10^{-5}$ [10].

We describe our universe on large enough scales using a very simple metric, the Friedmann-Lemaître-Robertson-Walker metric [11-17]. Although originally found by Friedmann as a solution of the Einstein field equations, it can be derived on the basis of homogeneity and isotropy alone (see e.g. the classic [18]). It gives the line-element

$$
\begin{equation*}
d s^{2}=g_{\mu v} d x^{\mu} d x^{v}=d t^{2}-a(t)^{2}\left(\frac{d r^{2}}{1-k r^{2}}+r^{2} d \Omega\right), \tag{1.1}
\end{equation*}
$$

where $a(t)$ is the cosmic scale factor and the possible values $k=$ $+1,0,-1$ correspond to a spherical, Euclidean and hyperbolic space, respectively. The quantity $k / a^{2}$ is the spatial curvature ${ }^{1}$ of the universe.

This is in fact the most general homogeneous and isotropic metric (up to an arbitrary coordinate transformation). The assumption of homogeneity and isotropy implies that the spatial metric be locally a 3 -sphere $S^{3}$, a 3-hyperboloid $\mathbb{H}^{3}$ or euclidean space $\mathbb{R}^{3}$, while the space can have different global properties.

[^0]For instance, euclidean space may be $\mathbb{R}^{3}$ and infinite or $\mathbb{T}^{3}$ (3torus) and finite ${ }^{2}$. However, this has been strongly constrained by the non-observation of the expected fluctuation patterns in the CMB [19, 20].

The FLRW metric describes an expanding (or contracting) spacetime of "radius" $a(t)$, where all points are dragged apart from each other like marks on an inflating balloon. In fact, the meaning of the scale factor $a$ is clarified by calculating the proper distance between an object located at comoving coordinate $r$ and an observer in $r=0$, at a given cosmological time $t$ :

$$
d(t, r)=a(t) \int_{0}^{r} d r^{\prime} \sqrt{g_{r r}}=a(t) \times \begin{cases}\sin ^{-1} r & (k=+1) \\ r & (k=0) \\ \sinh ^{-1} r & (k=-1)\end{cases}
$$

Each comoving object has a constant $r$-coordinate, so the distance between comoving points simply goes like the scale factor $a$.

### 1.1.2 Redshift and Universe Expansion

When speaking of an expanding universe, we cheated a little bit. Nothing in the geometric properties of the FLRW allows us to determine if $a$ is increasing, decreasing or constant with time. To this purpose, we need to look at the sky, that is at light signals coming from distant sources.

Consider a photon emitted at a given time $t_{e m}$ in the past at comoving coordinate $r_{e m}$, and let us assume for simplicity that the observer is in $r_{\text {obs }}=0$. The time at which the photon will reach the observer, keeping in mind that massless particles follow null geodesics [such that $d s^{2}=0, \mathrm{cf}$. (1.1)], is given by

$$
\begin{equation*}
\int_{t_{e m}}^{t_{o b s}} \frac{d t}{a(t)}=\int_{0}^{r_{e m}} \frac{d r}{\sqrt{1-k r^{2}}} . \tag{1.3}
\end{equation*}
$$

Differentiating this relation, one finds that the time interval between two emitted light signals (or indeed two crests of the light wave) at emission and observation are related by

$$
\begin{equation*}
\frac{\delta t_{e m}}{a_{e m}}=\frac{\delta t_{o b s}}{a_{o b s}}, \tag{1.4}
\end{equation*}
$$

where $a_{e m} \equiv a\left(t_{e m}\right)$ and analogously for $t_{o b s}$. If $a$ increases (decreases) with time, it determines an increase (decrease) of the light wavelength by a factor

$$
\begin{equation*}
\frac{\lambda_{o b s}}{\lambda_{e m}}=\frac{a_{o b s}}{a_{e m}} \equiv 1+z, \tag{1.5}
\end{equation*}
$$

[^1]which defines the redshift $z$, a fundamental quantity in cosmology and cosmography. "Today" corresponds to $z=0$ and $z$ increases up to $z \rightarrow \infty$ moving towards the past singularity $a=0$ through the cosmological history.

The observation of a redshift in the light received from distant galaxies is an indication of an expanding universe. For nearby sources we have

$$
\begin{equation*}
a(t)=a_{e m}\left[1+H_{e m}\left(t-t_{e m}\right)+\cdots\right], \tag{1.6}
\end{equation*}
$$

where

$$
\begin{equation*}
H=\frac{\dot{a}}{a} \tag{1.7}
\end{equation*}
$$

is the Hubble parameter. Similarly, (1.5) gives

$$
\begin{equation*}
z=H_{e m}\left(t-t_{e m}\right)+\cdots \tag{1.8}
\end{equation*}
$$

Notice that for nearby sources the quantity $\left(t-t_{e m}\right)$ is essentially the distance $d$ between the source and the observer (in units with $c=1$ ), and $H_{e m} \simeq H_{o b s} \equiv H_{0} \mathrm{so}^{3}$ we find the famous Hubble's law:

$$
\begin{equation*}
z \simeq H_{0} d \tag{1.9}
\end{equation*}
$$

Naturally, one missing ingredient is the actual measurement of the distance $d$, but luckily, there are a number of methods and sources allowing us to do so. A more complete discussion on the astronomically relevant distance indicators is way beyond the scope of this thesis; we refer the interested reader to [21] and references therein.

The Hubble "constant" $H_{0}$, that is the present value of the Hubble parameter, has the value [22, 23]

$$
\begin{equation*}
H_{0}=(67.80 \pm 0.77) \mathrm{km} \mathrm{~s}^{-1} \mathrm{Mpc}^{-1} \tag{1.10}
\end{equation*}
$$

In 1929, Edwin Hubble made his famous discovery [24] and announced the world that our universe is expanding, since $H_{0}>0$. The hypothesis of an expanding universe had already been raised by Friedmann [11, 12] and de Sitter [25-27], whereas Einstein himself had neglected this possibility and instead worked a staticuniverse model adding a cosmological constant to the picture. Infamously, he dubbed this attempt the "biggest blunder" of his life [28]. Little did he know that the cosmological constant was far from disappearing from physics; we will come back to this very soon enough.

We can also define the deceleration parameter $q$ :

$$
\begin{equation*}
q \equiv-\frac{\ddot{a}}{a H^{2}}=-\left(1+\frac{\dot{H}}{H^{2}}\right) \tag{1.11}
\end{equation*}
$$

which is positive (negative) if the expansion is decelerating (accelerating).

|  | $w$ | Evolution |
| :--- | :--- | :--- |
| Non-relativistic matter | 0 | $\varrho \sim a^{-3}$ |
| Relativistic matter (radiation) | $1 / 3$ | $\varrho \sim a^{-4}$ |
| Vacuum energy | -1 | $\varrho \sim$ const. |

Table 1.1 - The most common equations of state and their corresponding cosmological evolution.

### 1.1.3 Energy and Matter

After dealing with the geometric properties of the universe, it is time to look at its content. The properties of homogeneity and isotropy of geometry must reflect on the properties of the energy-momentum tensor describing matter and its behaviour. The simplest realization of such a tensor is that of a perfect fluid

$$
\begin{equation*}
T^{\mu v}=(\varrho+P) u^{\mu} u^{v}-P g_{\mu v} . \tag{1.12}
\end{equation*}
$$

Note that in the comoving frame the 4 -velocity is simply $u^{\mu}=$ $(1,0,0,0)$. The quantities $\varrho$ and $P$ are the energy density and pressure of the fluid. The relation between the two, in principle arbitrary, is in most cases of interest parametrised by a single constant, the equation of state $w$ :

$$
\begin{equation*}
P=w \varrho . \tag{1.13}
\end{equation*}
$$

The covariant conservation of the $0-v$ component of the energymomentum tensor

$$
\begin{equation*}
\nabla_{\mu} T^{\mu 0}=0, \tag{1.14}
\end{equation*}
$$

leads in the FLRW metric to:

$$
\begin{equation*}
\dot{\varrho}+3 H(\varrho+P)=\dot{\varrho}+3 H(1+w) \varrho=0, \tag{1.15}
\end{equation*}
$$

which is easily solved by

$$
\begin{equation*}
\varrho \sim a^{-3(1+w)} . \tag{1.16}
\end{equation*}
$$

See table 1.1 for the most commonly considered cases. As we see, for non-relativistic matter $(w=0)$ the dilution of density due to proper volume increase leads to the intuitive scaling $\varrho \sim a^{-3}$, while an additional factor $a^{-1}$ enters for radiation ( $w=1 / 3$ ) due to the redshifting of momentum during expansion. The more exotic vacuum energy ( $w=-1$ ) has instead a constant energy density.

The "concordance" model of contemporary cosmology is the $\Lambda$ CDM model, according to which our universe contains essentially three components of matter/energy [22]:

1. cold, non-relativistic matter, in the form of ordinary baryonic matter and (mostly) dark matter;
2. $\Lambda$, or vacuum energy;
3. relativistic matter (radiation), mostly in the form of photons (CMB).

Despite the impressive agreement of this picture with most observational evidence, the $\Lambda C D M$ model fails in explaining the nature of both dark matter and dark energy, which collectively account for roughly $95 \%$ of the overall energy budget.

### 1.1.4 Cosmological Dynamics

The universe, and all matter within it, has to obey the Einstein field equations:

$$
\begin{equation*}
R_{\mu \nu}-\frac{1}{2} R g_{\mu \nu}-\Lambda g_{\mu \nu}=\frac{8 \pi}{m_{P l}^{2}} T_{\mu \nu} \tag{1.17}
\end{equation*}
$$

As usual, $R_{\mu v}$ is the Ricci tensor and $R=g^{\mu v} R_{\mu \nu}$ is the Riccior curvature scalar. Comparing this expression with (1.12), it is clear that the term containing $\Lambda$ can be thought of as describing a perfect fluid with

$$
\begin{equation*}
\varrho_{\Lambda}=\frac{m_{P l}^{2} \Lambda}{8 \pi}, \quad P_{\Lambda}=-\varrho_{\Lambda} \tag{1.18}
\end{equation*}
$$

This justifies the statement that the equation of state of vacuum energy is $w=-1$ (table 1.1 ).

Einstein's equations (1.17) can be derived by an action principle, provided that one identifies the gravitational lagrangian with the spacetime curvature $R$, that is

$$
\begin{equation*}
A_{g r a v}=-\frac{m_{P l}^{2}}{16 \pi} \int d^{4} x \sqrt{-g}(R+2 \Lambda) \tag{1.19}
\end{equation*}
$$

In both (1.17) and (1.19), we have included a $\Lambda$ term for generality and because it is the main subject of this chapter and in fact of this thesis altogether. This term was absent in the original formulation of the theory, but even then there was no a priori reason not to include it. Indeed, the left-hand side of (1.17) is now the most general local, symmetric, divergenceless two-index tensor that can be constructed solely from the metric and its first and second derivatives.

In a FLRW spacetime, the set of equations (1.17) can be rewritten as the two independent Friedmann equations

$$
\begin{equation*}
H^{2}=\frac{8 \pi \varrho}{3 m_{P l}^{2}}+\frac{\Lambda}{3}-\frac{k}{a^{2}} \tag{1.20a}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\ddot{a}}{a}=-\frac{4 \pi}{3 m_{P l}^{2}}(\varrho+3 P)+\frac{\Lambda}{3} . \tag{1.20b}
\end{equation*}
$$

It is useful to define the critical energy density $\varrho_{c}$ :

$$
\begin{equation*}
\varrho_{c} \equiv \frac{3 m_{P l}^{2} H^{2}}{8 \pi}, \tag{1.21}
\end{equation*}
$$

whose present value is of the order of

$$
\begin{equation*}
\varrho_{c, 0} \sim 10^{-29} \mathrm{~g} \mathrm{~cm}^{-3} \sim 10^{-11} \mathrm{eV}^{4} \tag{1.22}
\end{equation*}
$$

The Universe is perfectly Euclidean (spatially flat, i.e. $k=0$ ) if $\varrho=\varrho_{c}$, see eq. (1.20a). Notice that this is indeed the case for our universe, at least at the percent level ${ }^{4}$ [22].

This spatial flatness is most likely the result of an inflationary period of accelerated expansion in the very early universe. Of course, a thorough discussion on inflation is beyond the scope of this work, but we refer the interested reader to the beautiful and comprehensive [29].

The contribution of the various forms of matter can be described through the dimensionless parameter $\Omega_{s}$, with $s=$ radiation, non-relativistic matter, vacuum energy, defined as the ratio of the energy density of the specific species of matter in units of the critical energy density:

$$
\begin{equation*}
\Omega_{s} \equiv \frac{\varrho_{s}}{\varrho_{c}} . \tag{1.23}
\end{equation*}
$$

The statement that the Universe be (almost) Euclidean then becomes

$$
\begin{equation*}
\Omega_{r}+\Omega_{m}+\Omega_{\Lambda} \simeq 1 \tag{1.24}
\end{equation*}
$$

At a given redshift $z$, the expansion rate $H$ can be expressed as:
$H(z)^{2}=H_{0}^{2}\left[\Omega_{m, 0}\left(1+z^{3}\right)+\Omega_{r, 0}(1+z)^{4}+\Omega_{\Lambda, 0}+\Omega_{k, 0}(1+z)^{2}\right]$.

In the case of our universe, where (1.24) holds, the last term can essentially be neglected. Evidently, the importance of a given matter type can change greatly during the cosmological evolution due to the different dependence on $z$. Our universe, after the initial inflationary period mentioned above, underwent a period of radiation-domination until redshifts of about $z \sim 3600$, then a period of matter-domination until $z \sim 0.4$, and today it appears to be dominated by vacuum energy (see below).

[^2]We can also rewrite the deceleration parameter $q$ (1.11) as:

$$
\begin{align*}
q & =\frac{1}{2}\left(1+3 w_{t o t}\right)\left(1+\frac{k}{a^{2} H^{2}}\right)  \tag{1.26}\\
& =\frac{\Omega_{m}}{2}-\Omega_{\Lambda}
\end{align*}
$$

This clearly shows that a Universe whose collective equation of state is $w>-1 / 3$ decelerates, so any indication of accelerated expansion means that the dominant component of the cosmic fluid has a large, negative equation of state. Equivalently, if the energy density of vacuum exceeds twice that of non-relativistic matter, again the universe expansion would be accelerated. Interestingly, this is precisely what a number of observations are currently telling us.

### 1.1.5 Evidence for a Cosmological Constant

The presence of a "dark" component in the Universe has been known at least since the 1930's, when F. Zwicky measured a luminous matter deficit in the Coma cluster [30]. Similarly, later observations of the flattening of rotation curves in spiral galaxies $[31,32]$ were incompatible with the observed luminous matter distribution and instead suggested the presence of a dark matter halo with density profile $\sim r^{-2}$. Analogous results can be independently derived from the motion of galaxies, the X-ray temperature of galactic gas, and weak lensing measurements. All of these effects are explained by dark matter halos.

Dark energy, on the other hand, has been around since the 1980's. Inflation predicts a very Euclidean Universe, and it was already clear that there was a severe shortage of non-relativistic matter in the total energy budget; for instance, estimates of the age of globular clusters of 12-14 billion years is incompatible with a matter-dominated Universe [33].

More recently, the birth of "precision cosmology" has led to additional compelling evidence for a dominant negative equation of state:

- The luminosity distance of Supernovae Ia is consistent with a cosmological constant, and incompatible with a flat, matter-dominated Universe or an open Universe ${ }^{5}$ [34-37], and later results constrained the equation of state of dark energy [38-40] to:

$$
\begin{equation*}
w=-1.068_{-0.082}^{+0.080} \tag{1.27}
\end{equation*}
$$

[^3]- Measurements of the CMB [22] combined with WMAP polarization data [41] and Baryon Acoustic Oscillations (BAO) data [42-46] favour a model with

$$
\begin{align*}
\Omega_{\Lambda} & =0.686 \pm 0.020 \\
w & =-1.013_{-0.010}^{+0.013} \tag{1.28}
\end{align*}
$$

- The cross-correlation between the Integrated Sachs-Wolfe (ISW) effect and large-scale structure favours

$$
\begin{equation*}
w=1.01_{-0.40}^{+0.30} \tag{1.29}
\end{equation*}
$$

at about $4 \sigma[47,48]$.

- the distribution of galaxy clusters as a function of redshift disfavours a flat, matter-dominated Universe. In particular, the presence of massive clusters at relatively high redshift points towards an accelerated expansion starting around $z \simeq 2$ [49].


### 1.1.6 Shortcomings of $\Lambda C D M$

## The Smallness Problem

The most serious problem of the $\Lambda C D M$ model is probably the smallness problem: a naive argument sets the value of the cosmological constant as zero-point fluctuation of fundamental quantum fields of mass $m$ :

$$
\begin{equation*}
\langle\varrho\rangle \simeq \int_{0}^{\infty} \frac{d^{3} k}{2(2 \pi)^{3}} \sqrt{\mathbf{k}^{2}+m^{2}}=\infty^{4} . \tag{1.30}
\end{equation*}
$$

If one believes that QFT be true up to an ultraviolet cutoff scale $k_{U V}$, then the previous integral gives

$$
\begin{equation*}
\langle\varrho\rangle \sim k_{U V}^{4} . \tag{1.31}
\end{equation*}
$$

Choosing $k_{U V} \sim m_{P l}$ yields the extraordinary value often quoted in the literature:

$$
\begin{equation*}
\langle\varrho\rangle \simeq 10^{76} \mathrm{GeV}^{4} \simeq 10^{123} \varrho_{o b s} \tag{1.32}
\end{equation*}
$$

This has led some authors to dub this, probably rightfully so, the "worst theoretical prediction in the history of physics" [50].

However, we must stress that imposing a cutoff scale on the three-momentum alone breaks Lorentz invariance and as a result this is not to be regarded as a rigorous calculation. In fact, it was shown that the quartic divergence for the energy density and pressure of a scalar field does not describe vacuum energy but rather homogeneous background radiation [51-53], because one finds
that $\langle p\rangle=\langle\varrho\rangle / 3$. Indeed, using dimensional regularization one finds

$$
\begin{equation*}
\langle\varrho\rangle \simeq \frac{m^{4}}{64 \pi^{2}} \ln \frac{m^{2}}{k_{U V}^{2}}, \tag{1.33}
\end{equation*}
$$

which goes roughly as the fourth power of the mass of the fundamental particle, not of the cutoff scale. Although not quite 120 orders of magnitude, the discrepancy with the observed value is nevertheless found to be still outstanding [53].

In addition to this, phase-transitions also give a finite but possibly large contribution to the zero-point energy. This is sometimes referred to as the "classical" cosmological constant problem, to distinguish it from the purely quantum effect discussed above. For instance, consider the case of the spontaneous breaking of electroweak symmetry, starting with the Higgs lagrangian:

$$
\begin{equation*}
\mathcal{L}_{\text {Higgs }} \sim g^{\mu v} D_{\mu} \Phi^{\dagger} D_{\nu} \Phi-V\left(\Phi, \Phi^{\dagger}\right) \tag{1.34}
\end{equation*}
$$

where $D_{\mu}$ denotes covariant ${ }^{6}$ derivative and the Higgs potential reads

$$
\begin{equation*}
V\left(\Phi, \Phi^{\dagger}\right)=V_{0}+\frac{m}{2} \Phi^{\dagger} \Phi+\frac{\lambda}{4}\left(\Phi^{\dagger} \Phi\right)^{2} . \tag{1.35}
\end{equation*}
$$

Before the phase transition, $m^{2}>0$ so that the minimum is in $\Phi=0$, while after the phase transition $m<0$ and the new vacuum expectation value of the Higgs field $\Phi$ is

$$
\begin{equation*}
v=\sqrt{-\frac{m^{2}}{\lambda}} . \tag{1.36}
\end{equation*}
$$

The corresponding shift in energy is

$$
\begin{equation*}
\Delta V=-\frac{m^{4}}{4 \lambda} \tag{1.37}
\end{equation*}
$$

which is negative. The constant term $V_{0}$ in (1.35) may be chosen so that the Higgs potential vanishes after the phase transition (i.e. today), but in principle it is completely arbitrary, and of course it cannot be chosen to vanish both before and after the transition. The contributions of the electro-weak and QCD phase transitions are of the order of [53]

$$
\begin{align*}
& \varrho_{\text {vac }}^{E W} \sim-10^{55} \varrho_{o b s}, \\
& \varrho_{\text {vac }}^{Q C D} \sim 10^{45} \varrho_{o b s} . \tag{1.38}
\end{align*}
$$

Moreover, a no-go theorem by Weinberg [54] states that the vacuum energy cannot be cancelled without fine-tuning in any effective 4-dimensional theory satisfying the following conditions [55]:

[^4]1. General Covariance is preserved
2. standard gravity is mediated by a massless graviton
3. the theory contains a finite number of fields below the cutoff scale
4. the theory is ghost-free
5. the fields are assumed spacetime-independent at late times

## The Coincidence Problem

On top of the smallness problem, one needs to answer another serious question: why is the present value of the energy density associated with the cosmological constant so close to the present value of the energy density of matter? That is, why

$$
\begin{equation*}
\left.\left.\Omega_{\Lambda}\right|_{\text {today }} \sim \Omega_{m}\right|_{\text {today }} ? \tag{1.39}
\end{equation*}
$$

This joins another coincidence problem, i.e. between ordinary baryonic matter and dark matter (DM)

$$
\begin{equation*}
\Omega_{\text {baryons }} \sim \Omega_{D M}, \tag{1.40}
\end{equation*}
$$

which is actually rather serious in its own right. In fact, baryons are produced non-thermally whereas DM is usually thought to be created in thermal equilibrium ${ }^{7}$, since weak interaction crosssections naturally lead to the correct DM abundance ("WIMP Miracle" $)^{8}$. Solutions to this problem have been proposed, but usually involve additional particles to those forming dark matter, and there is no widely accepted mechanism.

As for the former coincidence problem, one can invoke the anthropic argument [57] as a possible solution, which states that a biological observer is most likely to observe the Universe when [58]

$$
\begin{equation*}
\Omega_{\Lambda} \lesssim 10 \Omega_{m} \tag{1.41}
\end{equation*}
$$

However, this approach has been widely criticised and even considered non-scientific, since in many of its formulations it is neither verifiable nor falsifiable. The discussion is still very much open on the subject.

What is sure is that the $\Lambda$ CDM model agrees remarkably with observations and seems to correctly describe the entire history of the universe after inflation. Its failure in accounting for the value of such parameters, particularly that of the cosmological constant,

[^5]has however lead to a great many attempts to make such cosmological term dynamical, e.g. as a result of additional/modified fields, interactions, or gravitation.

We can divide these proposed models into two classes, depending on which side of the Einstein equations (1.17) they modify: those which modify the right-hand side are usually called "dark energy models", and alter the field content of the theory or their gravitational interactions; those which modify the gravitational part of the theory are called, with obvious choice of terminology, "modified gravity models".

### 1.2 DARK ENERGY

In this section, we will briefly discuss some of the most popular dark energy models, while modified gravity models and in particular $f(R)$ gravity will be considered in more detail in the following section.

### 1.2.1 Quintessence

Perhaps the leading class of dark energy models is quintessence [5962]. These models introduce a minimally-coupled scalar field $\phi$, similarly to scalar-field inflationary models accounting for the early-universe epoch of accelerated expansion.

The action of the theory is

$$
\begin{align*}
A & =A_{\mathrm{GR}}+A_{M}+A_{\text {Quin }} \\
A_{\text {Quin }} & =\int d^{4} x \sqrt{-g}\left[\frac{1}{2} g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi-V(\phi)\right], \tag{1.42}
\end{align*}
$$

where $A_{G R}$ is the usual Einstein-Hilbert action (1.19) with no bare cosmological term and $A_{M}$ is the action of ordinary matter fields. Notice the use of the subscript " m " to indicate a general mixture of radiation and non-relativistic matter, as opposed to " m " to indicate non-relativistic matter alone.
So-called "extended" quintessence models [63-65] also include a non-minimal coupling between gravity and the field $\phi$, much like scalar-tensor theories (see later. section 1.3.2).

The energy-momentum tensor of $\phi$, appearing on the r.h.s. of (1.17), is

$$
\begin{equation*}
T_{\mu \nu}^{(\phi)}=\partial_{\mu} \phi \partial_{\nu} \phi-\frac{1}{2} g_{\mu v}\left[g^{\alpha \beta} \partial_{\alpha} \phi \partial_{\beta} \phi-V(\phi)\right] . \tag{1.43}
\end{equation*}
$$

Taking a flat FLRW universe, the corresponding energy-density and pressure are:

$$
\begin{equation*}
\varrho_{\phi}=\frac{1}{2} \dot{\phi}^{2}+V(\phi), \tag{1.44a}
\end{equation*}
$$

$$
\begin{equation*}
P_{\phi}=\frac{1}{2} \dot{\phi}^{2}-V(\phi) . \tag{1.44b}
\end{equation*}
$$

The cosmological evolution is found substituting the expressions into (1.20):

$$
\begin{align*}
& H^{2}=\frac{8 \pi}{3 m_{P l}^{2}}\left[\frac{1}{2} \dot{\phi}^{2}+V(\phi)+\varrho_{M}\right]  \tag{1.45a}\\
& \frac{\ddot{a}}{a}=-\frac{4 \pi}{3 m_{P l}^{2}}\left[2 \dot{\phi}^{2}-2 V(\phi)+\varrho_{M}+3 P_{M}\right] \tag{1.45b}
\end{align*}
$$

while varying of (1.42) with respect to $\phi$ yields

$$
\begin{equation*}
\ddot{\phi}+3 H \dot{\phi}+V^{\prime}(\phi)=0, \tag{1.46}
\end{equation*}
$$

where a prime denotes derivative with respect to $\phi$. This equation can also be derived from (1.15).

The equation of state of $\phi$ is:

$$
\begin{equation*}
w=\frac{P}{\varrho}=\frac{\dot{\phi}^{2}-2 V(\phi)}{\dot{\phi}^{2}+2 V(\phi)}, \tag{1.47}
\end{equation*}
$$

which gives the constraints

$$
\begin{equation*}
-1 \leq w \leq 1 \tag{1.48}
\end{equation*}
$$

The vacuum energy equation of state $w=-1$ is recovered when the field is static, in which case its energy density is simply the value of the potential in the equilibrium point, but in the general case we have more interesting features. The condition (1.48) and the energy conservation equation (1.15) also imply

$$
\begin{equation*}
1 \leq \frac{\varrho_{\phi}(z)}{\varrho_{\phi, 0}} \leq(1+z)^{6} \tag{1.49}
\end{equation*}
$$

Of course, the shape of the potential $V(\phi)$ is crucial in determining the evolution of $\phi$ and its possible implications for dark energy. Equation (1.45b) shows that if

$$
\begin{equation*}
\dot{\phi}^{2}<V(\phi), \tag{1.50}
\end{equation*}
$$

then the effect of the field $\phi$ will be to accelerate the expansion. One can easily see the analogy with (1.11): acceleration starts when $w=-1 / 3$, which is precisely the equation of state (1.48) when (1.50) holds. This relates completely to the slow-roll condition typical of the inflaton field. In fact, the potential must be sufficiently flat in order to have effective acceleration: if the potential is so steep that $\dot{\phi}^{2} \gg 2 V(\phi)$ everywhere during the cosmic evolution, then $\varrho_{\phi} \sim a^{-6}$ decreases much faster than the background density, hence the late-time effect would be completely negligible.

Unfortunately, it is quite difficult to accommodate a light scalar field such as that needed for quintessence in particle physics,
with $m_{\phi} \sim H_{0} \sim 10^{-33} \mathrm{eV}[66,67]$, but there have been attempts in this direction, especially in the framework of supersymmetric theories.

Quintessence models can be divided into two large families [68]: "freezing models" and "thawing models".

## Freezing Models

In freezing models, the field slows down due to the shallowness of the potential at late times. Some prototypical models are:

- $V(\phi)=M^{4+\alpha} \phi^{-\alpha}$ The first potential has no local minimum so the field rolls down indefinitely, gradually slowing down [60, 69]. There exists a so-called tracker solution with an almost constant equation of state

$$
\begin{equation*}
w \simeq-\frac{2}{2+\alpha} \tag{1.51}
\end{equation*}
$$

during the matter era [70]. Independently of the initial conditions, solutions approach the tracker solution before relaxing to $w \rightarrow-1$ at later times. Analogous potentials arise e.g. in the fermion condensate model as dynamical supersymmetry breaking [71].

- $V(\phi)=M^{4+\alpha} \phi^{-\alpha} \exp \left(\phi^{2} / \phi_{0}^{2}\right)$

This potential can arise in the framework of supergravity [72]. The addition of the exponential term produces a true minimum for the potential, hence the field eventually freezes to $w=-1$.

- $V(\phi)=M_{1}^{4} \exp \left(-\lambda_{1} \phi / m_{P l}\right)+M_{2}^{4} \exp \left(-\lambda_{2} \phi / m_{P l}\right)$.

This potential is a candidate belonging to a sub-class of freezing models other than tracking models [73-75], namely "scaling" models [76]. During most of the matter era the field equation of state scales as the equation of state of the background fluid. Suitable values of the dimensionless constants are $\lambda_{1} \gg 1$ and $\lambda_{2} \lesssim 1$ [77].

## Thawing Models

In thawing models the field is initially frozen by Hubble friction [the $H \dot{\phi}$ term in (1.46)], and starts evolving at late times when the Hubble parameter $H$ drops below the field mass $m_{\phi}$. Accordingly, the equation of state of the field, initially equal to $w=-1$, starts increasing at late times to values $w>-1$.

Models belonging to this class are

- $V(\phi)=V_{0}+M^{4-\alpha} \phi^{\alpha}$.

This potential resembles that of chaotic inflation for $\alpha=2,4$ and $V_{0}=0[78]$, but of course with a very different mass scale $M$.

- $V(\phi)=M^{4}\left[1 \pm \cos \left(\phi / \phi_{0}\right)\right]$.

This potential arises as potential of the Pseudo-NambuGoldstone boson [79] or of the axion [80, 81].

### 1.2.2 Phantom Fields

Current observations are compatible with $w<-1$, so it is rather natural to devise theories reproducing such behaviour. The first attempt is to give a "wrong-sign" kinetic term to a scalar field, now called phantom [82]:

$$
\begin{align*}
A & =A_{G R}+A_{M}+A_{P h} \\
A_{P h} & =\int d^{4} x \sqrt{-g}\left[-\frac{1}{2} g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi-V(\phi)\right] . \tag{1.52}
\end{align*}
$$

The equation of state is

$$
\begin{equation*}
w_{\phi}=\frac{P}{\varrho}=\frac{\dot{\phi}^{2}+2 V(\phi)}{\dot{\phi}^{2}-2 V(\phi)}, \tag{1.53}
\end{equation*}
$$

so values $w_{\phi}<-1$ are allowed for $\dot{\phi}^{2}<2 V(\phi)$. These models may be motivated by $S$-brane construction in string theory [83], but are unfortunately plagued by terrible ultraviolet instabilities against the production of ghosts and positive energy fields [84]. In short, this is due to the fact that the energy of the field is not bounded from below. Even assuming phantom models as low-energy effective theories, thus valid up to an energy cutoff $E_{\max }$, observations strongly constrain such limit energy at the level of the MeV [85].

### 1.2.3 $k$-Essence

So-called $k$-essence models can be thought of as a generalization of quintessence models in which non-canonical kinetic terms for the new scalar field $\phi$ are allowed. The general action is

$$
\begin{align*}
A & =A_{G R}+A_{M}+A_{k-e s s} \\
A_{k-e s s} & =\int d^{4} x \sqrt{-g} P(\phi, X), \tag{1.54}
\end{align*}
$$

where

$$
\begin{equation*}
X \equiv \frac{1}{2} g^{\mu \nu} \partial_{\mu} \phi \partial_{\nu} \phi \tag{1.55}
\end{equation*}
$$

is the usual expression for the kinetic energy of the field $\phi$. The function $P$ is an arbitrary function of the field ( $\sim$ potential) and of its kinetic energy. What is interesting in these models is that the latter, not the "potential" term, is responsible for the universe acceleration.

These models were initially proposed in the context of inflation [86], while their application to the late-times dark energy was first carried out in [87] and later extended in [88, 89], where the name " $k$-essence" first appeared.

The energy-momentum tensor of $k$-essence is

$$
\begin{equation*}
T_{\mu \nu}^{k-e s s}=P_{, X} \partial_{\mu} \phi \partial_{\nu} \phi-P g_{\mu \nu} . \tag{1.56}
\end{equation*}
$$

where as usual the subscript ",$P$ " denotes partial derivatives with respect to $X$. The choice of the letter $P$ for the arbitrary lagrangian of $\phi$ is then clarified looking at the expressions for energy density and pressure:

$$
\begin{align*}
& \varrho_{\phi}=2 X P_{, X}-P,  \tag{1.57a}\\
& P_{\phi}=P, \tag{1.57b}
\end{align*}
$$

so the equation of state is

$$
\begin{equation*}
w_{\phi}=\frac{P_{\phi}}{\varrho_{\phi}}=\frac{P}{2 X P, X-P} \tag{1.58}
\end{equation*}
$$

As long as $\left|2 X P_{, X}\right| \ll|P|$, the equation of state will be close to -1 , hence mimicking a cosmological term.

As in the case of quintessence, $k$-essence models can also display a tracking behaviour, see e.g. [90].

Non-standard kinetic terms appear in several particle-physics frameworks:

- Low-energy effective string theory [91]

$$
\begin{equation*}
P(\phi, X)=L(\phi) X+K(\phi) X^{2}+\cdots \tag{1.59}
\end{equation*}
$$

- Ghost condensate model [92] and dilatonic ghost condensate model [93]

$$
\begin{align*}
P_{G C}(\phi, X) & =-X+\frac{X^{2}}{M^{4}},  \tag{1.60a}\\
P_{D G C}(\phi, X) & =-X+\frac{X^{2}}{M^{4}} e^{\lambda \phi / m_{P l}} . \tag{1.6ob}
\end{align*}
$$

- Tachyon fields[94, 95]

$$
\begin{equation*}
P(\phi, X)=-V(\phi) \sqrt{-\operatorname{det}\left(g_{\mu v}+\partial_{\mu} \phi \partial_{\nu} \phi\right)} \tag{1.61}
\end{equation*}
$$

where typical potentials are:

$$
\begin{align*}
V(\phi) & \sim\left[\cosh \left(\lambda \phi / m_{P l}\right)\right]^{-1}, & & {[96] }  \tag{1.62a}\\
V(\phi) & \sim \phi^{-\alpha}, \quad(\alpha \leq 2) & & {[97,98] }  \tag{1.62b}\\
V(\phi) & \sim \exp \left(\lambda \phi^{2} / m_{P l}^{2}\right) & & {[99] } \tag{1.62c}
\end{align*}
$$

- Dirac-Born-Infeld (DBI) theories [100-103]

$$
P(\phi, X)=-f(\phi)^{-1} \sqrt{1-2 f(\phi) X}+f(\phi)^{-1}-V(\phi)
$$

We will not work out the full cosmological dynamics of these theories; details can be found in the cited papers and e.g. in [104, 105] and references therein.

### 1.2.4 Chaplygin Gas

The Chaplygin equation of state

$$
\begin{equation*}
P=-\frac{A}{\varrho}, \tag{1.64}
\end{equation*}
$$

which can be generalised to

$$
\begin{equation*}
P=-\frac{A}{\varrho^{\alpha}}, \tag{1.65}
\end{equation*}
$$

was first introduced in 1904 in connection with aerodynamics [106]. It is of interest for particle physics as it can be motivated by supersymmetry [107, 108] and string theory [109], while its application for dark energy was investigated in [110].

In FLRW background, (1.65) and (1.15) yield

$$
\begin{equation*}
\varrho=\left[A+\frac{B}{a^{3(1+\alpha)}}\right]^{\frac{1}{1+\alpha}}, \tag{1.66}
\end{equation*}
$$

with $B$ a constant. The equation of state of the generalised Chaplygin gas is

$$
\begin{equation*}
w=\frac{P}{\varrho}=-\left[1+\frac{B a^{-3(1+\alpha)}}{A}\right]^{-1}, \tag{1.67}
\end{equation*}
$$

which gives the following interesting behaviour:

- at early times, when $a$ is small, the Chaplygin gas behaves as cold matter: $w \simeq 0, \varrho \sim a^{-3}$;
- at later times, for

$$
\begin{equation*}
a \gtrsim\left(\frac{B}{A}\right)^{\frac{1}{3(1+\alpha)}} \tag{1.68}
\end{equation*}
$$

the Chaplygin gas behaves as a cosmological constants: $w \simeq-1, \varrho \sim$ const.

It seems that this theory might realise an interesting unification between dark energy and dark matter, but unfortunately there are severe problems with the matter power spectrum in the absence of cold dark matter, hence ruling out Chaplygin gas as a DM candidate [111], see also [112].

### 1.3 MODIFIED GRAVITY

After briefly reviewing some of the leading ideas for dark energy models, let us take a deeper look at modified gravity theories.

### 1.3.1 Brief History of Modified Gravity

Modified theories of gravitation were proposed soon after the formulation of General Relativity (GR) [113, 114], indeed immediately after the first striking confirmations of Einstein's theory, namely the discovery of gravitational lensing [115]. It was scientific curiosity, rather than evidence, that led these seminal works; today, almost a century later, the interest in such theories is constantly growing, and is strongly motivated by astrophysical and cosmological data which appear to be in contrast with the predictions of GR.

Of course, a good modified gravitational theory should be constructed in such a way that it maintains some of the qualities of standard GR, namely that

1. space-time is a differentiable four-manifold with a metric and a connection;
2. it satisfies the Weak Energy Principle (WEP);
3. its field equations can be derived from an action principle.

The first statement restricts ourselves to "metric" theories of gravity; associating a metric with the space-time curvature directly leads to the equivalence of inertial and gravitational mass ${ }^{9}$ as test-particles (with negligible self-gravity) follow space-time geodesics. Moreover, Newtonian theory must be recovered at small distances, in order to satisfy constraints coming from measurements in the Solar System and in the Earth-Moon system and from the most precise gravitational tests (Hughes-Drever experiments and WEP tests) [116, 117].
However, modified theories of gravity do present new features, and in particular may not satisfy the following conditions:

1a. the Strong Equivalence Principle (SEP);
2a. the space-time constancy of Newton's constant;
3a. the linearity of the action in second derivatives of the metric.
The SEP states that "massive self-gravitating objects should follow geodesics of the space-time". While this is true for test-particles, this is no longer assured for extended bodies with non-negligible self-gravity. These objects distort the background space-time, and in general may not follow geodesics ${ }^{10}$ in modified theories.
Of all possible modifications to GR, the most popular are scalartensor and $f(R)$ theories. Let us now consider these modified theories in more detail.

9 Probed with very high accuracy in Eötvös type experiments.
10 This violation of the SEP is sometimes referred to as the Nordtvedt effect.

### 1.3.2 Scalar-Tensor Theories

Within the framework of scalar-tensor gravities, the coupling to the scalar curvature $R$ is no longer a constant but a dynamical field, or a function of such field. However, the only gravitational invariant present in the action, besides $\sqrt{-g}$, is $R$, so the field equations remain of second order in derivatives of the metric, unlike in $f(R)$ theories (see below).
The first scalar-tensor theory of gravitation was probably proposed by Jordan [118], followed by many others [119-123], who recognized the importance of the scalar field arising in the KaluzaKlein compactification of a fifth dimension [124, 125]. From a theoretical point of view, scalar-tensor theories are quite natural alternatives to standard GR. The attractive character of gravitation is preserved ${ }^{11}$, as well as the manifest covariance of the theory, and the WEP is also satisfied. Furthermore, such theories arise naturally in the low-energy limit of (super-)string theories [126, 127] and from brane-world theories [128, 129].
The canonical Brans-Dicke action [120] takes the form ${ }^{12}$

$$
\begin{equation*}
A^{\mathrm{BD}}=\frac{m_{P l}^{2}}{16 \pi} \int d^{4} x \sqrt{-g}\left(-\varphi R+\frac{\omega_{0}}{\varphi} g^{\mu v} \partial_{\mu} \varphi \partial_{\nu} \varphi\right) \tag{1.69}
\end{equation*}
$$

where $\varphi$ is a scalar field, $\omega_{0}$ is a constant, often referred to as the "Brans-Dicke parameter". Ordinary matter and gravity couple as usual via the metric $g_{\mu v}$. The choice $\omega(\varphi)=0$ is known in the literature as "massive dilaton gravity" or "O'Hanlon gravity", and was developed in order to generate a Yukawa term in the Newtonian limit [130].

It is clear how the Brans-Dicke theory may lead to a space/time variation of Newton's constant: while the "bare" coupling G is indeed a true constant, the "effective" coupling

$$
\begin{equation*}
G_{\text {eff }}=G / \varphi \tag{1.70}
\end{equation*}
$$

may not be constant at all; as a matter of fact, Brans-Dicke gravity (as well as all other modified gravities) has been constructed precisely with the aim of allowing a dynamically variable $G_{\text {eff }}$. Any solution having $\varphi=$ const is indeed trivial, and cannot be distinguished from standard GR.
The sole free parameter of the theory is $\omega_{0}$, which makes the theory remarkably easy to test; using the standard post-Newtonian

[^6]expansion [116] and Solar System measurements, one can con$\operatorname{strain} \omega_{0}$, finding [131]
\[

$$
\begin{equation*}
\left|\omega_{0}\right| \gtrsim 40000 . \tag{1.71}
\end{equation*}
$$

\]

This result is not very appealing, because usually one expects dimensionless parameters to be of order unity, therefore the original Brans-Dicke theory is not considered as a viable theory; nevertheless, the model is easily generalized by taking into account quite general kinetic (cfr. $k$-essence models of section 1.2.3) and potential terms for the scalar field. The most general action hence reads

$$
\begin{equation*}
A^{g \mathrm{BD}}=\int d^{4} x \frac{\sqrt{-g}}{16 \pi G}\left[-\varphi R+\frac{\omega(\varphi)}{\varphi}(\partial \varphi)^{2}-U(\varphi)\right] \tag{1.72}
\end{equation*}
$$

With obvious notation, $(\partial \varphi)^{2}=g^{\mu v} \partial_{\mu} \varphi \partial_{\nu} \varphi$. The action (1.72) can be rewritten, with a suitable redefinition of the scalar field (see Section 1.3.4), as the prototype scalar-tensor action:

$$
A^{\mathrm{ST}}=\int d^{4} x \sqrt{-g}\left[-\frac{m_{P l}^{2} f(\phi)}{16 \pi} R+\frac{1}{2}(\partial \phi)^{2}-V(\phi)\right] \cdot(1.73)
$$

In this case, the scalar field has the canonical kinetic term and has the usual dimensions of [mass]; the most attractive scalar-tensor theories are those in which $f(\phi)$ tends to unity as $t \rightarrow t_{0}$ (today), so that GR is recovered. Possible constraints on the theory come from the residual energy density of the scalar field, which may account for the accelerated expansion.

Please note that in neither case does the matter action contain explicitly the scalar field, which means that matter couples only to metric, which is the condition for having a "metric" theory (see above). Furthermore, unlike in theories without self-interaction for the scalar field, the solution $\varphi=\varphi_{0}=$ const (or $\phi=\phi_{0}=$ const) may not be trivial if $U\left(\varphi_{0}\right) \neq 0\left[V\left(\phi_{0}\right) \neq 0\right]$, in which case the potential term would effectively act as a cosmological term.

## Field Equations

Varying the action (1.72) with respect to the metric and to the scalar field yields the field equations (see Appendix A for the explicit derivation)

$$
\begin{align*}
& \varphi G_{\mu v}= 8 \pi G T_{\mu v}^{(m)}+\frac{\omega}{\varphi} \partial_{\mu} \varphi \partial_{\nu} \varphi-\frac{1}{2} g_{\mu v} \frac{\omega}{\varphi}(\partial \varphi)^{2}+  \tag{1.74a}\\
&+\frac{1}{2} g_{\mu v} U+\left(\nabla_{\mu} \nabla_{v}-g_{\mu v} \square\right) \varphi \\
& \square \varphi=\frac{1}{2}\left(\frac{1}{\varphi}-\frac{\omega^{\prime}}{\omega}\right)(\partial \varphi)^{2}-\frac{\varphi}{2 \omega}\left(R+U^{\prime}\right) \tag{1.74b}
\end{align*}
$$

Above, the prime (') means derivative with respect to $\varphi$. Note that in the equation of motion for $\varphi$ matter is absent: as remarked earlier, $\varphi$ acts on standard matter only through geometry, hence the theory is metric and the WEP is obeyed.
It must also be stressed that, in modified gravitational theories, the inverse of the coefficient of $R$ in the lagrangian ( $\sim G_{\text {eff }}$ ) and the quantity appearing in Newton's law, measurable in a Cavendish experiment, are not necessarily the same. The latter is [132, 133]

$$
\begin{equation*}
G_{\text {eff }}^{C}=\frac{G}{\varphi} \frac{2+2 \omega \varphi}{3+2 \omega \varphi} . \tag{1.75}
\end{equation*}
$$

The field equations for the general scalar-tensor theory (1.73) are

$$
\begin{align*}
f(\phi) G_{\mu v}= & 8 \pi G\left[T_{\mu \nu}^{(m)}+\partial_{\mu} \phi \partial_{\nu} \phi-g_{\mu \nu}\left(\frac{1}{2}(\partial \phi)^{2}-V(\phi)\right)\right]+ \\
& +\left(\nabla_{\mu} \nabla_{v}-g_{\mu v} \square\right) f(\phi),  \tag{1.76a}\\
\square \phi+V^{\prime}(\phi) & +\frac{f^{\prime}(\phi) R}{16 \pi G}=0 . \tag{1.76b}
\end{align*}
$$

### 1.3.3 $f(R)$ Theories

Classical General Relativity is not renormalisable, and hence cannot be conventionally quantized. It has been shown, though, that one-loop renormalisation demands the presence of higher-order curvature terms [134], and that higher-order theories are indeed renormalisable (although not unitary) [135]. Initially, higher-order terms were considered to be relevant only in very strong gravity regimes. The pioneering works [136-138], see also [139], found that one-loop quantum corrections to the vacuum expectation value of $T_{\mu \nu}$ generate terms with higher-order curvature invariants, such as $R^{2}, R_{\mu \nu} R^{\mu \nu}$, etc., with typical couplings of the order of $m_{P l}$ by the appropriate (negative) power. Therefore, such quantum corrections are effective only when curvature approaches the Planck scale, that is at very early times (if any).

This perspective has now changed. Recent results also show that when quantum corrections or string theory are taken into account, higher order curvature invariants may appear naturally in the effective low energy lagrangian [139-141]. As widely discussed before, the vacuum energy problem boosted the interest in these theories, and ultimately scientific curiosity may well be enough for us to study them!

In $f(R)$ theories, the scalar curvature term is replaced by a function of $R$ itself:

$$
\begin{equation*}
A^{f(R)}=-\frac{m_{P l}^{2}}{16 \pi} \int d^{4} x \sqrt{-g} f(R), \tag{1.77}
\end{equation*}
$$

and often one separates the "GR" and "modified" parts of the theory:

$$
\begin{equation*}
f(R)=R+F(R) \tag{1.78}
\end{equation*}
$$

Higher order actions may include a huge variety of curvature invariants, like contractions of the Ricci and Riemann tensors $R_{\mu v} R^{\mu \nu}, R_{\alpha \beta \mu \nu} R^{\alpha \beta \mu \nu}, R_{\alpha \beta \mu v} R^{\alpha \beta} R^{\mu \nu} \ldots$, combinations of those, such as the Gauss-Bonnet invariant [142]

$$
\begin{equation*}
\mathcal{G}=R^{2}-4 R_{\mu v} R^{\mu v}+R_{\alpha \beta \mu v} R^{\alpha \beta \mu v}, \tag{1.79}
\end{equation*}
$$

(although it seems difficult to find $f(\mathcal{G})$ models that are consistent with observational data [ 143,144$]$ ), as well as terms containing derivatives such as $R \square R, R \square R^{2}, \ldots$ (see e.g. [145]). These possibilities will not be considered here.

In most cases, one takes functions of the form

$$
\begin{equation*}
f(R)=\cdots+\frac{\alpha_{2}}{R^{2}}+\frac{\alpha_{1}}{R}-2 \Lambda+R+\frac{R^{2}}{\beta_{2}}+\frac{R^{3}}{\beta_{3}}+\cdots \tag{1.80}
\end{equation*}
$$

where $\alpha_{i}$ and $\beta_{i}$ are constants of the correct dimensions. Please note the presence of the usual linear term, of course with coefficient equal to unity, since a different coefficient would simply result in a redefinition of the Planck mass, and of the constant term (= cosmological constant).

## Field Equations

The presence of non-linear terms yields field equations of order higher than two in derivatives of the metric, which read ${ }^{13}$ (see Appendix A for details):

$$
\begin{equation*}
f_{, R}(R) R_{\mu v}-\frac{1}{2} f(R) g_{\mu v}+\left(g_{\mu v} \square-\nabla_{\mu} \nabla_{v}\right) f_{, R}(R)=8 \pi G T_{\mu v} . \tag{1.81}
\end{equation*}
$$

The last term in the left-hand side, which contains higher-order derivatives of the metric, disappears when $f, R(R)$ is a constant, namely when $f(R)=R$ and standard GR is recovered. Taking the trace of (1.81) yields

$$
\begin{equation*}
\left.f_{, R} R\right) R-2 f(R)+3 \square f_{, R}(R)=8 \pi G T, \tag{1.82}
\end{equation*}
$$

from which we can see that $R$ is related to the trace of the energymomentum tensor $T$ differentially, and not algebraically as in

13 Formally, in deriving the field equations from an action principle, there appears a Gibbons-York-Hawking-like surface term which cannot, in general, be cancelled out subtracting some surface term before performing the variation. Usually one simply neglects this term implicitly assuming that a suitable fixing has been chosen, but of course a rigorous discussion is possible (although not unique in the literature). In this regard, see e.g. [146].

GR. This an indication of the fact that $f(R)$ theories will admit more solutions than Einstein's theory: for instance, Birkhoff's theorem, which states that the unique vacuum spherically symmetric solution is the Schwarzschild solution, no longer holds in $f(R)$ gravity [147].

A brief remark is necessary: these equations are obtained in "metric" $f(R)$ theory, in which the gravitational lagrangian is a function of the metric alone; as a matter of fact, there are at least two more approaches to $f(R)$ gravities:

- the Palatini approach ${ }^{14}$, in which the metric $g_{\mu \nu}$ and the connection $\Gamma_{\mu \nu}^{\alpha}$ are regarded as independent fields, and the matter lagrangian is assumed to depend only from the metric, while the Ricci scalar $\mathcal{R}=g^{\mu v} \mathcal{R}_{\mu v}$ is obtained contracting the Ricci tensor of the non-metric connection with the metric. In GR, both metric and Palatini approaches produce the same field equations, but for non-linear Lagrangians these may as well be different ${ }^{15}$.
- The metric-affine approach, in which the matter lagrangian also depends on the independent connection, which may be non-symmetric, leading to a torsion associated with matter. Metric-affine $f(R)$ gravity has not been thoroughly studied yet, particularly its cosmological implications, but this issue goes beyond the scope of this work.


### 1.3.3.1 Accelerated Solutions and Cosmological Viability

A large number of cosmological solutions in $f(R)$ gravity is known, and their stability has been extensively studied. The existence of a stable de Sitter solution corresponds to the existence of algebraic roots of the "static" trace equation (1.82) in vacuum [150]:

$$
\begin{equation*}
f_{, R}\left(R_{d S}\right) R_{d S}-2 f\left(R_{d S}\right)=0 . \tag{1.83}
\end{equation*}
$$

If there exists such solution, then the de Sitter regime with

$$
\begin{equation*}
R_{d S}=4 \Lambda \tag{1.84}
\end{equation*}
$$

can be realised. Additional issues about the stability of the de Sitter regime in $f(R)$ gravity was studied in [151, 152]. Notice, for instance, that for the quadratic $R+R^{2}$ theory proposed in [138] and mentioned earlier the condition (1.83) is satisfied automatically.

[^7]The early works on $f(R)$ models of dark energy [153-157] relied on models with negative powers of $R$ (i.e. $f \sim R-\alpha / R^{n}$ ) to account for the present accelerated expansion; as $R$ drops down with the universe expansion, such terms become increasingly important and eventually dominate over the GR term. However, these models were soon shown to suffer from severe matter instabilities [158, 159], due to the fact that the scalaron mass squared is negative (the scalaron is a tachyon, see later).

Recently, several works investigated additional conditions for the stability of cosmological FLRW solutions, for particular models [160-162] and also in the general case [163-169].

One needs that:

$$
\frac{\partial^{2} f(R)}{\partial R^{2}}<0 \quad \text { so that the scalaron is not a tachyon }\left(m^{2}>0\right)
$$ and the dynamical behaviour is stable in the high-curvature regime;

$0<\frac{\partial f(R)}{\partial R} \leq 1 \quad$ so that the effective Newton's constant $G / f(R)$ is positive, hence gravitons are not ghosts (lower bound), and that GR is recovered in the early universe (upper bound).
The amount of works on the subject of $f(R)$ gravity is huge and keeps increasing by the day. For details and additional references, we refer the reader to the nice reviews [170-173] and the book [174].

### 1.3.4 Equivalence of Theories

The equivalence between Brans-Dicke and $f(R)$ theories is well established, both in the metric [175-177] and in the Palatini approach [178, 179]. One says that two theories are (dynamically) equivalent when, under a suitable redefinition of the matter and gravitational fields, the field equations for the two theories can be made to coincide. The very same statement can be made at the level of the action. Therefore, equivalent theories give the same results in describing the evolution of the system to which they are applied. This may be extremely helpful, since results known for one theory can immediately be "translated" in analogous results for the other theory. For instance, one can use bounds on post-Newtonian parameters from Brans-Dicke theory to constrain $f(R)$ theories [180-184].

## Brans-Dicke $\leftrightarrow$ Scalar-Tensor Theories

We have already alluded (sec. 1.3.2) to the equivalence between generalized Brans-Dicke theory and scalar-tensor theory. The generalized BD lagrangian

$$
\begin{equation*}
\frac{\mathcal{L}^{\mathrm{gBD}}}{\sqrt{-g}}=\frac{1}{16 \pi G}\left(-\varphi R+\frac{\omega(\varphi)}{\varphi} g^{\mu v} \partial_{\mu} \varphi \partial_{\nu} \varphi-U(\varphi)\right) \tag{1.85}
\end{equation*}
$$

can be cast in the form

$$
\begin{equation*}
\frac{\mathcal{L}^{\prime}}{\sqrt{-g}}=-\frac{F(\sigma)}{16 \pi G} R+K(\sigma) g^{\mu v} \partial_{\mu} \sigma \partial_{\nu} \sigma-W(\sigma) \tag{1.86}
\end{equation*}
$$

under the substitutions

$$
\begin{align*}
& \varphi=F(\sigma)  \tag{1.87a}\\
& K(\sigma)=\frac{\omega(\varphi)}{16 \pi G} \frac{\left(F^{\prime}(\sigma)\right)^{2}}{F(\sigma)}  \tag{1.87b}\\
& W(\sigma)=\frac{U(\varphi)}{16 \pi G} \tag{1.87c}
\end{align*}
$$

where $F^{\prime} \equiv \partial F / \partial \sigma$. The more familiar form

$$
\begin{equation*}
\frac{\mathcal{L}^{\text {ST }}}{\sqrt{-g}}=-\frac{f(\phi)}{16 \pi G} R+\frac{1}{2} g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi-V(\phi) \tag{1.88}
\end{equation*}
$$

is recovered with $\phi$ defined by

$$
\begin{equation*}
\left(\frac{\partial \phi}{\partial \sigma}\right)^{2}=2 K(\sigma) \tag{1.89}
\end{equation*}
$$

This also shows the equivalence between scalar-tensor theories with the canonical kinetic term for the scalar field and scalartensor theories which have a non-standard kinetic term.
Passing from (1.88) to (1.85) is obtained defining

$$
\begin{align*}
& \varphi=f(\phi)  \tag{1.90a}\\
& \frac{\omega(\varphi)}{16 \pi G \varphi}=\frac{1}{2\left(f^{\prime}(\phi)\right)^{2}}  \tag{1.90b}\\
& U(\varphi)=16 \pi G V(\phi) \tag{1.90c}
\end{align*}
$$

Of course, there may be "pathological" situations which require more caution. The O'Hanlon theories, for instance, can be described by a theory of the form (1.86) with $K(\sigma)=0$, but is incompatible with any theory of the form (1.88).

## Brans-Dicke $\leftrightarrow f(R)$ Theories

We can also prove the equivalence between Brans-Dicke theories (more precisely, $\mathrm{O}^{\prime}$ Hanlon theories) and $f(R)$ theories. Taking the lagrangian (1.85) with $\omega=0$ and performing the substitutions

$$
\begin{equation*}
\varphi=f^{\prime}(\phi) \tag{1.91a}
\end{equation*}
$$

$$
\begin{equation*}
U(\varphi)=f(\phi)-\phi f^{\prime}(\phi) \tag{1.91b}
\end{equation*}
$$

yields

$$
\begin{equation*}
\frac{\mathcal{L}}{\sqrt{-g}}=-\frac{1}{16 \pi G}\left(f(\phi)+(R-\phi) f^{\prime}(\phi)\right) . \tag{1.92}
\end{equation*}
$$

Setting $\phi=R$, we finally obtain the desired result

$$
\begin{equation*}
\frac{\mathcal{L}}{\sqrt{-g}}=-\frac{f(R)}{16 \pi G} \tag{1.93}
\end{equation*}
$$

which corresponds precisely to the action (1.77).

## 2

COSMOLOGICAL EVOLUTION IN $R^{2}$ GRAVITY

E.V. Arbuzova, A.D. Dolgov, L. Reverberi, JCAP 1202, 049 (2012).

### 2.1 INTRODUCTION

As stated in the Introduction, one of the first models of extended gravity proposed was the Starobinsky model [138]:

$$
\begin{equation*}
A_{g r a v}=-\frac{m_{P l}^{2}}{16 \pi} \int d^{4} x \sqrt{-g}\left(R-\frac{R^{2}}{6 m^{2}}\right), \tag{2.1}
\end{equation*}
$$

where $m$ is the only additional parameter and has dimensions of [energy]. In this Chapter, we will examine some cosmological and particle-physics features of this simple theory, which we will use later in the Thesis for more complicated $f(R)$ models.

Cosmological models with an action quadratic in the curvature tensors were pioneered in [136, 137]. Such higher-order terms appear as a result of radiative corrections to the usual Einstein-Hilbert action after taking the expectation value of the energy-momentum tensor of matter in a curved background. In such models the universe may have experienced an exponential (inflationary) expansion without invoking phase transitions in the very early universe. This model has a graceful exit to matter-dominated stage which is induced by the new scalar degree of freedom, the scalaron (curvature scalar), which becomes a dynamical field in $R^{2}$-theory.

The reheating process, due to gravitational particle production from scalaron (curvature scalar) oscillations, leads to a transition to a radiation-dominated FLRW universe. These features of the model are thoroughly discussed, for instance, in refs. [185-188]. Cosmological dynamics of fourth-order gravity were investigated in several works, see e.g.[189, 190] and references therein.

A somewhat similar study was performed in [191] where a version of massive Brans-Dicke (BD) theory without kinetic term (i.e. with BD parameter $\omega=0$ ) was considered. The Hubble parameter and curvature demonstrate oscillating behaviour which
resembles the one found in our paper (and earlier in many others), but quantitative features are very much different.

Beside $R^{2}$-terms, terms containing the Ricci tensor squared $R_{\mu v} R^{\mu \nu}$ are induced by radiative corrections as well, and with similar magnitude. In principle, there also appear terms quadratic in the Riemann tensor, $\sim R^{\alpha \beta \mu \nu} R_{\alpha \beta \mu v}$, but the Gauss-Bonnet invariant

$$
\begin{equation*}
\mathcal{G}=R^{2}-4 R^{\mu v} R_{\mu v}+R^{\alpha \beta \mu v} R_{\alpha \beta \mu v} \tag{2.2}
\end{equation*}
$$

is topological (total divergence) in 4 dimensions, therefore its variation does not contribute to the field equations [192, 193]. This implies that the most general quadratic theory can be expressed as the two-parameter family of theories

$$
\begin{equation*}
f(R)=A R^{2}+B R^{\mu v} R_{\mu v} \tag{2.3}
\end{equation*}
$$

However, the natural magnitude of such radiatively induced terms is quite small. The characteristic mass parameter, in fact, is of the order of the Planck mass in both cases, which makes this situation non-interesting for applications discussed below. On the other hand, $R^{2}$ cosmology (without $R_{\mu v} R^{\mu \nu}$ ) has been considered in the literature with much larger magnitude of $R^{2}$ than the natural value from radiative corrections. The assumption of large $R^{2}$ terms is made ad hoc to formulate a model which could, for instance, cure singularities. We follow the spirit of those works. However, it could be worthwhile to study the consequences of more complicate models with both $R^{2}$ and $R_{\mu v} R^{\mu v}$ terms. It may be a subject for future investigation.

In section 2.2, we present the field equations for the model (2.1) in a homogeneous, isotropic Friedmann Universe. After briefly considering inflation in $R^{2}$ gravity in Sec. 2.2.1, we will now move on to the radiation-dominated (RD) epoch, which represents the larger part of the history of the Universe (in terms of redshift, not time). Relativistic matter was dominant until redshifts of the order of $10^{4}$, which corresponds to the moment of the matterradiation equality. From the observations of the abundances of light elements we know for sure that at the time of big bang nucleosynthesis (BBN) the Universe was dominated by relativistic matter with very good precision.

If earlier in the course of the Universe expansion and cooling down there were first order phase transitions in the primeval plasma, relatively short periods of vacuum-like matter dominance may have taken place. We also expect some (small) corrections to the RD regime due to the existence of particles in the plasma with masses comparable to the Universe temperature, and because of the trace anomaly in the energy-momentum tensor of matter which leads to $T_{\mu}^{\mu} \neq 0$ even for massless particles. The Universe might have even been in a practically pure MD regime after the
post-inflationary RD stage. This regime could have been created by primordial black holes which evaporated early enough to bring the Universe back to the normal RD epoch [194]. The last possibility is especially interesting in the case of $R^{2}$-inflation since the initial oscillations of $R$ would be damped due to particle production at the end of inflation, and the GR solution could be restored.

All these deviations from the pure RD regime would in turn induce deviations from the GR solution $(R=0)$ and give rise to oscillations of $R$ even if they were initially absent.

In this chapter, we study the cosmological evolution in the $R^{2}$-model assuming rather general initial conditions for $R$ and $H$ and dominance of relativistic matter. In particular, we will not restrict ourselves to the case in which inflation was indeed driven by the $R^{2}$ term, but keep the inflationary scenario open to other possibilities.

### 2.2 FRIEDMANN UNIVERSE IN $R^{2}$ GRAVITY

The modified Einstein equations for the model (2.1) read

$$
\begin{equation*}
R_{\mu v}-\frac{1}{2} g_{\mu v} R-\frac{1}{3 m^{2}}\left(R_{\mu v}-\frac{1}{4} R g_{\mu v}+g_{\mu v} \square-\nabla_{\mu} \nabla_{v}\right) R=\frac{8 \pi}{m_{P l}^{2}} T_{\mu v}, \tag{2.4}
\end{equation*}
$$

where $\square \equiv g^{\mu \nu} \nabla_{\mu} \nabla_{v}$ is the covariant D'Alembert operator. We assume the Friedmann-Robertson-Walker metric with lineelement given by

$$
\begin{equation*}
d s^{2}=d t^{2}-a^{2}(t)\left[\frac{d r^{2}}{1-k r^{2}}+r^{2} d \vartheta^{2}+r^{2} \sin ^{2} \vartheta d \varphi^{2}\right] . \tag{2.5}
\end{equation*}
$$

In what follows we will neglect the three-dimensional space curvature ${ }^{1}$, hence setting $k=0$. The curvature scalar $R$ is expressed through the Hubble parameter $H=\dot{a} / a$ as

$$
\begin{equation*}
R=-6 \dot{H}-12 H^{2} . \tag{2.6}
\end{equation*}
$$

Therefore, the time-time component of Eq. (2.4) reads

$$
\begin{equation*}
\ddot{H}+3 H \dot{H}-\frac{\dot{H}^{2}}{2 H}+\frac{m^{2} H}{2}=\frac{4 \pi m^{2}}{3 m_{P l}^{2} H} \varrho, \tag{2.7}
\end{equation*}
$$

where over-dots denote derivative with respect to physical time $t$.
Taking the trace of Eq. (2.4) yields

$$
\begin{equation*}
\ddot{R}+3 H \dot{R}+m^{2}\left(R+\frac{8 \pi}{m_{P l}^{2}} T_{\mu}^{\mu}\right)=0 \tag{2.8}
\end{equation*}
$$

[^8]This equation is an oscillator equation for a homogeneous scalar field (the "scalaron") of mass $m$, with a source term proportional to the trace of the energy-momentum tensor of matter. General Relativity is recovered when $m \rightarrow \infty$. In this limit we expect to obtain the usual algebraic relation between the curvature scalar and the trace of the energy-momentum tensor of matter:

$$
\begin{equation*}
m_{P l}^{2} R_{G R}=-8 \pi T_{\mu}^{\mu} . \tag{2.9}
\end{equation*}
$$

However, unlike the usual GR, in higher-order theories curvature and matter are related to each other differentially, not simply algebraically. Therefore, the theory may approach GR as $m \rightarrow \infty$ in a non-trivial way or even not approach it at all.

For a perfect fluid with relativistic equation of state $P=\varrho / 3$, the trace of the energy-momentum tensor of matter $T_{\mu}^{\mu}$ vanishes and $R$ satisfies the homogeneous equation. The GR solution $R=0$ solves such equation, but if one assumes that either $R$ or $\dot{R}$ not vanish initially, the general solution for $R$ will be an oscillating function with a decreasing amplitude. The decrease of the amplitude is induced by the cosmological expansion (the second term in Eq. 2.8) and by particle production by the oscillating gravitational field $R(t)$. The latter is not included in this equation and will be taken into account below in sec. 2.3.

It can be easily shown that the left-hand side of Eq. (2.4) is covariantly conserved, which in turn implies the covariant conservation of the energy-momentum tensor of matter. The latter allows to write the evolution equation for the matter content, assuming it to be a perfect fluid with energy density $\varrho$ and pressure $P$ :

$$
\begin{equation*}
\dot{\varrho}+3 H(\varrho+P)=0 . \tag{2.10}
\end{equation*}
$$

As is well known, only two of equations (2.7), (2.8), and (2.10) are independent.

From Eq. (2.10) it follows that relativistic matter, having equation of state $P=\varrho / 3$, satisfies

$$
\begin{equation*}
\varrho_{\mathrm{R}}+4 H \varrho_{\mathrm{R}}=0 \tag{2.11}
\end{equation*}
$$

In what follows we will use either the set of Eqs. (2.7) and (2.11) or the set (2.6) and (2.8) as the basic equations. They are of course equivalent but their numerical treatment may be somewhat different.

### 2.2.1 Inflation

First, let us all briefly review the inflationary scenario in $R^{2}$ gravity. Taking (2.7) and (2.6), we are left with the single evolution equation for the Hubble parameter $H$ :

$$
\begin{equation*}
\ddot{H}+3 H \dot{H}-\frac{\dot{H}^{2}}{2 H}+\frac{m^{2}}{2} H=0 . \tag{2.12}
\end{equation*}
$$

Of course, the relative importance of the various terms in the previous equation determine very different regimes; this will become particularly evident when we study the RD epoch later in the chapter.

In order for inflation to take place, we need a sort of slow-roll conditions for $H$, namely:

$$
\begin{align*}
& \ddot{H} \ll H \dot{H},  \tag{2.13a}\\
& \dot{H} \ll H^{2} . \tag{2.13b}
\end{align*}
$$

Under these assumptions, Eq. (2.12) reduces to

$$
\begin{equation*}
3 H \dot{H}+\frac{m^{2}}{2} H \approx 0 \tag{2.14}
\end{equation*}
$$

which is solved, apart from the trivial solution $H=0$, by

$$
\begin{equation*}
H(t)=H_{0}-\frac{m^{2}}{6} t \quad \Rightarrow \quad a_{1}(t)=a_{0} \exp \left(H_{0} t-\frac{m^{2} t^{2}}{12}\right) . \tag{2.15}
\end{equation*}
$$

This solution describes a quasi-de Sitter stage in which $H$ decreases linearly with time, with a relatively small scope. However, this phase is unstable. Indeed, combining this solution with the slow-roll condition (2.13b), we find

$$
\begin{equation*}
H \gg m . \tag{2.16}
\end{equation*}
$$

This "large-field" condition gives us the limit time $t_{f}$ until which the inflationary regime holds:

$$
\begin{equation*}
H\left(t_{f}\right) \simeq m \quad \Rightarrow \quad t_{f} \simeq \frac{6\left(H_{0}-m\right)}{m^{2}} \tag{2.17}
\end{equation*}
$$

For $t>t_{f}$, the inequality (2.13b) is reversed and (2.12) becomes

$$
\begin{equation*}
\ddot{H}-\frac{\dot{H}^{2}}{2 H}+\frac{m^{2}}{2} H \approx 0, \tag{2.18}
\end{equation*}
$$

which has the solution:

$$
\begin{equation*}
H(t) \sim \cos ^{2}\left(\frac{m t}{2}\right) . \tag{2.19}
\end{equation*}
$$

We can assume that including the effect of the $3 H H$ term in (2.12) will result in a modulation of this solution, that is

$$
\begin{equation*}
\cos ^{2}\left(\frac{m t}{2}\right) \rightarrow h(t) \cos ^{2}\left(\frac{m t}{2}\right) \tag{2.20}
\end{equation*}
$$

where $h(t)$ is slowly varying. In particular, neglecting $\ddot{h}, \dot{h}^{2} / h$ and $\dot{h} h$, we obtain the approximate solution

$$
\begin{equation*}
h(t) \simeq \frac{2}{3\left(t-t_{*}\right)+3 \sin (m t) / m} \tag{2.21}
\end{equation*}
$$

where $t_{*}$ is some arbitrary integration constant. Hence, the Hubble parameter behaves practically as

$$
\begin{equation*}
h(t) \sim \frac{2}{3 t} \tag{2.22}
\end{equation*}
$$

which corresponds to a matter-dominated (MD) Universe. Indeed, the Universe is now completely dominated by the non-relativistic scalaron, having mass $m$.

The total expansion during the quasi-de Sitter phase is:

$$
\begin{equation*}
\frac{a\left(t_{f}\right)}{a_{0}} \simeq \exp \left(\frac{3 H_{0}^{2}}{m^{2}}\right) \tag{2.23}
\end{equation*}
$$

In order to have a cosmologically relevant expansion, say 60 $e$-foldings, we only need

$$
\begin{equation*}
\frac{H_{0}}{m} \simeq 4 \tag{2.24}
\end{equation*}
$$

which is a quite reasonable value in this framework ${ }^{2}$.

### 2.2.1.1 Reheating

After the quasi-de Sitter stage is over, as we have seen, the Hubble parameter $H$ and consequently the scalar curvature $R$ display an oscillatory behaviour and Universe is in a scalaron-dominated, MD regime. Such oscillations will be damped as a result of gravitational production or relativistic SM-particles, and the Universe will eventually be filled with ordinary relativistic matter and expand as in GR. We will not resent a more accurate description of these mechanism, as gravitational particle production in this model will be extensively discussed in Sec. 2.3.
For more details about inflation and reheating in $R^{2}$ gravity, see [185, 187] and the more general, but very comprehensive [29]. A very interesting topic is also the equivalence of $R^{2}$-driven inflation and Higgs-inflation; for a detailed discussion, see e.g. [195].

### 2.2.2 Radiation-Dominated Epoch

We now turn the attention to the RD epoch. After inflation, the reheating process filled the Universe with relativistic SM-particles. Some of the effects mentioned at the end of the introduction to this chapter (Sec.2.1), however, may generate deviations from the perfectly GR expansion and induce non-trivial effects, which we will now investigate.

[^9]It is convenient to rewrite the equations in terms of the dimensionless quantities

$$
\begin{array}{ll}
\tau \equiv H_{0} t, & h \equiv \frac{H}{H_{0}},  \tag{2.25}\\
r \equiv R H_{0}^{2}, & \omega \equiv \frac{m}{H_{0}},
\end{array} \quad y \equiv \frac{8 \pi \varrho_{m}}{3 m_{P l}^{2} H_{0}^{2}},
$$

where $H_{0}$ is the value of the Hubble parameter at some initial time $t_{0}$. Thus, equations (2.7), (2.8) and (2.11) can be recast as the two equivalent systems:

$$
\left\{\begin{array}{l}
h^{\prime \prime}+3 h h^{\prime}-\frac{h^{\prime 2}}{2 h}+\frac{\omega^{2} h^{2}-y}{2} \frac{h^{\prime}}{h}=0  \tag{2.26}\\
y^{\prime}+4 h y=0
\end{array}\right.
$$

and

$$
\left\{\begin{array}{l}
r^{\prime \prime}+3 h r^{\prime}+\omega^{2} r=0  \tag{2.27}\\
r+6 h^{\prime}+12 h^{2}=0
\end{array}\right.
$$

Here prime indicates derivative with respect to dimensionless time $\tau$. If we impose the "natural" relativistic initial conditions:

$$
\begin{align*}
& \tau_{0}=1 / 2 \\
& h_{0}=1 \\
& h_{0}^{\prime}=-2  \tag{2.28}\\
& y_{0}=1
\end{align*}
$$

we find that there exists the exact solution

$$
\begin{equation*}
h=\frac{1}{2 \tau}, \quad y=\frac{1}{4 \tau^{2}}, \quad r=0 \tag{2.29}
\end{equation*}
$$

corresponding to the usual RD solution in GR:

$$
\begin{equation*}
H=\frac{1}{2 t}, \quad \varrho=\frac{3 m_{P l}^{2} H^{2}}{8 \pi}, \quad R=0 \tag{2.30}
\end{equation*}
$$

This solution, however, may deviate from GR because of deviations of the real expansion regime from the purely relativistic one. In principle, depending on the initial conditions, the solutions may oscillate around some value of $h \tau$, which may itself be different from $1 / 2$, and in fact this is what we will find later on.

Any non-negligible deviation from the GR solution may lead to observable effects, and hence to observational constraints on $m$, the only free parameter of the model. We will tackle these problems below both analytically and numerically.

### 2.2.2.1 Approximate Analytical Solutions

First we assume that the deviations from GR are small and expand

$$
\begin{align*}
& h=\frac{1}{2 \tau}+h_{1}  \tag{2.31a}\\
& y=\frac{1}{4 \tau^{2}}+y_{1} \tag{2.31b}
\end{align*}
$$

assuming that $h_{1} / h \ll 1$ and $y_{1} / y \ll 1$, and linearize the system of equations. It is convenient to introduce a new unknown function $z_{1} \equiv h_{1}^{\prime}$, so we obtain three first-order linear differential equations with time-dependent coefficients:

$$
\left\{\begin{array}{l}
z_{1}^{\prime}=-\frac{5}{2 \tau} z_{1}+\left(\frac{1}{\tau^{2}}-\omega^{2}\right) h_{1}+\tau \omega^{2} y_{1}  \tag{2.32}\\
h_{1}^{\prime}=z_{1} \\
y_{1}^{\prime}=-\frac{1}{\tau^{2}} h_{1}-\frac{2}{\tau} y_{1}
\end{array}\right.
$$

We can find an approximate analytical solution of this system in the limit of large times, or $\omega \tau \gg 1$. In this limit we can treat the coefficients as approximately constant and find the eigenvalues and eigenfunctions of the system of differential equations. This method essentially consists in separating "fast" and "slow" variables.

The characteristic polynomial of (2.32) is

$$
\begin{equation*}
P(\lambda)=\lambda^{3}+\frac{9 \lambda^{2}}{2 \tau}+\lambda\left(\frac{4}{\tau^{2}}+\omega^{2}\right)+\frac{3 \omega^{2}}{\tau}-\frac{2}{\tau^{3}} \tag{2.33}
\end{equation*}
$$

and the eigenvalues (for large $\omega \tau$ ) are approximately

$$
\begin{equation*}
\lambda_{1} \approx-\frac{3}{\tau}, \quad \lambda_{2,3} \approx-\frac{3}{4 \tau} \pm i \omega \tag{2.34}
\end{equation*}
$$

The general solutions of the system (2.32) is a linear combination of eigenvectors $V_{j}$ :

$$
\begin{equation*}
\left[h_{1}, z_{1}, y_{1}\right]=\sum C_{j} V_{j} \exp \left[\int^{\tau} d \tau^{\prime} \lambda_{j}\left(\tau^{\prime}\right)\right] \tag{2.35}
\end{equation*}
$$

where

$$
\begin{align*}
& V_{1}=\left[1,-\frac{3}{\tau^{\prime}}, \frac{1}{\tau}\right] \\
& V_{2,3}=\left[1,-\frac{3}{4 \tau} \pm i \omega,-\frac{1}{5 \tau / 4 \pm i \omega \tau^{2}}\right] \tag{2.36}
\end{align*}
$$

and

$$
\begin{align*}
& \exp \left[\int^{\tau} d \tau^{\prime} \lambda_{1}\left(\tau^{\prime}\right)\right] \sim \frac{1}{\tau^{3}}  \tag{2.37}\\
& \exp \left[\int^{\tau} d \tau^{\prime} \lambda_{2,3}\left(\tau^{\prime}\right)\right] \sim \frac{e^{ \pm i \omega \tau}}{\tau^{3 / 4}}
\end{align*}
$$

Since the solution must be real, one should consider only the real part. Let us note that the eigenvectors $V_{j}$ are normalised to almost constant values, up to terms of order $1 / \tau^{2}$. In principle the coefficients $C_{j}$ depend upon time but this dependence is quite weak, $C_{j} \sim C_{j 0}+C_{j 1} / \tau^{2}$, and asymptotically negligible.

The correction to the GR solution corresponding to the first eigenvalue $\lambda_{1}$ quickly disappears, since $h_{1}^{(1)} \sim 1 / \tau^{3}$ and $y_{1}^{(1)} \sim$ $1 / \tau^{4}$, and so it can be asymptotically neglected. The solutions for $h_{1}$ corresponding to $\lambda_{2,3}$, instead, oscillate and decrease more slowly than the GR solution, in fact

$$
\begin{equation*}
h_{1}^{(2,3)} \sim \frac{\sin (\omega \tau+\varphi)}{\tau^{3 / 4}} \tag{2.38}
\end{equation*}
$$

while the solution for the energy density also oscillates but drops down faster than the GR one, $y \sim \tau^{-11 / 4}$. The complete asymptotic solution for $h$ has the form:

$$
\begin{equation*}
h(\tau) \simeq \frac{1}{2 \tau}+\frac{c_{1} \sin (\omega \tau+\varphi)}{\tau^{3 / 4}} . \tag{2.39}
\end{equation*}
$$

For sufficiently large $\tau$ the second term would start dominating and the linear approximation ceases to hold. Below we will obtain approximate analytical solutions even in the non-linear regime, in the high-frequency limit.

Before that, it would be anyhow instructive to find the solution for the equivalent set of equations (2.6) and (2.8) in the same approximation of small deviation from GR. We rewrite these equations in the form:

$$
\left\{\begin{array}{l}
r=-6 h^{\prime}-12 h^{2},  \tag{2.40}\\
r^{\prime \prime}+3 h r^{\prime}+\omega^{2} r=0
\end{array}\right.
$$

Introducing the new function $q_{1} \equiv r^{\prime}$, we obtain the system of three first-order linear differential equations:

$$
\left\{\begin{array}{l}
q_{1}^{\prime}=-\frac{3}{2 \tau} q_{1}-\omega^{2} r  \tag{2.41}\\
r^{\prime}=q_{1} \\
h_{1}^{\prime}=-\frac{1}{6} r-\frac{2}{t} h_{1}
\end{array}\right.
$$

with characteristic polynomial

$$
P(\widetilde{\lambda})=\left(\widetilde{\lambda}+\frac{2}{\tau}\right)\left(\widetilde{\lambda}^{2}+\frac{3 \widetilde{\lambda}}{2 \tau}+\omega^{2}\right)
$$

Hence, the approximate eigenvalues for $\omega \tau \gg 1$ are

$$
\begin{equation*}
\tilde{\lambda}_{1}=-\frac{2}{\tau}, \quad \tilde{\lambda}_{2,3} \approx-\frac{3}{4 \tau} \pm i \omega . \tag{2.42}
\end{equation*}
$$

As above, the solutions of the system (2.41) are linear combinations of eigenvectors $\widetilde{V}_{j}$ :

$$
\begin{equation*}
\left[h_{1}, r, q_{1}\right]=\sum \widetilde{\mathrm{C}}_{j} \widetilde{V}_{j} \exp \left[\int^{\tau} d \tau^{\prime} \widetilde{\lambda}_{j}\left(\tau^{\prime}\right)\right] \tag{2.43}
\end{equation*}
$$

where

$$
\begin{align*}
& \widetilde{V}_{1}=[1,0,0], \\
& \widetilde{V}_{2,3}=\left[-\frac{\tau}{6(5 / 4 \pm i \omega \tau)}, 1,-\frac{3}{4 \tau} \pm i \omega\right] \tag{2.44}
\end{align*}
$$

and

$$
\begin{align*}
& \exp \left[\int^{\tau} d \tau^{\prime} \tilde{\lambda}_{1}\left(\tau^{\prime}\right)\right] \sim \frac{1}{\tau^{2}} \\
& \exp \left[\int^{\tau} d \tau^{\prime} \tilde{\lambda}_{2,3}\left(\tau^{\prime}\right)\right] \sim \frac{e^{ \pm i \omega \tau}}{\tau^{3 / 4}} \tag{2.45}
\end{align*}
$$

So the oscillating solution for $h_{1}$ is the same as that of Eq. (2.38). However, the slowly varying (non-oscillating) solution for $h_{1}$ decreases more slowly, namely as $1 / \tau^{2}$ instead of $1 / \tau^{3}$. Probably this difference is related to the freedom of the zeroth order GR solution with respect to the time shift:

$$
\begin{equation*}
h_{0}=\frac{1}{2(\tau+\delta)}=\frac{1}{2 \tau}-\frac{\delta}{2 \tau^{2}} . \tag{2.46}
\end{equation*}
$$

Such freedom tells us that terms of order $1 / \tau^{2}$ in the first-order corrections are in some sense arbitrary, so the solution $h_{1} \sim$ $1 / \tau^{2}$ is spurious and should be disregarded. Anyhow the nonoscillating solutions for $h_{1}$ quickly disappear asymptotically and can be neglected.

The solutions found above describe the oscillations of the Hubble parameter around the GR value $1 /(2 \tau)$. Moreover, the amplitude of such oscillations decreases more slowly than $1 / \tau$, so at some stage the oscillations will become large and the condition $h_{1} \ll h$ will no longer be satisfied. After this stage is reached, the linear approximation is no longer valid and the method used above becomes inapplicable.
However, we can still find the asymptotic behaviour of the exact nonlinear equations (2.6) and (2.8) at large times looking for solutions in the form:

$$
\begin{align*}
& h(\tau)=A(\tau)+B_{s}(\tau) \sin v \tau+B_{c}(\tau) \cos v \tau,  \tag{2.47a}\\
& r(\tau)=C(\tau)+D_{s}(\tau) \sin v \tau+D_{c}(\tau) \cos v \tau . \tag{2.47b}
\end{align*}
$$

The coefficients $A, B, C$, and $D$ are slowly varying functions of time and $v$, assumed large ${ }^{3}$, may in principle be different from

[^10]$\omega$. As we will see below, this is indeed the case due to radiative corrections (scalaron mass renormalisation). In the approximation taken here we find $v=\omega$.

We obtain approximate equations for these functions equating the coefficients in front of the slowly varying terms, and in front of $\sin \omega \tau$ and $\cos \omega \tau$. These equations are approximate because we do not take into account higher-frequency terms which appear as a result of non-linearity, but the approximation happens to be quite accurate. Doing so, we find from equations (2.40):

$$
\begin{align*}
& A^{\prime}+2 A^{2}+B_{s}^{2}+B_{c}^{2}=-C / 6, \\
& B_{s}^{\prime}-B_{c} v+4 A B_{s}=-D_{s} / 6, \\
& B_{c}^{\prime}+B_{s} v+4 A B_{c}=-D_{c} / 6, \\
& C^{\prime \prime}+3\left(A C^{\prime}+\frac{1}{2} B_{s} D_{s}^{\prime}+\frac{1}{2} B_{c} D_{c}^{\prime}-\right. \\
& \left.\quad-\frac{1}{2} v B_{s} D_{c}+\frac{1}{2} v B_{c} D_{s}\right)+\omega^{2} C=0, \\
& D_{s}^{\prime \prime}-2 v D_{c}^{\prime}-v^{2} D_{s}+3 A\left(D_{s}^{\prime}-v D_{c}\right)+3 C^{\prime} B_{s}+\omega^{2} D_{s}=0, \\
& D_{c}^{\prime \prime}+2 v D_{s}^{\prime}-v^{2} D_{c}+3 A\left(D_{c}^{\prime}+v D_{s}\right)+3 C^{\prime} B_{c}+\omega^{2} D_{c}=0 .
\end{align*}
$$

Assuming

$$
\begin{equation*}
A=\frac{a}{\tau^{\prime}}, B_{s}=\frac{b_{s}}{\tau}, \quad B_{c}=\frac{b_{c}}{\tau}, C=\frac{c}{\tau^{2}}, \quad D_{s}=\frac{d_{s}}{\tau}, \quad D_{c}=\frac{d_{c}}{\tau}, \tag{2.49}
\end{equation*}
$$

and keeping only the dominant terms (lowest powers of $1 / \tau$ ) we obtain the solutions

$$
\begin{align*}
& v^{2}=\omega^{2}  \tag{2.50a}\\
& d_{s}=6 \omega b_{c}  \tag{2.5ob}\\
& d_{c}=-6 \omega b_{s}  \tag{2.50c}\\
& b_{s}^{2}+b_{c}^{2}=2 a(2 a-1),  \tag{2.50d}\\
& c=18 a(1-2 a) \tag{2.50e}
\end{align*}
$$

It is interesting that equation (2.50d) demands $a>1 / 2$, that is an expansion faster then normal, in presence of oscillations. We will see from the numerical solution that this is indeed the case.

To summarize, the situation is the following: we initially assume $h_{1} / h \ll 1$ and solve the linearised systems (2.32) or (2.41), finding that the Hubble parameter oscillates around the value $1 /(2 \tau)$ with amplitude growing with time as $h_{1} / h \sim \tau^{1 / 4}$; eventually, such oscillations (and hence non-linear terms) become dominant and the linear approximation becomes invalid. However, we can proceed further using a sort of truncated Fourier expansion which allows us to take into account the non-linearity of the system in the limit $\omega \tau \gg 1$. As a result, we find that
$h_{1} / h \rightarrow$ const. In other words, the amplitude of the oscillating part of $h$ asymptotically behaves as $1 / \tau$, i.e. in the same way as the slowly-varying part of $h$.

To be completely sure about these analytical results we have to check if the exact numerical solution of the system (2.26) shows the same behavior. Still, the analytical estimates presented above are of great interest for the calculation of the evolution of $R$ and $H$ when particle production effects are taken into account.

### 2.2.2.2 Numerical Solutions

We integrate the system of equations (2.26) starting at $\tau_{0}=1 / 2$, with the initial conditions

$$
\begin{align*}
& h_{0}=1+\delta h_{0} \\
& h_{0}^{\prime}=-2+\delta h_{0}^{\prime}  \tag{2.51}\\
& y_{0}=1+\delta y_{0},
\end{align*}
$$

where $\delta h_{0}, \delta h_{0}^{\prime}$ and $\delta y_{0}$ do not vanish simultaneously. As expected, numerical integration with the initial conditions given by Eq. (2.28) gives the usual GR solution $h=1 /(2 \tau)$ within numerical precision, so we are interested in the more general case in which the initial conditions deviate from the GR values.

As it was said earlier, the systems (2.26) and (2.27) are equivalent. However, for the numerical integration of these systems one has to specify initial values of different quantities. For the integration of system (2.26) one has to fix $h_{0}, h_{0}^{\prime}$, and $y_{0}$, while for the integration of (2.27) the values of $h_{0}, r_{0}$, and $r_{0}^{\prime}$ must be specified. The expression of one set of initial values through the equivalent values of another set can be found using the equations under scrutiny. Indeed, once $h_{0}, h_{0}^{\prime}$ and $y_{0}$ are chosen, $h_{0}^{\prime \prime}$ is uniquely determined through the first equation in (2.26), and consequently $r_{0}$ and $r_{0}^{\prime}$ are specified as well, via (2.27). After all, both systems are equivalent to the same single third-order differential equation, whose Cauchy problem is determined by three initial conditions.


Figure 2.1 - Numerical solution of Eqs. (2.26) with $\delta h_{0}=$ $10^{-4}, \delta h_{0}^{\prime}=0, y_{0}=1$, and $\omega=10$. The best fit, for the functional form (2.53), is given by $\alpha \simeq 1, \beta \simeq 6.29 \times 10^{-5}$.


Figure 2.2 - Numerical solution of system (2.26) with $\delta h_{0}=$ $10^{-3}, \delta h_{0}^{\prime}=0, y_{0}=1, \omega=10$. The best fit is $\alpha \simeq 1$, $\beta \simeq 6.28 \times 10^{-4}$.


Figure 2.3-Numerical solution of system (2.26) with $\delta h_{0}=$ $10^{-2}, \delta h_{0}^{\prime}=0, y_{0}=1, \omega=10$. The best fit is given by $\alpha \simeq 1, \beta \simeq 6.26 \times 10^{-3}$.

We have found that the numerical solutions of the system of equations $(2.26,2.51)$ are in very good agreement with the previous analytical estimates in the linear regime, i.e. for initial conditions fulfilling the requirements $\delta h_{0} / h_{0} \ll 1, \delta y_{0} / y_{0} \ll 1$, and $\omega \tau \gg 1$. In figures $2.1,2.2$, and 2.3 we present the numerical results for the dimensionless Hubble parameter $h$ determined from the system of equations (2.26), with $\omega=10$ and initial conditions

$$
\begin{array}{llll}
\delta h_{0}=10^{-4}, & \delta h_{0}^{\prime}=0, & \delta y_{0}=0 & \text { (fig. 2.1) } \\
\delta h_{0}=10^{-3}, & \delta h_{0}^{\prime}=0, & \delta y_{0}=0 & \text { (fig. 2.2) } \\
\delta h_{0}=10^{-2}, & \delta h_{0}^{\prime}=0, & \delta y_{0}=0 & \text { (fig. 2.3) } \tag{2.52c}
\end{array}
$$

The function $h \tau$ is found to oscillate around the central value $h=1 / 2$ with amplitude $h_{1} \sim \tau^{-3 / 4}$. As the deviation from the ideal GR behaviour increases, the average value of $h \tau$ also varies, and in general it is no longer equal to $1 / 2$. A very good functional form for fitting the solutions is

$$
\begin{equation*}
h(\tau) \simeq \frac{\alpha+\beta \tau^{1 / 4} \sin (\omega \tau+\varphi)}{2 \tau} \equiv \frac{\alpha}{2 \tau}+h_{o s c} \tag{2.53}
\end{equation*}
$$

where the dimensionless parameters $\alpha$ and $\beta$ are very slowly varying functions of time. This fit is shown, for instance, in


Figure 2.4 - Numerical solution of system (2.26) with $\delta h_{0}=$ $0.5, \delta h_{0}^{\prime}=0, y_{0}=1, \omega=10$. The best fit at large times is $\alpha \simeq 1.14$ (dotted line in the left panel), $\beta \simeq 0.20$. Please also note, in the right panel, that the oscillating part of $h$ does not decrease exactly as $\tau^{-3 / 4}$. The apparent up-down asymmetry in $h_{o s c}$ is due to the fact that $\alpha$ is a function of time, and that we centered oscillations around its value at late times.
figures 2.4 and 2.5, where the numerical solution for $\delta h_{0}=0.5$ is presented. A deviation from the analytical estimates of the linearised equations is to be expected in this situation, since the condition $\delta h_{0} / h_{0} \ll 1$ is not fulfilled and non-linear terms in Eqs. (2.26) are important.
For the moment, let us concentrate on the case of small $\delta h_{0}$, in which we can safely take $\alpha=1$. Qualitatively, one notices that parameter $\beta$, evaluated at the same value of $\omega \tau$, increases roughly linearly with the initial displacement $\delta h_{0}$. Moreover, when solving the system of equations (2.26) with $\delta h_{0}=0$ and varying $\delta h_{0}^{\prime}$, we find again a (roughly) linear relation of the form $\beta \propto \delta h_{0}^{\prime}$.

In figures 2.6 and 2.7 we present the numerical results for the initial conditions

$$
\begin{equation*}
\delta h_{0}=1.5, \quad \delta h_{0}^{\prime}=0, \quad \delta y_{0}=0, \quad \omega=100 \tag{2.54}
\end{equation*}
$$



Figure 2.5-Evolution of $\alpha$ with time. Initial conditions are those of figure 2.4.

Results are, at least qualitatively, in agreement with the analytical estimates made in the non-linear regime, for $\omega \tau \gg 1$. Evidently, the amplitudes of the oscillating terms of both $h$ and $r$ decrease faster than $\tau^{-3 / 4}$ (linear regime), and rather close to $\tau^{-1}$. Furthermore, the Hubble parameter does not oscillate around the GR value $h \tau=1 / 2$, but around a larger value, as expected from Eq. (2.50d). In fact, for these initial conditions, the best fit at the considered final integration time is given by $\alpha \simeq 1.246$.

The Universe evolution in $R+R^{2}$ gravity after inflation, without relativistic matter, was considered in [136, 137], where it was stated that the non-oscillating part of $h$ tends asymptotically to the GR matter-domination value $h \tau=2 / 3$, in contrast to our relativistic case. This scenario is in clear relation with the scalaron-dominated MD epoch at the end of an $R^{2}$-driven inflation (see the end of Sec. 2.2.1 and reference therein).

Our result that $h_{\text {osc }} \sim t^{-3 / 4}$ (2.39) in the linear regime agrees with what found in [137], namely that $h_{o s c} \sim a^{-3 / 2}$. This, however, is not in perfect agreement with our results in the non-linear regime, where we have $\alpha \simeq 1.246$ but $h_{\text {osc }} \sim 1 / \tau$. This is probably due to the fact that we have not been able to reach the true asymptotic regime, but only a pre-asymptotic region.

### 2.3 PARTICLE PRODUCTION AND BACK-REACTION

### 2.3.1 Field Equations including Particle Production

Particle production by an oscillating gravitational field in $R^{2}$ gravity was considered in [138, 185], where the particle production rate was estimated as $\Gamma \sim m^{3} / m_{P l}^{2}$. In this section we present more rigorous calculations, which are essentially in agreement with [185]. We will derive a closed equation of motion for the cosmological evolution of $R$, considering the back-reaction of particle production. To this end we consider a massless scalar


Figure 2.6 - Numerical solution for the dimensionless Hubble parameter $h$ with initial conditions (2.54). Oscillations in the left panel are of almost constant amplitude, whereas in the right panel they are clearly decreasing.


Figure 2.7-Numerical solution for the dimensionless scalar curvature $r$ with initial conditions (2.54).
field $\phi$ minimally-coupled to gravity. Its action can be written as:

$$
\begin{equation*}
S_{\phi}=\frac{1}{2} \int d^{4} x \sqrt{-g} g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi . \tag{2.55}
\end{equation*}
$$

In a spatially-flat FRW background (2.5) it leads to the equation of motion:

$$
\begin{equation*}
\square \phi=\ddot{\phi}+3 H \dot{\phi}-\frac{1}{a^{2}} \Delta \phi=0 \tag{2.56}
\end{equation*}
$$

The field $\phi$ enters the equation of motion for $R(2.8)$ via the trace of its energy-momentum tensor:

$$
T_{\mu}^{\mu}(\phi)=-g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi \equiv-(\partial \phi)^{2} .
$$

It is convenient to introduce the conformally rescaled field, $\chi \equiv$ $a(t) \phi$, and the conformal time $\eta$, such that $a d \eta=d t$. In terms of these quantities we can rewrite the equations of motion as:

$$
\begin{align*}
& R^{\prime \prime}+2 \frac{a^{\prime}}{a} R^{\prime}+m^{2} a^{2} R= \\
& \quad=8 \pi \frac{m^{2}}{m_{P l}^{2}} \frac{1}{a^{2}}\left[\chi^{\prime 2}-\left(\partial_{i} \chi\right)^{2}+\frac{a^{\prime 2}}{a^{2}} \chi^{2}-\frac{a^{\prime}}{a}\left(\chi \chi^{\prime}+\chi^{\prime} \chi\right)\right]  \tag{2.57a}\\
& R=-6 a^{\prime \prime} / a^{3}  \tag{2.57b}\\
& \chi^{\prime \prime}-\Delta \chi+\frac{1}{6} a^{2} R \chi=0, \tag{2.57c}
\end{align*}
$$

where $\left(\partial_{i} \chi\right)^{2} \equiv \delta^{i j} \partial_{i} \chi \partial_{j} \chi$. The action (2.55) takes the form:

$$
\begin{equation*}
S_{\chi}=\frac{1}{2} \int d \eta d^{3} x\left(\chi^{\prime 2}-(\vec{\nabla} \chi)^{2}-\frac{a^{2} R}{6} \chi^{2}\right) . \tag{2.58}
\end{equation*}
$$

Here and above prime denotes derivative with respect to the conformal time, not to the radial coordinate.

Our aim is to derive a closed equation for $R$ taking the average value of the $\chi$-dependent quantum operators in the r.h.s. of

Eq. (2.57a) over vacuum, in the presence of an external classical gravitational field $R$. Our arguments essentially repeat those of [196], where the equations were derived in one-loop approximation.

We quantize the free field $\chi^{(0)}$ as usual:

$$
\begin{equation*}
x^{(0)}(x)=\int \frac{d^{3} k}{(2 \pi)^{3} 2 E_{k}}\left[\hat{a}_{k} e^{-i k \cdot x}+\hat{a}_{k}^{+} e^{i k \cdot x}\right] \tag{2.59}
\end{equation*}
$$

where $x^{\mu}=(\eta, \mathbf{x}), k^{\mu}=\left(E_{k}, \mathbf{k}\right)$, and $k_{\mu} k^{\mu}=0$. The creationannihilation operators satisfy the usual Bose commutation relations:

$$
\begin{equation*}
\left[\hat{a}_{k}, \hat{a}_{k}^{\dagger}\right]=(2 \pi)^{3} 2 E_{k} \delta^{(3)}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \tag{2.60}
\end{equation*}
$$

Equation (2.57c) has the formal solution

$$
\begin{align*}
\chi(x) & =\chi^{(0)}(x)-\frac{1}{6} \int d^{4} y G(x, y) a^{2}(y) R(y) \chi(y)  \tag{2.61}\\
& \equiv \chi^{(0)}(x)+\delta \chi(x)
\end{align*}
$$

where the massless Green's function is

$$
\begin{equation*}
G(x, y)=\frac{1}{4 \pi|\mathbf{x}-\mathbf{y}|} \delta\left(\left(x_{0}-y_{0}\right)-|\mathbf{x}-\mathbf{y}|\right) \equiv \frac{1}{4 \pi r} \delta(\Delta \eta-r) . \tag{2.62}
\end{equation*}
$$

We assume that the particle production effects slightly perturb the free solution, so that $\delta \chi$ can be considered small and the Dyson-like series can be truncated at first order, yielding

$$
\begin{align*}
\chi(x) & \simeq \chi^{(0)}(x)-\frac{1}{6} \int d^{4} y G(x, y) a^{2}(y) R(y) \chi^{(0)}(y)  \tag{2.63}\\
& \equiv \chi^{(0)}(x)+\chi^{(1)}(x)
\end{align*}
$$

We can now calculate the vacuum expectation values of the various terms in the right-hand side of equation (2.57a), keeping only first-order terms in $\chi^{(1)}$. All terms containing only $\chi^{(0)}$ and its derivatives do not affect particle production and can be reabsorbed by a renormalisation procedure into the parameters of the theory, so they are of little interest here. The other terms are calculated using formulas such as

$$
\begin{align*}
& \partial_{x} \int d^{4} y G(x, y) a^{2}(y) R(y) \chi(y)= \\
& \quad=\int d^{4} y G(x, y)\left[a^{2} R \partial_{y} \chi+\partial_{y}\left(a^{2} R\right) \chi\right]  \tag{2.64a}\\
& \int_{0}^{\infty} d k e^{i \alpha k}=\pi \delta(\alpha)+i \mathcal{P}\left(\frac{1}{\alpha}\right) \tag{2.64b}
\end{align*}
$$

Collecting all terms, we arrive to the expressions:

$$
\begin{equation*}
\left\langle\chi^{2}\right\rangle \simeq-\frac{1}{48 \pi^{2}} \int_{\eta_{0}}^{\eta} d \epsilon \frac{a^{2}(\epsilon) R(\epsilon)}{\eta-\epsilon} \tag{2.65a}
\end{equation*}
$$

$$
\begin{align*}
& \left\langle\chi^{\prime 2}-\left(\partial_{i} \chi\right)^{2}\right\rangle \simeq-\frac{1}{96 \pi^{2}} \int_{\eta_{0}}^{\eta} d \epsilon \frac{\left[a^{2}(\epsilon) R(\epsilon)\right]^{\prime \prime}}{\eta-\epsilon}  \tag{2.65b}\\
& \left\langle\chi \chi^{\prime}+\chi^{\prime} \chi\right\rangle \simeq-\frac{1}{48 \pi^{2}} \int_{\eta_{0}}^{\eta} d \epsilon \frac{\left[a^{2}(\epsilon) R(\epsilon)\right]^{\prime}}{\eta-\epsilon} \tag{2.65c}
\end{align*}
$$

Substituting these expressions into (2.57a), we obtain a closed integro-differential equation for $R$, for which we will find an approximate analytical solution. We also plan to find the exact numerical solution of this equation but this is a much more complicated problem. Still for our purpose the approximate analytical solution is accurate enough.

First of all, one has to note that despite having oscillating $H$ and $R$, the scale factor $a$ basically follows a power-law expansion, so it varies very little during many oscillation times $\omega^{-1}$. Thus, we expect that $d \eta / \eta \sim d t / t$ and that the dominant part in the integrals in (2.63) be given by the derivatives of $R$, since $R^{\prime} \sim$ $\omega R+t^{-1} R \simeq \omega R$ and $\omega t \gg 1$. The dominant contribution to particle production is therefore given by Eq. (2.65b), which yields

$$
\begin{align*}
\ddot{R}+3 H \dot{R}+m^{2} R & \simeq-\frac{1}{12 \pi} \frac{m^{2}}{m_{P l}^{2}} \frac{1}{a^{4}} \int_{\eta_{0}}^{\eta} d \epsilon \frac{\left[a^{2}(\epsilon) R(\epsilon)\right]^{\prime \prime}}{\eta-\epsilon}  \tag{2.66}\\
& \simeq-\frac{1}{12 \pi} \frac{m^{2}}{m_{P l}^{2}} \int_{t_{0}}^{t} d u \frac{\ddot{R}(u)}{t-u} .
\end{align*}
$$

The equation is naturally non-local in time since the impact of particle production depends upon all the history of the evolution of the system. The equation is linear in $R$, in contradiction with reference [187], where the r.h.s. of the equation is quadratic in $R$. This latter result is physically doubtful because if the sign of $R$ changes, the effect of the particle production term would not be a damping of oscillations but rather their amplification.

### 2.3.2 Effects of Back-Reaction

We repeat the calculations of section 2.2.2.1 using the expansion (2.47) and including the back-reaction effects in the form of equation (2.66). The right-hand side of this equation can be written as:

$$
\begin{align*}
& g \int_{t_{0}}^{t} d t^{\prime} \frac{\ddot{R}\left(t^{\prime}\right)}{t-t^{\prime}}=g \int_{0}^{t-t_{0}} d \tau \frac{\ddot{R}(t-\tau)}{\tau} \\
& =g \int_{\epsilon}^{t-t_{0}} d \tau \frac{\ddot{R}(t-\tau)}{\tau}+\int_{0}^{\epsilon} d \tau \frac{\ddot{R}(t-\tau)}{\tau} \\
& =g \int_{\epsilon}^{t-t_{0}} d \tau \frac{\ddot{C}}{\tau}+ \\
& +g \cos \left(m_{1} t\right) \int_{\epsilon}^{t-t_{0}} d \tau \frac{1}{\tau}\left[F_{c} \cos \left(m_{1} \tau\right)-F_{s} \sin \left(m_{1} \tau\right)\right]+ \\
& +g \sin \left(m_{1} t\right) \int_{\epsilon}^{t-t_{0}} d \tau \frac{1}{\tau}\left[F_{c} \sin \left(m_{1} \tau\right)+F_{s} \cos \left(m_{1} \tau\right)\right] \tag{2.67}
\end{align*}
$$

where

$$
\begin{align*}
& g \equiv-\frac{1}{12 \pi} \frac{m_{1}^{2}}{m_{P l}^{2}},  \tag{2.68a}\\
& F_{c} \equiv \ddot{D}_{c}+2 m_{1} \dot{D}_{s}-m_{1}^{2} D_{c}  \tag{2.68b}\\
& F_{s} \equiv \ddot{D}_{s}-2 m_{1} \dot{D}_{c}-m_{1}^{2} D_{s}, \tag{2.68c}
\end{align*}
$$

and $\epsilon$ is an arbitrary, infinitesimal time. To avoid confusion we need also mention that $\tau$ here is merely an integration variable and has no relation with the dimensionless time $\tau$ of the previous sections.

We have introduced here the new notation $m_{1}$ which is equal to $m$ plus radiative corrections specified below, and which corresponds to $v$ in Eqs. (2.47a, 2.47b). The difference between $m$ and $m_{1}$ is not essential under the integral but it should be taken into account in the l.h.s. of Eq. (2.66), where we should take $m_{1}$ instead of $m$.

Please note that the slowly-varying functions $C, D_{s}$ and $D_{c}$ inside the integrals are to be evaluated at $(t-\tau)$, and a dot denotes derivative with respect to (physical) time $t$, not $\tau$. Because of the $1 / \tau$ factor, the integral is logarithmically divergent, but this divergence can be absorbed into the renormalisation of mass, $m$, and coupling, $g$. So we separate the integral into two parts: one where $\tau$ goes from o to some small parameter $\epsilon$, which determines the normalisation point at which the physical mass and coupling are fixed, and another, taken from $\epsilon$ to $\left(t-t_{0}\right)$, which gives corrections to the physical qualities due to interactions. More details can be found in [196].

Equating the coefficients multiplying the slow varying terms, $\sin m_{1} t$, and $\cos m_{1} t$ in the same way as it has been done in sec. 2.2.2.1, see Eqs. (2.48), we obtain the same first three equations (2.48a, 2.48b, 2.48c), where the effects of particle production do not directly appear, and the remaining three ones with the additional terms coming from Eq. (2.66), see also the expansion (2.67). The latter equations become integro-differential but they can be reduced to differential equations in the case of fast oscillations. So the complete set of equations with the account of particle production has the form (for convenience we also include the unchanged first three equations of (2.48):

$$
\begin{align*}
& \dot{A}+2 A^{2}+B_{s}^{2}+B_{c}^{2}=-C / 6,  \tag{2.69a}\\
& \dot{B}_{s}-B_{c} m_{1}+4 A B_{s}=-D_{s} / 6,  \tag{2.69b}\\
& \dot{B}_{c}+B_{s} m_{1}+4 A B_{c}=-D_{c} / 6,  \tag{2.69c}\\
& \ddot{C}+3 A \dot{C}+\frac{3}{2} B_{s} \dot{D}_{s}+\frac{3}{2} B_{c} \dot{D}_{c}-\frac{3}{2} m_{1} B_{s} D_{c}+ \\
& \quad \quad+\frac{3}{2} m_{1} B_{c} D_{s}+m^{2} C \simeq g \int_{\epsilon}^{t-t_{0}} d \tau \frac{\ddot{C}}{\tau}  \tag{2.69d}\\
& \ddot{D}_{s}+\left(m^{2}-m_{1}^{2}\right) D_{s}-2 m_{1} \dot{D}_{c}+3 A\left(\dot{D}_{s}-m_{1} D_{c}\right)+
\end{align*}
$$

$$
\begin{aligned}
& \quad+3 \dot{C} B_{s} \simeq g \int_{\epsilon}^{t-t_{0}} d \tau \frac{F_{s} \cos (m \tau)+F_{c} \sin (m \tau)}{\tau} \\
& \ddot{D}_{c}+\left(m^{2}-m_{1}^{2}\right) D_{c}+2 m_{1} \dot{D}_{s}+3 A\left(\dot{D}_{c}+m_{1} D_{s}\right)+ \\
&+3 \dot{C} B_{c} \simeq g \int_{\epsilon}^{t-t_{0}} d \tau \frac{F_{c} \cos (m \tau)-F_{s} \sin (m \tau)}{\tau}
\end{aligned}
$$

In the integrals in the right-hand-side of (2.69e) and (2.69f), which contain quickly oscillating functions, the effective value of $\tau$ is about $1 / m$. Thus we can approximate $F(t-\tau) \approx F(t)$ and take such factors out of the integrals. Let us analyse now for example equation (2.69e) term by term. The analysis of Eq. (2.69f) is similar. In what follows we neglect $\ddot{D}$ in comparison with $m^{2} D$.

The dominant term in Eq. (2.69e), which is the coefficient multiplying $D_{s}$, determines the renormalisation of $m$ :

$$
\begin{equation*}
m_{1}^{2}=m^{2}+g m^{2} \int_{\epsilon}^{t-t_{0}} \frac{d \tau}{\tau} \cos m \tau \tag{2.70}
\end{equation*}
$$

The next subdominant term, which is the coefficient in front of $\dot{D}_{c}$, determines the decay rate of $D_{c}$ :

$$
\begin{equation*}
\dot{D}_{c}=\frac{g m}{2} D_{c} \int_{\epsilon}^{t-t_{0}} \frac{d \tau}{\tau} \sin m \tau \approx \frac{\pi g m}{4} D_{c} . \tag{2.71}
\end{equation*}
$$

We skipped here the term $g \dot{D}_{c}$, which leads to higher order corrections to the production rate. Thus the decay rate is

$$
\begin{equation*}
\Gamma_{R}=-\frac{\pi g m}{4}=\frac{m^{3}}{48 m_{P l}^{2}} . \tag{2.72}
\end{equation*}
$$

Correspondingly the oscillating part of $R$ or $H$ behaves as

$$
\begin{equation*}
\cos m_{1} t \rightarrow e^{-\Gamma_{R} t} \cos m_{1} t \tag{2.73}
\end{equation*}
$$

We will use this result in the next subsection in the calculation of the energy density influx of the produced particles into the primeval plasma.

### 2.3.3 Particle Production Rate and Relic Energy Density of Produced Particles

From equation $(2.57 \mathrm{c})$ it follows that the amplitude of gravitational production of two identical $\chi$ particles with momenta $p_{1}$ and $p_{2}$ in the first order in perturbation theory is given by

$$
\begin{equation*}
A\left(p_{1}, p_{2}\right) \simeq \int d \eta d^{3} x \frac{a^{2} R}{6}\left\langle p_{1}, p_{2}\right| \chi \chi|0\rangle \tag{2.74}
\end{equation*}
$$

where the final two-particle state is defined by

$$
|p, q\rangle=\frac{1}{\sqrt{2}} \hat{a}_{p}^{\dagger} \hat{a}_{q}^{\dagger}|0\rangle
$$

The factor $1 / \sqrt{2}$ is simply the correct normalisation of the twoparticle state due to the Bose statistics. Using Eq. (2.59), we find

$$
\begin{align*}
\left\langle p_{1}, p_{2}\right| \chi \chi|0\rangle= & \frac{\sqrt{2}}{8(2 \pi)^{6}} \int \frac{d^{3} k d^{3} k^{\prime}}{E_{k} E_{k^{\prime}}} e^{i\left(E_{k}+E_{k^{\prime}}\right) \eta-i\left(\mathbf{k}+\mathbf{k}^{\prime}\right) \cdot \mathbf{x}} \times \\
& \times\langle 0| \hat{a}_{p_{1}} \hat{a}_{p_{2}} \hat{a}_{k}^{\dagger} \hat{a}^{+}|0\rangle, \\
= & \sqrt{2} e^{i\left(E_{p_{1}}+E_{p_{2}}\right) \eta-i\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \cdot \mathbf{x} .} \tag{2.75}
\end{align*}
$$

Here $E_{k}^{2}=\mathbf{k}^{2}$, and the function $a^{2} R$ has the form

$$
a^{2}(\eta) R(\eta)=D(\eta) \sin (\widetilde{\omega} \eta),
$$

where $D(\eta)$ is a slowly-varying function of (conformal) time, $\widetilde{\omega}$ is the frequency conjugated to conformal time. Under these approximations, the amplitude (2.74) becomes

$$
\begin{gather*}
A\left(p_{1}, p_{2}\right)=\frac{i}{6 \sqrt{2}} \int d \eta d^{3} x D(\eta)\left(e^{i \widetilde{\omega} \eta}-e^{-i \widetilde{\omega} \eta}\right) \times  \tag{2.76}\\
e^{i\left(E_{p_{1}}+E_{p_{2}}\right) \eta} e^{-i\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \cdot x} .
\end{gather*}
$$

Taking $E_{p_{i}} \geq 0$ and neglecting at this stage variations of $D$ with time, we obtain

$$
\begin{equation*}
A\left(p_{1}, p_{2}\right) \simeq-\frac{i}{6 \sqrt{2}} D(\eta)(2 \pi)^{4} \delta^{(3)}\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \delta\left(E_{p_{1}}+E_{p_{2}}-\widetilde{\omega}\right) \tag{2.77}
\end{equation*}
$$

In order to find the particle production rate per unit comoving volume and unit conformal time, we need to integrate the modulus squared of this amplitude over the phase space, namely:

$$
\begin{align*}
n^{\prime}= & \int \frac{d^{2} p_{1} d^{3} p_{2}}{(2 \pi)^{6} 4 E_{p_{1}} E_{p_{2}}} \frac{\left|A\left(p_{1}, p_{2}\right)\right|^{2}}{V \Delta \eta} \\
\simeq & \frac{1}{72} D^{2}(\eta) \int \frac{d^{3} p_{1} d^{3} p_{2}}{(2 \pi)^{6} 4 E_{p_{1}} E_{p_{2}}}(2 \pi)^{4} \delta^{(3)}\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \times  \tag{2.78}\\
& \times \delta\left(E_{p_{1}}+E_{p_{2}}-\widetilde{\omega}\right) \\
\simeq & \frac{D^{2}(\eta)}{576 \pi}
\end{align*}
$$

where $V$ and $\Delta \eta$ are the total volume and conformal time, which of course go to infinity, $n$ is the number density of the produced particles, and a prime denotes derivative with respect to conformal time. Since the energy of the produced particles is equal to $\widetilde{\omega} / 2$, we find for the rate of gravitational energy transformation into elementary particles:

$$
\begin{equation*}
\varrho^{\prime}=\frac{n^{\prime} \widetilde{\omega}}{2}=\frac{D^{2}(\eta) \widetilde{\omega}}{1152 \pi} \tag{2.79}
\end{equation*}
$$

and so the rate of variation of the physical energy density of the produced $\chi$-particles is

$$
\begin{equation*}
\dot{\varrho}_{\chi}=\frac{m\left\langle R^{2}\right\rangle}{1152 \pi} . \tag{2.80}
\end{equation*}
$$

Here, $\left\langle R^{2}\right\rangle$ is the square of the amplitude of the oscillations of $R$ and we substituted $\widetilde{\omega}=a m$. To obtain the the total rate of the gravitational energy transformation into elementary particles we should multiply the above result by the number of the produced particle species, $N_{e f f}$, so the total rate of production of matter is $\dot{\varrho}_{P P}=N_{e f f} \dot{\varrho}_{\chi}$.
Note that our result (2.80) coincides with that of [185], although performed in a slightly different cosmological regime.

Now we can calculate the evolution of the cosmological energy density of matter, which is determined by the equation:

$$
\begin{equation*}
\dot{\varrho}=-4 H \varrho+\dot{\varrho}_{P P} . \tag{2.81}
\end{equation*}
$$

We assumed here that the produced matter is relativistic and so the first term in the r.h.s. describes the usual cosmological red-shift, while the second term is the particle source from the oscillations of $R$. Since $\varrho$ is not oscillating but a smoothly varying function of time, its red-shift is predominantly determined by the non-oscillating part of the Hubble parameter, $H_{c} \simeq \alpha / 2 t$, see Eq. (2.53).

Parametrizing the oscillating part of the Hubble parameter as $H_{o s c} \simeq \beta \cos m t / t$, we find for the oscillating part of curvature:

$$
\begin{equation*}
R \simeq-\frac{6 \beta m \sin m t}{t} e^{-\Gamma_{R} t} \tag{2.82}
\end{equation*}
$$

Here we took into account the exponential damping of $R$, which was for brevity omitted in the expression for $H$ just above.
Correspondingly the energy density of matter obeys the equation:

$$
\begin{equation*}
\dot{\varrho}=-\frac{2 \alpha}{t} \varrho+\frac{\beta^{2} m^{3} N_{e f f}}{32 \pi t^{2}} e^{-2 \Gamma_{R} t} . \tag{2.83}
\end{equation*}
$$

This equation can be explicitly integrated as it is, but for a simple analytical estimate we will use the instant decay approximation. Namely we neglect the exponential damping term, when $2 \Gamma_{R} t<$ 1 , and take $\alpha=\alpha_{1}=1.25$, according to the numerical estimate of sec. 2.2.2.2. For $2 \Gamma_{R} t>1$ we completely ignore the second (source) term in Eq. (2.83) and take $\alpha=\alpha_{2}=1$. This choice corresponds to the GR solution and we believe that it is realised when the oscillations disappear, as follows from the analytical estimates presented above. Thus at short times, $2 \Gamma_{R} t<1$, the energy density of matter would be:

$$
\begin{equation*}
\varrho=\varrho_{i n}\left(\frac{t_{i n}}{t}\right)^{2 \alpha_{1}}+\frac{\beta^{2} m^{3} N_{e f f}}{32 \pi\left(2 \alpha_{1}-1\right) t}\left(1-\frac{t_{i n}^{2 \alpha_{1}-1}}{t^{2 \alpha_{1}-1}}\right) . \tag{2.84}
\end{equation*}
$$

For large times, i.e. $2 \Gamma_{R} t>1$, equation (2.83) becomes homogeneous and its solution is simply the relativistically red-shifted energy density, whose initial value is to be determined from Eq. (2.84) at $t=1 /\left(2 \Gamma_{R}\right)$ :

$$
\begin{align*}
\varrho= & \frac{m^{6}}{768 \pi m_{P l}^{2}\left(2 \Gamma_{R} t\right)^{2 \alpha_{2}}}\left\{\frac{\kappa}{8}\left(2 t_{i n} \Gamma_{R}\right)^{2 \alpha_{1}-2}+\right. \\
& \left.+\frac{\beta^{2} N_{e f f}}{2 \alpha_{1}-1}\left[1-\left(2 \Gamma_{R} t_{i n}\right)^{2 \alpha_{1}-1}\right]\right\}, \tag{2.85}
\end{align*}
$$

where we parametrised the energy density of matter at the initial time $t_{i n}$ as

$$
\begin{equation*}
\varrho_{i n}=\frac{3 m_{P l}^{2} \kappa}{32 \pi t_{i n}^{2}} . \tag{2.86}
\end{equation*}
$$

Parameter $\kappa$ is arbitrary, and depends upon the thermal history of the Universe before $t_{i n}$. In particular, $\kappa=0$ is possible and does not contradict our picture, since the equations of motion have non-trivial oscillating solutions even if $\varrho=0$.

The first term in equation (2.85) is the contribution of normal thermalised relativistic matter, while the second also describes relativistic matter, but this matter might not be thermalised, at least during some cosmological period. Depending upon parameters the relative magnitude of non-thermalised matter might vary from negligibly small up to being the dominant one.

### 2.4 DISCUSSION AND IMPLICATIONS

The characteristic decay time of the oscillating curvature is

$$
\begin{equation*}
\tau_{R}=\frac{1}{2 \Gamma_{R}}=\frac{24 m_{P l}^{2}}{m^{3}} \simeq 2\left(\frac{10^{5} \mathrm{GeV}}{m}\right)^{3} \text { seconds } \tag{2.87}
\end{equation*}
$$

The contribution of the produced particles into the total cosmological energy density reaches its maximum value at approximately this time. The ratio of the energy density of the newly produced energetic particles and that of those already existing in the plasma, according to Eq. (2.85), is:

$$
\begin{equation*}
\frac{\varrho_{h i}}{\varrho_{\text {therm }}}=\frac{8 \beta^{2} N_{e f f}}{\kappa\left(2 \alpha_{1}-1\right)} \frac{1-\left(2 \Gamma_{R} t_{i n}\right)^{2 \alpha_{1}-1}}{\left(2 \Gamma_{R} t_{i n}\right)^{2 \alpha_{1}-2}} . \tag{2.88}
\end{equation*}
$$

If we take $t_{i n} \simeq 1 / m$, then $t_{i n} \Gamma_{R} \simeq m^{2} / m_{P l}^{2} \ll 1$ and the effects of non-thermalised matter may be negligible. However, for sufficiently large $\beta$ and possibly small $\kappa$ the non-thermal particles may play a significant role in the cosmological history.

The influx of energetic protons and antiprotons could have an impact on BBN. Thus this would either allow to obtain some
bounds on $m$ or even to improve the agreement between the theoretical predictions for BBN and the measurements of primordial light nuclei abundances.

The oscillating curvature might also be a source of dark matter in the form of heavy supersymmetric (SUSY) particles. Since the expected light SUSY particles have not yet been discovered at LHC, supersymmetry somewhat lost its attractiveness. The contribution of the stable lightest SUSY particle into the cosmological energy is proportional to

$$
\begin{equation*}
\Omega \sim m_{S U S Y}^{2} / m_{P l} \tag{2.89}
\end{equation*}
$$

and for $m_{\text {SUSY }}$ in the range $10^{2}-10^{3} \mathrm{GeV}$ the cosmological fraction of these particles would be of order unity. This is exactly what is necessary for dark matter. However, it excludes thermally produced LSP's if they are much heavier. If LSP's came from the decay of $R$ and their mass is larger than the scalaron mass $m$, the LSP production could be sufficiently suppressed to make a reasonable contribution to dark matter.

# CURVATURE SINGULARITIES FROM GRAVITATIONAL CONTRACTION IN $f(R)$ GRAVITY 

L. Reverberi, Phys. Rev. D 86, 084005 (2013);
L. Reverberi, J. Phys. Conf. Ser. 442, 012036 (2013).

### 3.1 INTRODUCTION

We have already discussed the constraints for the cosmological viability of $f(R)$ models recently thoroughly investigated [163, 165], and the few models proposed which evade all such tests, therefore seeming to be good candidates for a gravitational theory of Dark Energy [197-199] (see also below, Eq. 3.1).

Testing such modified gravity theories in astronomical/astrophysical systems is of paramount importance to constrain and possibly rule out models, and in general to improve our knowledge of the subject. Studies of the stability of spherically symmetric solutions have indicated the possibility of an infinite- $R$ singularity developing inside relativistic, dense stars [200-203]. Important steps forward in our understanding of static, spherically or axisymmetric astrophysical objects in $f(R)$ gravity have recently been made (see e.g.[204-207]), and seem to point towards the existence of a rather general instability/singularity problem in these theories. Indeed, it has been shown that analogous problems occur in many different extended theories of gravity, not only $f(R)$ [208].

Furthermore, similar results are obtained in the case of a less dense but contracting object [209, 210]. In this case the singularity is not triggered by the large mass/energy density, but rather from its increase with time. One can write the trace of the modified Einstein equations as an oscillator equation for the additional gravitational scalar degree of freedom, which is sometimes dubbed scalaron and which we will denote with $\xi$ (see below), and it is easy to see that $R$ oscillates around the GR solution $R+T=0$. The frequency and the amplitude of such oscillations usually grow along with the increasing density, and may
eventually lead to a singularity. The key point is that $\xi$ moves in a matter- and therefore time-dependent potential, in which the "energy" corresponding to the point $\xi=\xi(|R| \rightarrow \infty)$ may be finite, rendering this singular point, in principle, accessible by the field. This mechanism is strictly related to that responsible for the past cosmological singularities examined e.g. in [211, 212].

Singularity issues in infrared-modified $f(R)$ theories could in principle be solved by the introduction of ultraviolet corrections, as investigated e.g. in [209, 210]. Moreover, oscillations lead to gravitational particle production, and a large frequency/amplitude of the oscillating curvature could lead to a noticeable emission of cosmic rays [1]; in principle, this could severely affect the total cosmic ray flux, distort the power spectrum, and even serve as a possible mechanism to avoid the Greisen-ZatsepinKuzmin (GZK) cutoff [2, 5].

In this Chapter, we focus again on the $f(R)$ gravity models [198, 199] during the contraction of a nearly-homogeneous cloud of pressureless dust. Using a simplified approach, namely assuming spherical symmetry, homogeneity and low gravity, we work out simple expressions for the evolution of $\xi$ and hence $R$, and in particular of the amplitude and frequency of their oscillations. We confirm the existence of a finite-time, future singularity, whose appearance depends on the duration of the contraction and on both model- and physical parameters, and derive estimates for the typical timescales for this process.

Once we derive general results, we will apply them to two very similar models recently proposed and cited above:

$$
\begin{align*}
& F_{H S}(R)=-\frac{\lambda R_{c}}{1+\left(R / R_{c}\right)^{-2 n}},  \tag{3.1a}\\
& F_{S}(R)=\lambda R_{c}\left[\left(1+\frac{R^{2}}{R_{c}^{2}}\right)^{-n}-1\right] . \quad[199] \tag{3.1b}
\end{align*}
$$

The subscripts stand for, respectively, Hu-Sawicki (HS) and Starobinsky (S). For both models, if $\lambda$ is of order unity $R_{c}$ is of the order of the present cosmological constant (for details we refer the reader to the specific articles), which is much smaller than the typical values of $R$ and $T$ in astrophysical systems, such as pre-stellar, pre-galactic, and molecular clouds. Hence, in many cases we will take the limit $\left|R_{c} / T\right| \sim R_{c} / R \ll 1$ before presenting the final results.

For simplicity, we assume that the contraction of the system is stationary, i.e. the mass density grows linearly with time, on a typical timescale $t_{\text {contr }}$ :

$$
\begin{equation*}
T(t)=T_{0}\left(1+t / t_{\text {contr }}\right) \tag{3.2}
\end{equation*}
$$

We must stress that this evolution law should not be regarded as accurate from a physical standpoint; the difficult task of comput-
ing the full dynamics of contraction of a self-gravitating system goes way beyond the scope of this Thesis (see e.g. [213] and references therein).

Nevertheless, unless the contraction follows a radically different behaviour, and especially until $t \sim t_{\text {contr }}$, results obtained with this form should be qualitatively correct. We will find that a faster contraction contributes positively to the formation of a singularity, so we expect that contraction laws $T \sim t^{\gamma}$ with $\gamma>1$ will lead to singularities even more effectively than what appears from our results. On the other hand, a slower contraction could help delaying ( $\gamma<1$ ) or even avoiding, if the contraction would stop at some moment, the singularity.

In this Chapter we will use the following dimensionless parameters characterising the physical properties of the system under scrutiny:

$$
\begin{align*}
R_{29} & \equiv \frac{m_{P l}^{2}}{8 \pi} \frac{\left(-R_{c}\right)}{10^{29} \mathrm{~g} \mathrm{~cm}^{-3}}, \\
\varrho_{29} & \equiv \frac{\varrho_{0}}{10^{29} \mathrm{~g} \mathrm{~cm}^{-3}},  \tag{3.3}\\
t_{10} & \equiv \frac{t_{\text {contr }}}{10^{10} \text { years }} .
\end{align*}
$$

### 3.2 CURVATURE EVOLUTION IN CONTRACTING SYSTEMS

### 3.2.1 Field Equations

We start as usual from the gravitational action

$$
\begin{align*}
A_{\text {grav }} & =-\frac{m_{P l}^{2}}{16 \pi} \int d^{4} x \sqrt{-g} f(R),  \tag{3.4}\\
& =-\frac{m_{P l}^{2}}{16 \pi} \int d^{4} x \sqrt{-g}[R+F(R)]
\end{align*}
$$

from which one obtains the field equations

$$
\begin{equation*}
f_{, R}(R) R_{\mu v}-\frac{1}{2} f(R) g_{\mu v}+\left(g_{\mu v} \nabla^{2}-\nabla_{\mu} \nabla_{v}\right) f_{, R}(R)=T_{\mu v} \tag{3.5}
\end{equation*}
$$

The corresponding trace equation reads

$$
\begin{equation*}
3 \nabla^{2} F_{, R}+R F_{, R}-2 F-(R+T)=0 . \tag{3.6}
\end{equation*}
$$

We consider a nearly homogeneous and spherically symmetric cloud of pressureless dust, hence

$$
\begin{equation*}
T_{\mu}^{\mu} \simeq \frac{8 \pi}{m_{P l}^{2}} \varrho_{m} \tag{3.7}
\end{equation*}
$$

where $\varrho_{m}$ is the mass/energy density of the cloud. The homogeneity of the could allows us to neglect spatial derivatives, as
intuitively clear and explicitly proved in [209]; assuming also low gravity, the D'Alambertian operator can be replaced by the second derivative in the time coordinate: $\nabla^{2} \rightarrow \partial_{t}^{2}$. Of course, a more careful investigation of the problem should take into account both time and spatial derivatives; this could be a subject for further research. Also notice that these and following arguments can also be applied to cosmology, if we consider the evolution of the Universe, backwards in time, during the matter-dominated epoch [211, 212].

The approximation of low gravity and the formation of curvature singularities may seem utterly incompatible, but this is not true: in fact, $R \sim \partial^{2} g_{\mu v}$ may diverge even if $g_{\mu v}$ is very close to $\eta_{\mu v}$ (Minkowski). Details about this statement and about the dust assumption ( $p / \varrho \ll 1$ ) can be found in Sec. 3.5.

As mentioned in the Introduction, in a typical astrophysical situation we have

$$
\begin{equation*}
\frac{T}{R_{c}} \sim \frac{R}{R_{c}} \gg 1 \tag{3.8}
\end{equation*}
$$

so that both models reduce to

$$
\begin{equation*}
F_{H S} \simeq F_{S} \simeq-\lambda R_{c}\left[1-\left(\frac{R_{c}}{R}\right)^{2 n}\right] . \tag{3.9}
\end{equation*}
$$

In this limit, these models are basically equivalent to adding a $\Lambda$-term, since $F$ is almost constant; in fact, we clearly have

$$
\begin{equation*}
R+F \approx R+2 \Lambda, \quad \Lambda=-\frac{\lambda R_{c}}{2} . \tag{3.10}
\end{equation*}
$$

See also [198, 199] for further details. Therefore, $R+T+2 F=0$ is practically equivalent to GR with the addition of a cosmological constant $\Lambda$, that is the usual $\Lambda$ CDM model ${ }^{1}$; in what follows, when referring to "GR" for brevity, we will mean precisely this. We also have $F_{, R} \sim \lambda\left(R_{c} / R\right)^{2 n+1}$, thus

$$
\begin{equation*}
|R| \gg|F| \gg\left|F_{, R} R\right| . \tag{3.11}
\end{equation*}
$$

Under these assumptions, Eq. (3.6) becomes

$$
\begin{equation*}
3 \partial_{t}^{2} F, R-(R+T+2 F)=0 . \tag{3.12}
\end{equation*}
$$

Since $F \sim \Lambda \ll T$, the only contribution of this effective cosmological constant is to offset the GR solution from $R+T=0$ to $R+T+2 F=0$, which is a very small (and almost constant in absolute value) correction of order $\left|R_{c} / T\right|$. One should be careful, because it may appear from exact numerical results that $F$ is of the order of $R+T$ or even larger ${ }^{2}$; nevertheless, its effect in (3.12)

[^11]is completely trivial, unlike the dynamical term $\ddot{F}_{, R}$, because even large variations of $R$, especially when $|R|$ increases, result in extremely small variations of $F$ (see equation 3.9). From now on, we will include these corrections using
\[

$$
\begin{equation*}
\widetilde{T} \equiv T+2 F \approx T+4 \Lambda, \tag{3.13}
\end{equation*}
$$

\]

However, we will still have to consider $T$ alone because it is the quantity directly related to the physical energy/matter density at a given point and a given instant of time.
Defining the new scalar field

$$
\begin{equation*}
\xi \equiv-3 F_{, R} \tag{3.14}
\end{equation*}
$$

which in the cases considered is approximately

$$
\begin{equation*}
\xi_{H S, S} \simeq 6 n \lambda\left(\frac{R_{c}}{R}\right)^{2 n+1} \tag{3.15}
\end{equation*}
$$

we rewrite (3.12) as an oscillator equation:

$$
\begin{equation*}
\ddot{\zeta}+R+\widetilde{T}=0 \quad \Leftrightarrow \quad \ddot{\zeta}+\frac{\partial U}{\partial \xi}=0 \tag{3.16}
\end{equation*}
$$

Again, we stress the underlying assumption that $\widetilde{T}=\widetilde{T}(t)$. We are testing the behaviour of curvature with a simple, smooth external energy density evolution, which is arbitrarily chosen. As we have already mentioned, a more complete analysis could be subject of stimulating further research.

Usually, it is not possible to invert (3.14) to obtain $R=R(\xi)$ and thus a simple form for $U(\xi)$, expect perhaps in some limit, but it is rather clear that solutions will oscillate around the solution $R+\widetilde{T}=0$, with frequency roughly given by

$$
\begin{equation*}
\left.\left.\omega_{\tilde{\xi}}^{2} \simeq \frac{\partial^{2} U}{\partial \tilde{\zeta}^{2}}\right|_{R+\widetilde{T}=0} \simeq \frac{1}{\partial \tilde{\zeta} / \partial R}\right|_{R+\widetilde{T}=0} \tag{3.17}
\end{equation*}
$$

If $\omega^{2}<0$, one expects instabilities, and this is exactly the kind of instability of refs. [158, 159]. One can immediately see that for the two models considered we have

$$
\begin{equation*}
\omega^{2} \simeq-\frac{R_{c}}{6 n \lambda(2 n+1)}\left(-\frac{\widetilde{T}}{R_{c}}\right)^{2 n+2}>0 \tag{3.18}
\end{equation*}
$$

so there is no instability problem. We remind the reader that with our sign conventions $R_{c}<0, \widetilde{T}>0$.
Even with $\omega^{2}>0$, however, we will show that if the model fulfils some requirements, then curvature singularities can develop. In particular, we need that

1. there exist a certain value $\xi_{s i n g}$ corresponding to $|R| \rightarrow \infty$,
2. the potential be finite in $\tilde{\xi}_{\text {sing }}$, i.e. $U\left(\xi_{\text {sing }}\right)<\infty$.

### 3.2.2 Energy Conservation and the Scalaron Potential

If the previous requirements are met, then in general it is possible that $\xi$ reach $\xi_{\text {sing }}$ and hence $|R| \rightarrow \infty$. We can see this, for instance, from the "energy" conservation equation associated to (3.16), that is

$$
\begin{equation*}
\frac{1}{2} \dot{\zeta}^{2}+U(\xi, t)-\int^{t} d t^{\prime} \frac{\partial \widetilde{T}}{\partial t^{\prime}} \xi\left(t^{\prime}\right)=\text { const } \tag{3.19}
\end{equation*}
$$

where

$$
\begin{equation*}
U(\xi, t)=\widetilde{T}(t) \xi+\int^{\tilde{\zeta}} R\left(\xi^{\prime}\right) d \xi^{\prime} \tag{3.20}
\end{equation*}
$$

The last term in the l.h.s. of (3.19) is due to the explicit timedependence of $\widetilde{T}$, and if $\partial \widetilde{T} / \partial t>0$, as is the case in contracting systems even without specifically assuming ${ }^{3}$ (3.2), it will produce an increase in the "canonical" energy (kinetic + potential).

Note that this is true for $\xi>0$, whereas for $\xi<0$ it would give the opposite behaviour. However, it has been shown that the condition $F_{, R}<0$, corresponding to $\xi>0$, is crucial for the correct behaviour of modified gravity models at (relatively) low curvatures [212].

As we have previously mentioned, usually it not possible to invert the relation $\xi=\xi(R)$ in order to obtain $R=R(\xi)$ and solve the integral in (3.20) exactly. Nonetheless, for the two models considered and in the limit $R / R_{c} \gg 1$ this procedure is possible; apart from an additive constant, which we can put to zero, the approximate potentials are equal and read

$$
\begin{equation*}
U \simeq \widetilde{T}(t) \xi+3 \lambda R_{c}(2 n+1)\left(\frac{\xi}{6 n \lambda}\right)^{\frac{2 n}{2 n+1}} \tag{3.21}
\end{equation*}
$$

The shape of this potential is shown in Fig. 3.1. The bottom of the potential, as expected from (3.16), is in $R+\widetilde{T}=0$. Moreover, $\xi_{\text {sing }}=0$ and $U\left(\xi_{\text {sing }}\right)=$ const.

### 3.3 ADIABATIC REGION

For simplicity, let us initially assume that the oscillations of $\xi$ in its potential are "adiabatic", in the sense that at each oscillation $\xi$ moves between two values

$$
\begin{equation*}
\xi_{\min }(t), \quad \xi_{\max }(t), \tag{3.22}
\end{equation*}
$$

at roughly the same "height", that is with

$$
U\left(\xi_{\min }\right)=U\left(\xi_{\max }\right) .
$$

3 Assuming (3.2), $\partial \widetilde{T} / \partial t=T_{0} / t_{\text {contr }} \neq \widetilde{T}_{0} / t_{\text {contr }}$ (see Eqs. 3.2 and 3.13), so (3.19) is further simplified, with the last term simply being proportional to $\int^{t} d t^{\prime} \xi$.


Figure 3.1 - Qualitative shape of potentials for models (3.1), assuming $R / R_{c} \gg 1$. For both models $\xi=\xi_{\text {sing }}=0$ (the black dot) corresponds to the singular point $|R| \rightarrow \infty$. The typical time evolution is also shown, from light grey (earlier times) to black (later times).

We should stress that $\xi_{\text {min }}$ and $\xi_{\text {max }}$ are considered to be slowly varying, so that it makes sense to compare these two values even though they do not correspond to the same instant of time, but are rather evaluated at different times with a $\delta t$ of order $\omega^{-1}$.

The validity of this approximation can be understood as follows: the potential is roughly of the order of $\widetilde{T} \xi$, whereas the variation of the integral term in (3.19) in one oscillation is of order $\dot{\widetilde{T}} \xi / \omega$. If $\omega$ is much larger than the inverse contraction time, that is

$$
\omega \gg \frac{\dot{\widetilde{T}}}{\widetilde{T}}
$$

which is the case for the models considered below (see Eq. 3.1) provided that the contraction is sufficiently slow, then the integral term can be considered approximately constant over a large number of oscillations.
Assuming (3.2), this basically results in the condition

$$
\begin{equation*}
\frac{\omega t_{\text {contr }}}{2 \pi} \gg 1 \tag{3.23}
\end{equation*}
$$

where the factor $2 \pi$ only indicates that the period of the oscillations of $\xi$ is $2 \pi \omega^{-1}$, not $\omega^{-1}$. For the models under investigation, this gives roughly

$$
\begin{equation*}
\frac{\varrho_{29}^{2 n+2} t_{10}^{2}}{n \lambda(2 n+1) R_{29}^{2 n+1}} \gg 142 \tag{3.24}
\end{equation*}
$$

Later, we will relax this assumption and work in the opposite regime, where $\dot{\widetilde{T}} / \widetilde{T} \gtrsim \omega$.

Let us expand $\xi$ around the "average" value

$$
\begin{equation*}
\xi_{a}(t) \equiv \xi(R=-\widetilde{T}) \tag{3.25}
\end{equation*}
$$

which corresponds to the value of $\xi$ if the behaviour of the system were described by the usual GR solution $R+\widetilde{T}=0$. We could be misled to infer from (3.12) that with this definition $\xi_{a}$ must exactly satisfy

$$
\begin{equation*}
\ddot{\xi}_{a}=0, \tag{3.26}
\end{equation*}
$$

so that $\xi_{a} \sim t$. This is not true, because near the GR solution we can no longer neglect sub-leading terms in (3.6) and hence use (3.12). In some sense, (3.26) remains true provided that we interpret it as the statement

$$
\begin{equation*}
\left|\ddot{\zeta}_{a}\right| \ll|R|, \widetilde{T} . \tag{3.27}
\end{equation*}
$$

Ultimately, $\xi_{a}$ is the reference point for $\xi$ because it corresponds to the bottom of its potential (see Eq. 3.16). Nonetheless $\xi_{a}$ is not the solution of (3.16), but merely a test function helping us quantifying how the behaviour of $R$ in $f(R)$ gravity differs from that of GR. After all, $\xi$ in $G R$ is identically zero.

Thus we write

$$
\begin{align*}
\xi(t) & =\xi_{a}(t)+\xi_{1}(t)  \tag{3.28a}\\
& \equiv \xi_{a}(t)+\alpha(t) \sin \Phi(t), \tag{3.28b}
\end{align*}
$$

where

$$
\begin{equation*}
\Phi(t) \simeq \int^{t} d t^{\prime} \omega \tag{3.28c}
\end{equation*}
$$

The function $\alpha$ is also assumed to be relatively slowly-varying, that is

$$
\begin{equation*}
\frac{\dot{\alpha}}{\alpha} \ll \omega . \tag{3.29}
\end{equation*}
$$

In terms of the quantities of (3.22), we have

$$
\begin{equation*}
\xi_{\min } \simeq \xi_{a}-\alpha, \quad \xi_{\max } \simeq \xi_{a}+\alpha . \tag{3.30}
\end{equation*}
$$

### 3.3.1 Harmonic Regime

We initially assume that the amplitude of oscillations is small enough that the potential can be approximated by a harmonic potential:

$$
\begin{equation*}
U(\xi, t) \simeq U_{0}(t)+\frac{1}{2} \omega^{2}\left(\xi-\xi_{a}\right)^{2} \tag{3.31}
\end{equation*}
$$

where $\omega$ was defined in (3.18) and as we can see from equations (3.15) and (3.21)

$$
\begin{equation*}
U_{0}(t) \equiv U\left(\xi_{a}(t)\right)=3 \lambda R_{c}\left(-\frac{R_{c}}{\widetilde{T}(t)}\right)^{2 n} \tag{3.32}
\end{equation*}
$$

This is equivalent to considering the first-order approximation in $\xi_{1}$ (defined in Eq. 3.28a). Equation (3.16) then reads

$$
\begin{equation*}
\ddot{\xi}_{1}+\omega^{2} \xi_{1} \simeq-\ddot{\xi}_{a} \tag{3.33}
\end{equation*}
$$

Using the expansion (3.28b) and neglecting $\ddot{\xi}_{a}$ and $\ddot{\alpha}$ yields

$$
\begin{equation*}
\frac{\dot{\omega}}{\omega} \simeq-2 \frac{\dot{\alpha}}{\alpha} \quad \Rightarrow \quad \alpha(t) \simeq \alpha_{0} \sqrt{\frac{\omega_{0}}{\omega(t)}} \tag{3.34}
\end{equation*}
$$

As long as the approximations hold, this can be considered a rather general result, and the specific $F(R)$ model will determine the behaviour of the oscillations. The value $\alpha_{0}$ in Eq. (3.34) is strictly related to the initial conditions, that is to the initial displacement from the GR behaviour. We will fix the initial values of $R$ and $\dot{R}$, and from those derive the initial values of $\xi$ and $\dot{\xi}$. Thus, $\alpha_{0}$ can be calculated differentiating Eq. (3.28b), yielding

$$
\begin{equation*}
\dot{\xi}_{0}\left(R_{0}, \dot{R}_{0}\right) \simeq \dot{\xi}_{a, 0}+\alpha_{0} \omega_{0} \quad \Rightarrow \quad \alpha_{0} \simeq \frac{\dot{\xi}_{0}-\dot{\xi}_{a, 0}}{\omega_{0}} \tag{3.35}
\end{equation*}
$$

This corresponds to the explicit solution

$$
\alpha(t) \simeq\left(\dot{\xi}_{0}-\dot{\xi}_{a, 0}\right)\left[\omega_{0} \omega(t)\right]^{-1 / 2}
$$

Please note that, apparently, we have not made use of the assumption $U\left(\xi_{\text {sing }}\right)<\infty$ considered before. Although not necessary to perform calculations, this condition is needed to ensure that the expansion (3.28) be reliable. In fact, oscillations are harmonic only if the potential is nearly quadratic; this assumption is usually quite reasonable, especially near the bottom of the potential, but loses validity, for instance, near points at which $U$ diverges. Therefore, models in which $U(\xi)$ is singular in $\xi=\xi_{\text {sing }}=\xi(|R| \rightarrow \infty)$ cannot be discussed within the framework of this Chapter.

Also, it is clear from Eq. (3.36) that if $\dot{\xi}_{0}=\dot{\xi}_{\alpha, 0}$ the amplitude of oscillations would vanish at all times. This can be immediately proved to be wrong, for instance numerically. This is an unfortunate consequence of the approximations used to derive (3.36), particularly neglecting $\ddot{\zeta}_{a}$ in (3.33); evidently, the source term $\ddot{\tilde{\xi}}_{a} \neq 0$ will produce oscillations regardless of the initial conditions. When $\alpha$ is initially very small, $\ddot{\xi}_{a}$ and in general terms proportional to $1 / t_{\text {contr }}^{2}$ should be kept and the approximations used are no longer valid. Therefore, Eq. (3.36) is reliable when ( $\dot{\xi}_{0}-\dot{\xi}_{\alpha, 0}$ ) is "large" enough, say of the order of $\dot{\xi}_{\alpha, 0}$.

In order to have simple and more or less reliable estimates, we will use the initial conditions

$$
\left\{\begin{array}{l}
R_{0}=-\widetilde{T}_{0}  \tag{3.37}\\
\dot{R}_{0}=-\kappa \dot{\widetilde{T}}_{0}=-\kappa T_{0} / t_{\text {contr }}
\end{array}\right.
$$

where $\kappa$ is a free parameter quantifying the initial displacement from the GR behaviour $R+\widetilde{T}=0$; in particular, $\kappa=1$ corresponds to the situation in which $R$ initially behaves exactly as if there were no $F(R)$ at all (but still a cosmological constant). For simplicity, only change the initial "velocity" $\dot{R}_{0}$.
Because of the considerations made above and noting that with these initial conditions

$$
\begin{equation*}
\dot{\xi}_{0}=\kappa \dot{\xi}_{a, 0}, \tag{3.38}
\end{equation*}
$$

our results will be particularly reliable for values of $\kappa$ not too close to unity.

Using these initial conditions, the amplitude of the scalaron oscillations for models (3.1) evolves as (see also Eq. 3.18):

$$
\begin{align*}
\alpha(t) & \simeq \frac{[6 n \lambda(2 n+1)]^{\frac{3}{2}}|1-\kappa|\left|R_{c}\right|^{3 n+\frac{3}{2}} \dot{\widetilde{T}}_{0}}{\widetilde{T}_{0}^{\frac{5(n+1)}{2}} \widetilde{T}(t)^{(n+1) / 2}},  \tag{3.39a}\\
& =\frac{[6 n \lambda(2 n+1)]^{\frac{3}{2}}|1-\kappa|\left|R_{c}\right|^{3 n+\frac{3}{2}} T_{0}^{2}}{\widetilde{T}_{0}^{\frac{5(n+1)}{2}} \widetilde{T}(t)^{\frac{n+1}{2}} t_{c o n t r}^{2}} . \tag{3.39b}
\end{align*}
$$

Accordingly, $R$ oscillates around its $G R$ value $R=-\widetilde{T}$. We thus define

$$
\begin{equation*}
R(t)=-\widetilde{T}+\beta R_{0} r_{o s c}, \tag{3.40}
\end{equation*}
$$

where $r_{o s c}$ has maximum absolute value equal to 1 and contains all the information about the oscillations of curvature, whereas the dimensionless function $\beta$ contains the information about the amplitude of such oscillations. Using (3.15) and (3.39), and expanding at linear order in $\beta$, we find

$$
\begin{equation*}
|\beta| \simeq \frac{\widetilde{T}^{2 n+2}|\alpha|}{6 n \lambda(2 n+1) \widetilde{T}_{0}\left|R_{c}\right|^{2 n+1}} . \tag{3.41}
\end{equation*}
$$

In figure 3.2 we show a comparison between the numerical solutions of (3.16) and our estimates, using the approximate model (3.9). With the chosen values of parameters, we have

$$
\begin{equation*}
\frac{\omega_{0} t_{\text {contr }}}{2 \pi} \simeq 30 \tag{3.42}
\end{equation*}
$$

so the fast-roll condition (3.23) is satisfied. The agreement between our analytical estimates and numerical results is expected to improve as $\omega_{0} t_{\text {contr }}$ increases. In Fig. 3.3 we show a comparison of the various terms in (3.6).

### 3.3.2 Approaching the Singularity: Anharmonic Oscillations

As $\xi$ decreases and $|R|$ increases, $\alpha$ grows so that eventually there appear anharmonic features in the oscillations of the scalaron.


Figure 3.2 - Comparison of the evolution of $\xi$ for the HuSawicki model with the predicted result, see equations (3.28) and (3.36). The values of parameters used are: $n=3, \lambda=R_{29}=1, \varrho_{29}=2 \cdot 10^{2}$ and $t_{10}=1 \cdot 10^{-6}$, $\kappa=0.5$. The value $n=3$ gives satisfactory result for these models in reproducing the known cosmological evolution. Top left: numerical solution for $\xi$ (black), compared to the "average" value $\xi_{a}$ (gray), defined in (3.25), normalised in units of $\xi_{0}$. Top right: plot of $\xi_{1}(3.28)$, compared to the expected evolution of the amplitude $\alpha$ (3.39), normalised to $\xi_{0}$. Bottom left: evolution of $R / R_{0}$ with time (black), compared to the external energy/mass density (gray). Note that (3.2) is assumed. Bottom right: oscillations of $R$ around its GR value $R=-\widetilde{T}$; the amplitude grows with time following (3.41) quite accurately.

This is due to the fact that, when $\alpha$ becomes of the order of $\xi_{a}$, the higher-order terms in the potential, which had been neglected in (3.31), become important. The different shape of the potential (3.21) on the left and on the right of the bottom (see also figure 3.1) determines an asymmetry of oscillations around the expected average value $\xi_{a}$. In particular, it is easy to infer that, redefining

$$
\begin{equation*}
\xi_{\min } \equiv \xi_{a}-\alpha_{-}, \quad \xi_{\max } \equiv \xi_{a}+\alpha_{+} \tag{3.43}
\end{equation*}
$$

we should have $\alpha_{-}<\alpha_{+}$, because the potential is steeper for $\xi<\xi_{a}$ than it is for $\xi>\xi_{a}$. Note that in the harmonic regime we assumed (see Eq. 3.30)

$$
\begin{equation*}
\xi_{\max }-\xi_{a}=\xi_{a}-\xi_{\min }=\alpha . \tag{3.44}
\end{equation*}
$$

The variation of $\alpha$ is caused by the change in the shape of the potential with time and the increasing "energy" of the field, in


Figure 3.3-Comparison of the different terms in (3.6); the lines are, respectively, $|R+T|$ (black), $|2 F|$ (dashed) and ${ }^{10^{12}\left|F_{, R} R\right| \text { (gray), and parameters are those of Fig. 3.2. }}$ Notice that, as expected, $F_{, R} R$ is absolutely negligible, whereas $F$ is of the order of $R+T$. Still, since it only produces an almost constant offset in the GR solution, there is no appreciable effect on solutions as indicated by fig. 3.2. For details, see the discussion above and below Eq. 3.11.
the sense of equation (3.19). In the harmonic region, using (3.22) and (3.31) yields

$$
\begin{equation*}
U\left(\xi_{\max }\right) \simeq U\left(\xi_{\min }\right) \simeq U_{0}+\frac{1}{2} \omega^{2} \alpha^{2} \equiv U_{0}+\Delta U \tag{3.45}
\end{equation*}
$$

Note that all quantities involved are functions of time. The term $\Delta U$, if we neglect the integral term in (3.19), corresponds to the maximum value of $\dot{\zeta}^{2} / 2$, that is the value this term has when the field is at the bottom of the potential. Since we are basically considering a classical harmonic oscillator, this is an expected result. Substituting the explicit values, we find

$$
\begin{equation*}
\Delta U \simeq \frac{18[n \lambda(2 n+1)(1-\kappa)]^{2}\left|R_{c}\right|^{4 n+2} \widetilde{T}^{n+1} \dot{\widetilde{T}}_{0}^{2}}{\widetilde{T}_{0}^{5 n+5}} \tag{3.46}
\end{equation*}
$$

As mentioned before, this result depends essentially on the variation of the shape of the potential and on the increase of the energy of $\xi$, not on the assumption of harmonicity. Therefore, we will assume that $\Delta U$ continues to follow (3.46) even away from the harmonic region. In particular, we are interested in the region very close to the singularity, namely $\xi_{a} \simeq \alpha$. We will see numerically that this assumption is in good agreement with exact results.

Near the singularity, the term in the potential (3.21) linear in $\xi$ goes to zero more rapidly than the other term, so it can be neglected; therefore, the request that

$$
\begin{equation*}
U\left(\xi_{a}-\alpha_{-}\right)=U_{0}+\Delta U, \tag{3.47}
\end{equation*}
$$



Figure 3.4-Numerical solution for: $n=3, \lambda=R_{29}=1$, $\varrho_{29}=2 \cdot 10^{2}, t_{10}=5 \cdot 10^{-7}$. Top Panel: as $\xi$ approaches the singularity, its oscillations around $\xi_{a}$ start showing anharmonic features. Bottom Panel: the lower values of $\xi-\xi_{a}$ are clearly different from the naively predicted value (3.39), the dashed line in the picture, whereas the refined result of Eq. 3.48 (thin, solid line) is in very good agreement with the numerical solution.
using equation (3.22), leads to the solution

$$
\begin{equation*}
\alpha_{-}(t) \simeq \xi_{a}(t)-6 n \lambda\left[\frac{U_{0}(t)+\Delta U(t)}{3 \lambda R_{c}(2 n+1)}\right]^{\frac{2 n+1}{2 n}} . \tag{3.48}
\end{equation*}
$$

The explicit forms of $U_{0}$ and $\Delta U$ for the models considered are given, respectively, by equations (3.32) and (3.46).

In figure 3.4, we show $\xi$ approaching the singularity, with $\xi_{\text {min }} \ll \xi_{a}$. As expected, the old estimate (3.39) no longer reproduces the behaviour of numerical solutions, whereas the new result (3.48) works very well.

### 3.3.3 Generation of the Singularity

We are now ready to make the final calculations in order to derive the critical energy/mass density $T_{\text {sing }}$ corresponding to the curvature singularity. We can either use (3.48) or equivalently the condition

$$
U_{0}+\Delta U=U\left(\xi_{\text {sing }}\right)=0
$$



Figure 3.5-Relative errors of table 3.1. The discrepancy between analytical estimates and exact values decreases as $t_{\text {contr }}$ increases, but tends to a constant value of about $0.2 \%$. The "cusp" at small errors at $t_{10} \simeq 10^{-5}$ corresponds to a change in sign of $\Delta T_{\text {sing }} / T_{\text {sing }}$. See the text for further details.
to obtain

$$
\begin{align*}
\frac{\widetilde{T}_{\text {sing }}}{\widetilde{T}_{0}} & =\left[\frac{\widetilde{T}_{0}^{2 n+4}}{6 \lambda n^{2}(2 n+1)^{2}(1-\kappa)^{2}\left|R_{c}\right|^{2 n+1} \dot{\widetilde{T}}_{0}^{2}}\right]^{\frac{1}{3 n+1}}  \tag{3.49a}\\
& \simeq\left[0.28 \frac{\varrho_{29}^{2 n+2} t_{10}^{2}\left(1+2 \lambda R_{29} / \varrho_{29}\right)^{2 n+4}}{\lambda n^{2}(2 n+1)^{2}(1-\kappa)^{2} R_{29}^{2 n+1}}\right]^{\frac{1}{3 n+1}} .
\end{align*}
$$

The corresponding timescale for the formation of the singularity, using equation (3.2) and (3.13), is simply

$$
\begin{equation*}
\frac{t_{\text {sing }}}{t_{\text {contr }}}=\frac{T_{\text {sing }}}{T_{0}}-1=\frac{\widetilde{T}_{\text {sing }}-4 \Lambda}{\widetilde{T}_{0}-4 \Lambda}-1 \tag{3.49b}
\end{equation*}
$$

In table 3.1, we show a comparison of a few analytical estimates with exact numerical results. The agreement increases with increasing $t_{\text {contr }}$ (and increasing $T_{\text {sing }}$ ), which in fact corresponds to the situation in which the assumptions of adiabaticity are particularly reliable, see for instance Eq. 3.23.
Even for the smallest values of $t_{\text {contr }}$ considered in Tab. 3.1, the discrepancy between the numerical and analytical values is at most a few percent. Notice that this is a considerable and perhaps surprising result, since for the first value in table $3.1\left(t_{10}=1 \cdot 10^{-6}\right)$ we have

$$
\frac{\omega_{0} t_{c o n t r}}{2 \pi} \simeq 2
$$

so that the condition (3.23) is actually barely fulfilled, and yet the analytical estimates work more than sufficiently well.

In general, the accuracy of our analytical estimate should increase with increasing $\omega_{0} t_{\text {contr }}$, as the adiabatic approximation is more and more accurate. Instead, the relative errors seem to tend

| $t_{10}$ | $\widetilde{T}_{\text {sing }} / \widetilde{T}_{0}$ |  | $t_{10}$ | $\widetilde{T}_{\text {sing }} / \widetilde{T}_{0}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Eq. (3.49) | exact |  | Eq. (3.49) | exact |
| $1 \cdot 10^{-6}$ | 1.40877 | 1.56622 | $1.0 \cdot 10^{-5}$ | 2.23276 | 2.23157 |
| $2 \cdot 10^{-6}$ | 1.61826 | 1.66162 | $1.2 \cdot 10^{-5}$ | 2.31567 | 2.3125 |
| $3 \cdot 10^{-6}$ | 1.75495 | 1.77693 | $1.4 \cdot 10^{-5}$ | 2.38818 | 2.38475 |
| $4 \cdot 10^{-6}$ | 1.85889 | 1.87618 | $1.6 \cdot 10^{-5}$ | 2.45282 | 2.44829 |
| $5 \cdot 10^{-6}$ | 1.94373 | 1.95447 | $1.8 \cdot 10^{-5}$ | 2.51128 | 2.5066 |
| $6 \cdot 10^{-6}$ | 2.01591 | 2.02037 | $2.0 \cdot 10^{-5}$ | 2.56476 | 2.55936 |
| $7 \cdot 10^{-6}$ | 2.07903 | 2.08139 | $2.5 \cdot 10^{-5}$ | 2.68182 | 2.67566 |
| $8 \cdot 10^{-6}$ | 2.1353 | 2.13753 | $3.0 \cdot 10^{-5}$ | 2.78141 | 2.77482 |
| $9 \cdot 10^{-6}$ | 2.1862 | 2.18478 | $5.0 \cdot 10^{-5}$ | 3.0806 | 3.07293 |

Table 3.1 - Critical energy/mass density $T_{\text {sing }}$ obtained using (3.49a), compared to the exact numerical result. Parameters are $n=3, \lambda=R_{29}=1, \kappa=0.5, \varrho_{29}=10^{2}$, so results depend on the value of $t_{\text {contr }}$.
asymptotically (mind the logarithmic scale) to a fixed, though quite small, value $0.2 \%$, for which we have not found an explanation; possibly, this feature could be due to numerical computation issues. Anyway, the accuracy of our analytical estimates is good enough for all practical purposes.

One could argue that we should have displayed results for longer $t_{\text {contr }}$ and perhaps larger $\varrho_{0}$, which are physically more realistic. Unfortunately, exploring that range of parameters is almost prohibitive from a computational standpoint, due to the massive number of oscillations occurring until $t$ reaches $t_{\text {sing }}$. Using equations (3.18) and (3.49) and assuming for simplicity $t_{\text {sing }} / t_{\text {contr }}>1$, we obtain in fact

$$
\begin{equation*}
N_{o s c} \simeq \int_{t_{0}}^{t_{\text {sing }}} \omega d t \propto\left(\varrho_{29}^{n+1} t_{10}\right)^{\frac{5 n+5}{3 n+1}} \tag{3.50}
\end{equation*}
$$

so even a small increase in $\varrho_{29}$ and/or $t_{10}$, especially for large $n$, can lead to an enormous increase in the time required for computations.

Nevertheless, we have no reason to believe that the satisfactory agreement of our estimates and numerical results would not hold in the case of more realistic values of parameters.

### 3.4 SLOW-ROLL REGION

Let us relax the assumptions of adiabaticity of section 3.3, and focus instead on the opposite regime, that is

$$
\begin{equation*}
\frac{\omega t_{\text {contr }}}{2 \pi} \ll 1, \tag{3.51}
\end{equation*}
$$

corresponding to Eq. (3.24) with inverted inequality sign. This is a slow-roll regime, in which the initial "velocity" of the field dominates over the acceleration due to the potential. In first approximation, assuming that $\dot{\xi}_{0} \neq 0$, which is equivalent to $\kappa \neq 0$ in (3.37), we have

$$
\begin{equation*}
\xi(t) \simeq \xi_{0}+\dot{\xi}_{0} t \tag{3.52}
\end{equation*}
$$

Notice that $\dot{\xi}_{0}<0$. This behaviour, i.e. the fact that $\xi$ is roughly linear in $t$, can also be understood as follows. Considering equation (3.16), we see that neglecting $R+\widetilde{T}$ we are left with

$$
\begin{equation*}
\ddot{\xi}=0, \tag{3.53}
\end{equation*}
$$

which has exactly the solution (3.52). This does not mean that we are precisely sitting on the solution $R+\widetilde{T}=0$, because $\ddot{\zeta}(R+\widetilde{T}=$ $0) \equiv \ddot{\xi} a \neq 0$; otherwise, we would not have any singularity since $R$ would simply follow the smooth evolution of $\widetilde{T}$. Rather, it means that (3.53) coincides with (3.16) up to corrections of order $R+\widetilde{T}$. Since we can estimate

$$
\begin{equation*}
\ddot{\xi} \sim \frac{\xi}{t_{\text {contr }}^{2}}, \tag{3.54}
\end{equation*}
$$

and

$$
\begin{equation*}
R+\widetilde{T}=\frac{\partial U}{\partial \xi} \sim \omega^{2} \xi \tag{3.55}
\end{equation*}
$$

we find that

$$
\begin{equation*}
\frac{\ddot{\zeta}}{R+\widetilde{T}} \sim \frac{1}{\omega^{2} t_{c o n t r}^{2}} \gg 1 . \tag{3.56}
\end{equation*}
$$

This means that (3.16) and (3.53), in this regime, are equal provided that we neglect terms of order $\left(\omega t_{\text {contr }}\right)^{2}$; this is a legitimate approximation when (3.51) holds.

The reader may compare this to the assumptions of Sec. 3.3, where instead we had neglected terms $\propto t_{\text {contr }}^{-2}$. In that regime, the dominant contribution to $\ddot{\xi}$ was oscillatory, with

$$
\ddot{\xi}_{\text {adiab }} \sim \omega^{2} \tilde{\xi},
$$

because we had $\omega t_{\text {contr }} \gg 1$.


Figure 3.6-Numerical results for parameters: $n=3$, $\lambda=R_{29}=1, \varrho_{29}=30, t_{10}=1 \cdot 10^{-5}, \kappa=0.5$. Initially, $\omega_{0} t_{\text {contr }} / 2 \pi \simeq 0.2$, so the condition (3.51) is narrowly fulfilled. Top Panel: only a portion of $R / R_{0}$ (which diverges) is shown, in order to have a comparison with $\widetilde{T} / \widetilde{T}_{0}$ (thin, solid line); the singularity is reached at $t_{\text {sing }} / t_{\text {contr }} \simeq 0.3$ (dashed vertical line; see Tab. 3.2). Initially, the slope of $R / R_{0}$ is different from that of $\widetilde{T} / \widetilde{T}_{0}$ because $\kappa \neq 1$. Bottom panel: $\xi$ does not follow $\xi_{a}$ (gray line) at all, but rather decreases roughly linearly with time, in qualitative agreement with (3.52).

### 3.4.1 Generation of the Singularity

With the simple solution (3.52), it is straightforward to see that $\xi$ reaches the singularity $\xi_{\text {sing }}=0$ at

$$
\begin{equation*}
t_{\text {sing }} \simeq-\frac{\xi_{0}}{\dot{\xi}_{0}}, \quad \widetilde{T}_{\text {sing }} \simeq T_{0}\left(1-\frac{\xi_{0}}{\dot{\xi}_{0} t_{\text {contr }}}\right)+4 \Lambda \tag{3.57}
\end{equation*}
$$

Using the explicit expressions for the models under consideration, we obtain the very simple expression

$$
\begin{equation*}
\frac{t_{\text {sing }}}{t_{\text {contr }}} \simeq \frac{1+4 \Lambda / T_{0}}{(2 n+1) \kappa} \tag{3.58a}
\end{equation*}
$$

or equivalently

$$
\frac{\widetilde{T}_{\text {sing }}}{\widetilde{T}_{0}} \simeq 1+\frac{1}{(2 n+1) \kappa}
$$

In figure 3.6 , we show the typical behaviour of $\xi$ and $R$ in this regime, until the singularity.

Basically, we are assuming that the motion of $\xi$ is completely dominated by the initial conditions, and that the acceleration due to the potential is negligible. Of course, for $\kappa \rightarrow 0$ the approximation loses its validity because the initial velocity is practically zero, but this is not worrisome because the most physically sensible choices are those with $\kappa \simeq 1$. The theoretical estimates of Tab. 3.2 are in remarkable agreement with the exact numerical values, and as expected the two results differ significantly only when $\kappa \ll 1$. The relative errors are depicted in Fig. 3.7.

As expected, errors decrease for increasing values of $\kappa$, except for the region $\kappa \simeq 0.6$, which is most likely a numerical feature and should have no physical meaning. Nonetheless, the agreement between analytical and numerical values is excellent, especially considering that the slow-roll condition (3.51) is barely fulfilled, in fact $\omega_{0} t_{\text {contr }} / 2 \pi \simeq 0.2$.
The particular choice of parameters was motivated by the requirement of a somewhat realistic value of $t_{\text {contr }}$, in particular not too small. Taking larger values of $\varrho_{29}$ and tuning $t_{10}$ to have, say, $\omega_{0} t_{\text {contr }} / 2 \pi<10^{-2}$ yields estimates in outstanding agreement with numerical calculations, because the approximations (3.8) and (3.51) are all the more accurate. As an example, consider:

$$
\left\{\begin{array}{l}
n=3  \tag{3.59}\\
\lambda=R_{29}=1 \\
\varrho_{29}=10^{2} \\
t_{10}=10^{-9} \\
\kappa=1
\end{array} \quad \Rightarrow \quad \frac{\omega_{0} t_{\text {contr }}}{2 \pi} \simeq 0.2 \%\right.
$$

which gives the terrific value

$$
\begin{equation*}
\frac{\Delta t_{\text {sing }}}{t_{\text {sing }}} \simeq 3 \cdot 10^{-7} \tag{3.60}
\end{equation*}
$$

The price to pay, however, is to have unnaturally small contraction times, for instance $t_{\text {contr }}=10$ years in this case, therefore further similar results were not explicitly shown. Still, it is good to notice that the mathematical accuracy of our estimates improves as expected.

| $\kappa$ | $t_{\text {sing }} / t_{\text {contr }}$ |  | $\kappa$ | $t_{\text {sing }} / t_{\text {contr }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Eq. (3.58) | exact |  | Eq. (3.58) | exact |
| 0.1 | 1.52381 | 0.73706 | 1.1 | 0.138528 | 0.13899 |
| 0.2 | 0.761905 | 0.592958 | 1.2 | 0.126984 | 0.127378 |
| 0.3 | 0.507937 | 0.466093 | 1.3 | 0.117216 | 0.117551 |
| 0.4 | 0.380952 | 0.370184 | 1.4 | 0.108844 | 0.109129 |
| 0.5 | 0.304762 | 0.302237 | 1.5 | 0.101587 | 0.101831 |
| 0.6 | 0.253968 | 0.253789 | 1.6 | 0.0952381 | 0.0954476 |
| 0.7 | 0.217687 | 0.218171 | 1.7 | 0.0896359 | 0.0898169 |
| 0.8 | 0.190476 | 0.191103 | 1.8 | 0.0846561 | 0.0848133 |
| 0.9 | 0.169312 | 0.169917 | 1.9 | 0.0802005 | 0.0803378 |
| 1.0 | 0.152381 | 0.152918 | 2.0 | 0.0761905 | 0.076311 |

Table 3.2 - Comparison of analytical estimates and numerical results for $t_{\text {sing }} / t_{\text {contr }}$. The parameters used are: $n=3$, $\lambda=R_{29}=1, \varrho_{29}=30, t_{10}=1 \cdot 10^{-5}$.

### 3.5 REMARKS ON THE VALIDITY OF THE APPROXIMATIONS USED

3.5.1 Low Gravity: $g_{\mu \nu} \simeq \eta_{\mu v}$

At the beginning of section 3.2, we made the substitution

$$
\begin{equation*}
\nabla_{\mu} \nabla^{\mu}=g^{\mu v} \nabla_{\mu} \nabla_{v} \rightarrow \square=\eta^{\mu v} \partial_{\mu} \partial_{v} \rightarrow \partial_{t}^{2} \tag{3.61}
\end{equation*}
$$

assuming the homogeneity of the cloud and low gravity. The latter approximation is usually quite reasonable for astronomical densities, except for compact stars. However, one may be argue


Figure 3.7 - Relative errors of table 3.2. Noticeably, only for very small values of $\kappa$, say less than a few percent, there is an appreciable difference between our estimate and the exact result.
that if $R \rightarrow \infty$, even with relatively low $\varrho$, we are no longer in low-gravity regime, and thus the approximation fails. In order to show that $g_{\mu \nu} \simeq \eta_{\mu v}$ and $R \rightarrow \infty$ are compatible, let us assume the simple homogeneous, isotropic line element

$$
\begin{equation*}
d s^{2}=d t^{2}-[1+\psi(t)] d \mathbf{x}^{2}, \quad|\psi| \ll 1, \tag{3.62}
\end{equation*}
$$

with $\psi(t)$ parametrising the deviation from Minkowski. In this case, the scalar curvature is

$$
\begin{equation*}
R=-\frac{3 \ddot{\psi}}{1+\psi} \simeq-3 \ddot{\psi} \tag{3.63}
\end{equation*}
$$

so we have

$$
\begin{align*}
\psi\left(t_{\text {sing }}\right) & \simeq-\frac{1}{3} \int_{t_{0}}^{t_{\text {sing }}} d t \int_{t_{0}}^{t} d t^{\prime} R\left(t^{\prime}\right) \\
& \simeq \frac{1}{3} \int_{t_{0}}^{t_{\text {sing }}} d t \int_{t_{0}}^{t} d t^{\prime} \widetilde{T}\left(t^{\prime}\right) \\
& \simeq \frac{\widetilde{T}_{0} t_{\text {sing }}^{2}}{6}+\frac{T_{0} t_{\text {sing }}^{3}}{18 t_{\text {contr }}} \\
& \simeq 0.28 \varrho_{29} t_{10}^{2} x^{2}\left(1+\frac{x}{3}\right) . \tag{3.64}
\end{align*}
$$

where we have expanded $R$ as in Eq. (3.40), neglected $\Lambda$ and defined

$$
\begin{equation*}
x=\frac{t_{\text {sing }}}{t_{\text {contr }}} . \tag{3.65}
\end{equation*}
$$

Low-gravity corresponds, roughly, to having (3.64) smaller than unity. Firstly, we focus on the case $x \lesssim 1$, and assume that we are in the fast-roll (adiabatic) regime. Since in this case we can use Eq. (3.49), the condition $x \lesssim 1$ becomes

$$
\begin{equation*}
\frac{0.28 \varrho_{29} t_{10}^{2}}{\lambda n^{2}(2 n+1)^{2}(1-\kappa)^{2}}\left(\frac{\varrho_{29}}{R_{29}}\right)^{2 n+1} \lesssim 2^{3 n+1}, \tag{3.66}
\end{equation*}
$$

so that $\varrho_{29} t_{10}^{2} \lesssim 1$ as well, since $\varrho_{29} \gg R_{29}$. Therefore,

$$
\begin{equation*}
\psi \sim \varrho_{29} t_{10}^{2} x<1 . \tag{3.67}
\end{equation*}
$$

If on the other hand $x \gtrsim 1$, the condition $\psi \lesssim 1$ yields roughly

$$
\begin{equation*}
\varrho_{29} t_{10}^{2} x^{3} \lesssim 10 \tag{3.68}
\end{equation*}
$$

that is

$$
\varrho_{29}^{9 n+7} \lesssim 4 \cdot 10^{3 n+1} \frac{\left[\lambda n^{2}(2 n+1)^{2}(1-\kappa)^{2} R_{29}^{2 n+1}\right]^{3}}{t_{10}^{6 n+8}} .
$$

It is easy to check that for all explicit numerical results presented in the text, this condition is very well satisfied. One should also
keep in mind that when $t_{\text {sing }} / t_{\text {contr }} \gg 1$ the behaviour $\varrho \sim t$ and thus the results of this Chapter are in any case expected to be less reliable.

The discussion of the slow-roll regime is even more straightforward, since $x<1$ (see Eqs. 3.51 and 3.58a) and

$$
\begin{equation*}
\varrho_{29} t_{10}^{2} \sim \omega_{0} t_{\text {contr }}\left(\frac{R_{29}}{\varrho_{29}}\right)^{2 n+1} \ll 1 \tag{3.69}
\end{equation*}
$$

so $\psi$ is safely smaller than unity.

### 3.5.2 Negligible Pressure: $p \ll \varrho$

Let us now consider the assumption of pressureless dust. We can combine the trace equation (3.12) with the time-time component of the modified Einstein equations (3.5) assuming the equation of state $p=w \varrho$, obtaining:

$$
\left\{\begin{array}{l}
\ddot{\zeta}+R+2 F=\frac{8 \pi}{m_{P l}^{2}}(\varrho-3 p)=\frac{8 \pi(1-3 w) \varrho}{m_{P l}^{2}},  \tag{3.70}\\
\left(1-\frac{\xi}{3}\right) R_{t t}-\frac{f}{2}=\frac{8 \pi \varrho}{m_{P l}^{2}}
\end{array}\right.
$$

Then, as in GR, the space-space equation is automatically fulfilled ${ }^{4}$, hence:

$$
\begin{equation*}
\left(1-\frac{\tilde{\xi}}{3}\right) R_{i i}+\frac{f}{2}+\frac{\ddot{\xi}}{3}=\frac{8 \pi p}{m_{P l}^{2}}=\frac{8 \pi w \varrho}{m_{P l}^{2}} . \tag{3.71}
\end{equation*}
$$

This is true for any equation of state $w$, including of course the non-relativistic case $w=0$, which corresponds to assuming

$$
\begin{equation*}
\frac{p}{\varrho} \ll 1 \quad \Rightarrow \quad T_{\mu}^{\mu} \simeq \frac{8 \pi}{m_{P l}^{2}} \varrho . \tag{3.72}
\end{equation*}
$$

The mathematical consistency of the Einstein equations is therefore guaranteed regardless of the assumed equation of state. Physically, we know from statistical mechanics that for non-relativistic particles

$$
\begin{equation*}
\frac{p}{\varrho} \sim \frac{v^{2}}{3 c^{2}} \tag{3.73}
\end{equation*}
$$

where $v$ is the typical velocity of the dust particles and $c$ is the speed of light. Given the total mass of the cloud $M$ and its radius

$$
\begin{equation*}
r \simeq\left(\frac{3 M}{4 \pi \varrho}\right)^{1 / 3} \tag{3.74}
\end{equation*}
$$

4 For simplicity we have also assumed isotropy, that is $R_{x x}=R_{y y}=R_{z z}$ and $p_{x}=p_{y}=p_{z}$, but the result can be easily generalised.
the velocity of the particles at time $t$ should approximately be

$$
\begin{equation*}
v \sim|\dot{r}| \simeq \frac{r_{0}}{3 t_{\text {contr }}\left(1+t / t_{\text {contr }}\right)^{1 / 3}} . \tag{3.75}
\end{equation*}
$$

Ultimately, this yields

$$
\begin{equation*}
\frac{p}{\varrho} \sim 10^{-9} \frac{M_{11}^{2 / 3}}{t_{10}^{2} \varrho_{29}^{2 / 3}\left(1+t / t_{\text {contr }}\right)^{8 / 3}} \tag{3.76}
\end{equation*}
$$

where

$$
\begin{equation*}
M_{11} \equiv \frac{M}{10^{11} M_{\odot}} \simeq \frac{M}{2 \cdot 10^{44} M_{11} \mathrm{~g}} \tag{3.77}
\end{equation*}
$$

In basically any conceivable astronomical situation, except for very massive, rarefied clouds with short, perhaps unnatural contraction times, this quantity is much smaller than one, so that $p$ is indeed negligible.

We should be completely honest and point out that for the smaller values of $t_{\text {contr }}$ shown in table 3.1, taking $M_{11} \sim 1$ gives a ratio $p / \varrho>1$, which seems to invalidate the initial assumptions. However, because of the considerations at the end of section 3.3.3, we can disregard these problems provided that we carefully choose physically realistic parameters. In other words, some of the values in table 3.1 are unlikely to describe existing physical systems, but are nonetheless a useful indication of the accuracy of our analytical estimates.

### 3.6 DISCUSSION AND CONCLUSIONS

The possibility of curvature singularities in $\operatorname{DE} f(R)$ gravity models has been confirmed and studied in a rather simple fashion. The trace of the modified Einstein equations has been rewritten, under the simplifying assumptions of homogeneity, isotropy and low-gravity, as an oscillator equation for the scalaron field $\xi$, which moves in a potential $U$ depending on the external energy/mass density and thus on time. In the two models considered [198, 199], the potential is finite in the point corresponding to the curvature singularity $|R| \rightarrow \infty$, that is $\xi_{\text {sing }}=0$; the energy conservation equation associated with $\xi$ indicates that the development of the singularity can be triggered by an increase in the external energy/mass density.

The ratio between the typical contraction time and the inverse frequency of the scalaron determines two distinct regimes. In the adiabatic regime the oscillations of $\xi$ are very fast compared to relevant variations of $U$, and such oscillations are almost harmonic. Performing a linear analysis, we have estimated the scalaron amplitude and frequency analytically. The singularity is expected to be reached when the amplitude of the oscillations of $\xi$ exceeds the
separation between the "average" value $\xi_{a}$, which corresponds at each instant to the position of the bottom of the potential, and the singular point $\xi_{\text {sing }}$.
In the slow-roll regime, the typical oscillation time of the field $\xi$ is much longer than the typical contraction time, which also determines the timescale for significant changes in the potential. Thus, $\xi$ is mainly driven by its initial conditions, and the slope of the potential is not enough to stop the field from reaching the singular point. This may occur on relatively short timescales.

In both regimes, our analytical estimates and numerical results are in remarkable agreement (see tables 3.1 and 3.2, and figures 3.5 and 3.7).

In principle, the results of this work could provide simple methods to constrain and possibly rule out models [198, 199], and most likely the same technique could be applied to other models already proposed as well as to more sophisticated evolution laws different from (3.2). The development of a curvature singularity could reveal unexpected consequences in a more detailed analysis of the models, and the mechanisms described herein may play a highly non-trivial rôle, for instance, for the study of Jeans-like instabilities and hydrodynamical stellar (non-) equilibrium [204207]. This goes beyond the scope of this Chapter, and could be subject of further research.

Two effects could on one hand hinder the development of singularities, and on the other hand provide additional methods to constrain models: ultraviolet gravity modifications and gravitational particle production.
Ultraviolet corrections to the gravitational action should start dominating at large $R$, and set a limit to its growth; in turn, $R$ would never reach the singularity (for details see e.g. [209, 212]). Recently, a few works have investigated even more general ultraviolet aspects of (modified) gravity; a fully non-perturbative approach seems to point towards the altogether absence of singularities in gravity [214, 215].

Gravitational particle production, as is well known, is universal whenever curvature oscillates, and could in principle be a detectable source of high energy cosmic rays [2,5]. The backreaction on curvature is a damping of its oscillations, so this damping may prevent $R$ from reaching infinity as well. This is particularly important in the adiabatic regime, where there can be very many oscillations before $\xi$ reaches $\xi_{\text {sing }}$ and therefore a large amount of energy could be released into SM particles. The produced cosmic rays would carry model-dependent signatures which could provide us valuable information to improve the constraints on the known models and maybe even suggest new gravitational theories.

# 4 

# GRAVITATIONAL PARTICLE PRODUCTION IN $f(R)$ GRAVITY DURING STRUCTURE FORMATION 

E.V. Arbuzova, A.D. Dolgov, L. Reverberi, Eur. Phys. J. C 72, 2247 (2012),<br>E.V. Arbuzova, A.D. Dolgov, L. Reverberi, Phys. Rev. D 88, 024035 (2013).

### 4.1 INTRODUCTION

The initial suggestion [154-156] of gravity modification with $F(R) \sim \mu^{4} / R$ suffered from strong instabilities in celestial bodies [158, 159]. Because of that, further modifications have been suggested [197-199] which are free of these instabilities.

The suggested modifications, however, may lead to infinite- $R$ singularities in the past cosmological history [212] and in the future in astronomical systems with rising energy/matter density [200, 202, 203, 209]. Some properties of the singularity found in [209] were further studied in [173, 210]. These singularities can be successfully cured by the addition of an $R^{2}$-term into the action. Such a contribution naturally appears as a result of quantum corrections due to matter loops in curved space-time [136-138].

Another mechanism which may in principle eliminate these singularities is particle production by the oscillating curvature. If the production rate is sufficiently high, the oscillations of $R$ are efficiently damped and the singularity could be avoided (see below).

The $R^{2}$ term may also have dominated in the early universe where it could lead to strong particle production. The process was studied long ago in [138, 185, 186]. Renewed interest to this problem arose recently [1, 216], stimulated by the interest in possible effects of additional ultraviolet terms, $\sim R^{2}$, in infraredmodified $F(R)$ gravity models.

In this paper we discuss the behaviour of a popular $F(R)$ model of dark energy in the case of a contracting system, discussing the evolution of the curvature scalar $R$ and the related effects of gravitational particle production. The calculations are done both numerically and analytically. For realistic values of the
parameters, especially for extremely small coupling constant $g$, see Eq. (4.8), numerical calculations are not reliable, so we have found an approximate analytical solution and compared it with numerical one with small but not too small values of $g$, for which numerical solutions are reliable. The comparison confirms the very good precision of the analytical solution.

### 4.2 BASIC FRAMEWORKS AND EQUATIONS

We consider the model proposed in [199]:

$$
\begin{equation*}
F(R)=-\lambda R_{c}\left[1-\left(1+\frac{R^{2}}{R_{c}^{2}}\right)^{-n}\right]-\frac{R^{2}}{6 m^{2}} \tag{4.1}
\end{equation*}
$$

where $n$ is an integer, $\lambda>0$, and $\left|R_{c}\right|$ is of the order of $8 \pi \varrho_{c} / m_{P l}^{2}$, where $\varrho_{c}$ is the present day value of the total cosmological energy density. More precisely the value of $R_{c}$ is determined by equation (4.4) below. The $R^{2}$-term, absent in the original formulation, has been included to prevent curvature singularities in the presence of contracting bodies [209], and is relevant only at very large curvatures, because we need $m \gtrsim 10^{5} \mathrm{GeV}$ in order to preserve the successful predictions of the standard BBN [1].

The evolution of $R$ is determined from the trace of the modified Einstein equations:

$$
\begin{equation*}
3 \nabla^{2} F_{, R}-R+R F_{, R}-2 F=T \tag{4.2}
\end{equation*}
$$

where $\nabla^{2} \equiv \nabla_{\mu} \nabla^{\mu}$ is the covariant D'Alambertian operator, $F_{, R} \equiv d F / d R, T \equiv 8 \pi T_{\mu}^{\mu} / m_{P l}^{2}$, and $T_{\mu v}$ is the energy-momentum tensor of matter.

To describe the accelerated cosmological expansion, the function $F(R)$ is chosen in such a way that equation (4.2) has a nonzero constant curvature solution, $R=\bar{R}$, in the absence of matter. Observational data demand

$$
\bar{R}=-\frac{32 \pi \Omega_{\lambda} \varrho_{c}}{m_{P l}^{2}}
$$

where $\Omega_{\lambda} \approx 0.75$ is the vacuum-like cosmological energy density, deduced from the observations under the assumption of validity of the usual General Relativity (GR) with non-zero cosmological constant. Using this condition we can determine $R_{c}$ from the solution of the equation:

$$
\begin{equation*}
\bar{R}-\bar{R} F_{, R}(\bar{R})+2 F(\bar{R})=0 \tag{4.4}
\end{equation*}
$$

This equation has two different limiting solutions for sufficiently large $\lambda$, roughly speaking $\lambda>1$, namely $\bar{R} / R_{c}=2 \lambda$ and $\bar{R} / R_{c}=$ $1 /[n(n+1) \lambda]^{1 / 3}$. Following [199], we should consider only the maximal root $\bar{R} \lesssim 2 \lambda R_{c}$. Moreover, for the sake of simplicity and
definiteness, we will neglect these subtleties and assume $\lambda \sim 1$ and

$$
\begin{equation*}
R_{c} \simeq \bar{R} \simeq 1 / t_{U}^{2}, \tag{4.5}
\end{equation*}
$$

where $t_{U} \approx 4 \cdot 10^{17} \mathrm{~s}$ is the universe age. Still, for a more detailed study of the parameter space of the model, it could be necessary to consider the full numerical solution of Eq. (4.4) for all values of $\lambda$.

We are particularly interested in the regime $\left|R_{c}\right| \ll|R| \ll m^{2}$, in which $F$ can be approximated by

$$
\begin{equation*}
F(R) \simeq-R_{c}\left[1-\left(\frac{R_{c}}{R}\right)^{2 n}\right]-\frac{R^{2}}{6 m^{2}} . \tag{4.6}
\end{equation*}
$$

We consider a nearly-homogeneous distribution of pressureless matter, with energy/mass density rising with time but still relatively low (e.g. a gas cloud in the process of galaxy or star formation). In such a case the spatial derivatives can be neglected and, if the object is far from forming a black hole, the space-time would be almost Minkowski. Then equation (4.2) takes the form

$$
\begin{equation*}
3 \partial_{t}^{2} F_{, R}-R-T=0 . \tag{4.7}
\end{equation*}
$$

Let us introduce the dimensionless quantities ${ }^{1}$

$$
\begin{align*}
& z \equiv \frac{T(t)}{T\left(t_{i n}\right)} \equiv \frac{T}{T_{0}}=\frac{\varrho_{m}(t)}{\varrho_{m 0}},  \tag{4.8a}\\
& y \equiv-\frac{R}{T_{0}}  \tag{4.8b}\\
& g \equiv \frac{T_{0}^{2 n+2}}{6 n\left(-R_{c}\right)^{2 n+1} m^{2}}=\frac{1}{6 n\left(m t_{u}\right)^{2}}\left(\frac{\varrho_{m 0}}{\varrho_{c}}\right)^{2 n+2},  \tag{4.8c}\\
& \tau \equiv m \sqrt{g} t \tag{4.8d}
\end{align*}
$$

where $\varrho_{c} \approx 10^{-29} \mathrm{~g} / \mathrm{cm}^{3}$ is the cosmological energy density at the present time, $\varrho_{m 0}$ is the initial value of the mass/energy density of the object under scrutiny, and $T_{0}=8 \pi \varrho_{m 0} / m_{P l}^{2}$. Next let us introduce the new scalar field:

$$
\begin{equation*}
\xi \equiv \frac{1}{2 n}\left(\frac{T_{0}}{R_{c}}\right)^{2 n+1} F_{, R}=\frac{1}{y^{2 n+1}}-g y_{,}, \tag{4.9}
\end{equation*}
$$

in terms of which Eq. (4.7) can be rewritten in the simple oscillator form:

$$
\begin{equation*}
\xi^{\prime \prime}+z-y=0 \tag{4.10}
\end{equation*}
$$

where a prime denotes derivative with respect to $\tau$. The potential of the oscillator is defined by:

$$
\begin{equation*}
\frac{\partial U}{\partial \xi}=z-y(\xi) \tag{4.11}
\end{equation*}
$$

1 The parameter $g$ should not be confused with $\operatorname{det} g_{\mu v}$.

The substitution (4.9) is analogous to that done in [209] but now $y$ cannot be analytically expressed through $\xi$ and we have to use approximate expressions.

It is clear that (4.10) describes oscillations around $y=z$ (the "bottom" of the potential), which corresponds to the usual GR solution $R+T=0$. So we can separate solutions into an average and an oscillatory part. For small deviations from the minimum of the potential, solutions take the form:

$$
\begin{align*}
\xi(\tau) & =\left[\frac{1}{z(\tau)^{2 n+1}}-g z(\tau)\right]+\alpha(\tau) \sin F(\tau)  \tag{4.12}\\
& \equiv \xi_{a}(\tau)+\xi_{1}(\tau)
\end{align*}
$$

where

$$
\begin{equation*}
F(\tau) \equiv \int_{\tau_{0}}^{\tau} d \tau^{\prime} \Omega\left(\tau^{\prime}\right) \tag{4.13}
\end{equation*}
$$

and the dimensionless frequency $\Omega$ is defined as

$$
\begin{equation*}
\Omega^{2}=\frac{\partial^{2} U}{\partial \xi^{2}} \tag{4.14}
\end{equation*}
$$

taken at $y=z$. From (4.10), we find that it is equal to

$$
\Omega^{2}=-\left.\frac{\partial y}{\partial \tilde{\xi}}\right|_{y=z}=-\left.\frac{1}{\partial \xi / \partial y}\right|_{y=z}=\left(\frac{2 n+1}{z^{2 n+2}}+g\right)^{-1} \cdot \text { (4.15) }
$$

The conversion into the physical frequency $\omega$ is given by

$$
\begin{equation*}
\omega=\Omega m \sqrt{g} \tag{4.16}
\end{equation*}
$$

It is assumed that initially $\xi\left(\tau_{0}\right)$ sits at the minimum of the potential, otherwise we would need to add a cosine term in (4.9). If initially $\xi\left(\tau_{0}\right)$ was shifted from the minimum, the oscillations would generally be stronger and the effect of particle production would be more pronounced.

### 4.2.1 Potential for $\xi$

One cannot analytically invert Eq. (4.9) to find the exact expression for $U(\xi)$. However, we can find an approximate expression for $g y^{2 n+2} \ll 1(\xi>0)$ and $g y^{2 n+2} \gg 1(\xi<0)$. The value $\xi=0$ separates two very distinct regimes, in each of which $\Omega$ has a very simple expression [see Eq. (4.15)] and $\xi$ is dominated by either one of the two terms in the r.h.s. of Eq. (4.9). Hence, in those limits the relation $\xi=\xi(y)$ can be inverted giving an explicit expression for $y=y(\xi)$, and therefore the following form for the potential:

$$
\begin{equation*}
U(\xi)=U_{+}(\xi) \Theta(\xi)+U_{-}(\xi) \Theta(-\xi), \tag{4.17a}
\end{equation*}
$$



Figure 4.1 - Examples of the variation of potential (4.17) for different values of parameters. Left panel $(n=2, z=$ 1.5 ) solid line: $g=0.02$, dashed line: $g=0.01$, dotted line: $g=0.002$; the part of the potential at $\xi<\xi_{a}$ is increasingly steeper as $g$ decreases; the bottom of the potential also moves. Right panel ( $n=2, g=0.01$ ) solid line: $z=1.3$, dashed line: $z=1.4$, dotted line: $z=1.5$; the bottom of the potential moves to higher values of $U$ and lower values of $\xi$, as $z$ increases.
where

$$
\begin{align*}
& U_{+}(\xi)=z \xi-\frac{2 n+1}{2 n}\left[\left(\xi+g^{\frac{2 n+1}{2 n+2}}\right)^{\frac{2 n}{2 n+1}}-g^{\frac{2 n}{2 n+2}}\right] \\
& U_{-}(\xi)=\left(z-g^{-\frac{1}{2 n+2}}\right) \xi+\frac{\xi^{2}}{2 g} \tag{4.17b}
\end{align*}
$$

By construction $U$ and $\partial U / \partial \xi$ are continuous at $\xi=0$. The shape of this potential is shown in Fig. 4.1. We can write a conservation equation for a quantity which is analogous to the "energy" of the field $\xi$ :

$$
\begin{align*}
\text { const. } & =\frac{1}{2} \xi^{\prime 2}+U(\xi)-\int_{\tau_{0}}^{\tau} d \eta \frac{\partial U}{\partial \eta} \\
& =\frac{1}{2} \xi^{\prime 2}+U(\xi)-\int_{\tau_{0}}^{\tau} d \eta \frac{\partial z}{\partial \eta} \xi(\eta) \tag{4.18}
\end{align*}
$$

where $\xi$ and $\xi^{\prime}$ are taken at time moment $\tau$ coinciding with the upper integration bound. The oscillating part of $\xi$ in the
last integral term in (4.18) would be integrated away for fast harmonic oscillations of $\xi$. However, since the oscillations at late time become strongly asymmetric, this term rises with time, see Fig. 3 and Sec. 3.3.1 below.

The bottom of the potential, as it is obvious from Eq. (4.11), corresponds to the GR solution $R=-T$, or $y(\xi)=z$, and its depth (for $g z^{2 n+2}<1$ ) is

$$
\begin{equation*}
U_{0}(\tau) \simeq-\frac{1}{2 n z(\tau)^{2 n}} \tag{4.19}
\end{equation*}
$$

We will use a very simple form for the external energy density $z$, namely

$$
\begin{align*}
z(\tau) & =1+\kappa\left(\tau-\tau_{0}\right)  \tag{4.20a}\\
\varrho(t) & =\varrho_{0}\left(1+\frac{t-t_{0}}{t_{\text {contr }}}\right)  \tag{4.2ob}\\
\kappa^{-1} & \equiv m \sqrt{g} t_{\text {contr }} . \tag{4.20c}
\end{align*}
$$

Here, $\kappa^{-1}$ and $t_{\text {contr }}$ are respectively the dimensionless and physical timescales of the contraction of the system; analogously, $\tau_{0}$ and $t_{0}$ are respectively the dimensionless and physical initial times, which for simplicity and without loss of generality will be taken equal to o. This evolution law may not be accurate when $t / t_{\text {contr }}>1$, but results obtained with more sophisticated functions describing the contraction of the system are most likely in qualitative agreement with our results, provided that $\dot{\varrho}$ remains positive at all times.

It is also useful to express physical parameters such as $m$, the initial energy density $\varrho_{m 0}$, etc., in terms of their respective "typical" values. Let us define

$$
\begin{align*}
\varrho_{29} & \equiv \frac{\varrho_{m 0}}{\varrho_{c}},  \tag{4.21a}\\
m_{5} & \equiv \frac{m}{10^{5} \mathrm{GeV}^{\prime}}  \tag{4.21b}\\
t_{10} & \equiv \frac{t_{\text {contr }}}{10^{10} \text { years }} \tag{4.21c}
\end{align*}
$$

where $\varrho_{c}=10^{-29} \mathrm{~g} \mathrm{~cm}^{-3}$ is the present (critical) energy density of the Universe. In terms of these quantities, we can rewrite $g$ and $\kappa$ as

$$
\begin{align*}
& g \simeq 1.2 \times 10^{-94} \frac{\varrho_{29}^{2 n+2}}{n m_{5}^{2}}  \tag{4.22a}\\
& \kappa \simeq 1.9 \frac{\sqrt{n}}{\varrho_{29}^{n+1} t_{10}} . \tag{4.22b}
\end{align*}
$$

### 4.3 SOLUTIONS

### 4.3.1 Oscillations of $\xi$

At first order in $\xi_{1}$, equation (4.10) can be written as

$$
\begin{equation*}
\xi_{1}^{\prime \prime}+\Omega^{2} \xi_{1}=-\xi_{a}^{\prime \prime}, \tag{4.23}
\end{equation*}
$$

with $\Omega$ given by (4.15). The term $\xi_{a}^{\prime \prime}$ is proportional to $\kappa^{2}$, which is usually assumed small, so in first approximation it can be neglected, though an analytic solution for constant $\Omega$ or in the limit of large $\Omega$ can be obtained considering this term as well. Using (4.12) and neglecting $\alpha^{\prime \prime}$, we obtain

$$
\begin{equation*}
2 \frac{\alpha^{\prime}}{\alpha} \simeq-\frac{\Omega^{\prime}}{\Omega} \tag{4.24}
\end{equation*}
$$

so

$$
\begin{equation*}
\alpha \simeq \alpha_{0} \sqrt{\frac{\Omega_{0}}{\Omega}}=\alpha_{0}\left(\frac{1}{z^{2 n+2}}+\frac{g}{2 n+1}\right)^{1 / 4}\left(1+\frac{g}{2 n+1}\right)^{-1 / 4} \tag{4.25}
\end{equation*}
$$

Here and in what follows sub-o means that the corresponding quantity is taken at initial moment $\tau=\tau_{0}$. We impose the following initial conditions

$$
\left\{\begin{array}{l}
y\left(\tau=\tau_{0}\right)=z\left(\tau=\tau_{0}\right)=1  \tag{4.26}\\
y^{\prime}\left(\tau=\tau_{0}\right)=y_{0}^{\prime}
\end{array}\right.
$$

which correspond to the GR solution at the initial moment. In terms of $\xi$ it means that $\xi_{1}\left(\tau_{0}\right)=0$. The initial value of the derivative $\xi_{1}^{\prime}\left(\tau_{0}\right)$ can be expressed through $y_{0}^{\prime}$, which we keep as a free parameter; according to (4.9): $\xi_{0}^{\prime}=-y_{0}^{\prime}(2 n+1+g)$. Differentiating Eq. (4.12) with respect to $\tau$ and using (4.25) we find:

$$
\begin{equation*}
\alpha_{0}=\left(\kappa-y_{0}^{\prime}\right)(2 n+1+g)^{3 / 2} \tag{4.27}
\end{equation*}
$$

Correspondingly:

$$
\begin{equation*}
|\alpha(\tau)|=\left|y_{0}^{\prime}-\kappa\right|(2 n+1+g)^{5 / 4}\left(\frac{2 n+1}{z^{2 n+2}}+g\right)^{1 / 4} \tag{4.28}
\end{equation*}
$$

Because of the assumptions made to obtain (4.25), we expect this result to hold when $\left|y_{0}^{\prime}-\kappa\right| \sim \kappa$ or slightly less. In this regime the numerical results, shown in Fig. 4.2, are in excellent agreement with the analytical estimate (4.28). We remark that the agreement improves for larger $g$ and/or smaller $\kappa$, while for small $g$ and "large" $\kappa$ it may become significantly worse (see paragraph 4.3.3).

For $y_{0}^{\prime}=\kappa$ and $\xi_{1}\left(\tau_{0}\right)=0$, it would seem from Eq. (4.28) that oscillations are not excited. However, this is an artifact of the approximation used. In fact, the "source" term in the r.h.s. of Eq. (4.23) produces oscillations and hence deviations from GR with any initial conditions.


Figure 4.2 - Numerical results for $\xi_{1}(\tau)$, in the case $n=2$, $\kappa=0.01, g=0.01$ and initial conditions $y_{0}=1, y_{0}^{\prime}=\kappa / 2$. The amplitude and the frequency of the oscillations are in very good agreement with the analytical result (4.28).

### 4.3.2 Oscillations of $y$

We shall now exploit this result to evaluate the amplitude of the oscillations of $y$. We first expand $y$ as it was done for $\xi$ in Eq. (4.12):

$$
\begin{equation*}
y(\tau)=z(\tau)+\beta(\tau) \sin F(\tau) \equiv y_{a}(\tau)+\beta(\tau) \sin \left(\int_{\tau_{0}}^{\tau} d \tau^{\prime} \Omega\right) \tag{4.29}
\end{equation*}
$$

where it is easy to prove that $\Omega$ must coincide with that given by Eq. (4.15). For $|\beta / z|<1$, we expand $\xi$ as

$$
\begin{align*}
\xi & =\frac{1}{z^{2 n+1}[1+(\beta / z) \sin F(\tau)]^{2 n+1}}-g(z+\beta \sin F(\tau)) \\
& \simeq \frac{1}{z^{2 n+1}}-g z-\left(\frac{2 n+1}{z^{2 n+2}}+g\right) \beta \sin F(\tau) \tag{4.30}
\end{align*}
$$

Comparing this expression with Eqs. (4.12) and (4.15), we find that

$$
\begin{equation*}
|\beta|=|\alpha|\left(\frac{2 n+1}{z^{2 n+2}}+g\right)^{-1}=|\alpha| \Omega^{2} \tag{4.31}
\end{equation*}
$$

Accordingly, $\beta$ evolves as:

$$
\beta(\tau) \simeq\left|y_{0}^{\prime}-\kappa\right|(2 n+1+g)^{5 / 4}\left(\frac{2 n+1}{z^{2 n+2}}+g\right)^{-3 / 4}
$$

This is in reasonable agreement with numerical results, especially in both limiting cases $g z^{2 n+2} \ll 1$ and $g z^{2 n+2} \gg 1$, as expected.

### 4.3.3 "Spike-like" Solutions

We have found simple analytical solutions for $\xi$ and $y$ in two separate limits: $g z^{2 n+2} \ll 1$ and $g z^{2 n+2} \gg 1$. However, in the


Figure 4.3 - "Spikes" in the solutions. The results presented are for $n=2, g=0.001, \kappa=0.04$, and $y_{0}^{\prime}=\kappa / 2$. Note the asymmetry of the oscillations of $y$ and $\xi$ around $y=z$ and their anharmonicity. See the text for further details.
intermediate case numerical calculations show interesting features which are worth discussing. As shown in figure $4 \cdot 3$, when $\xi$ approaches (and even crosses) zero but $\xi_{a}$ does not, that is when $g y^{2 n+2} \simeq 1$ but $g z^{2 n+2}<1$, we have the largest deviations from the harmonic, symmetric oscillations around $y=z$. This happens especially when $g$ is very small and $\kappa$ is not too small.
The reason for this behaviour is qualitatively explained by the following considerations. Inspecting Eq. (4.17) and/or figure 4.1, we see that when $\xi<\xi_{a}$ the potential becomes increasingly steep, hence reducing the time spent in that region. Moreover, a given variation $\delta \xi$ in this region corresponds to a large variation of $y$. Thus there appear high, narrow "spikes" in $y$. On the other hand, for $\xi>\xi_{a}$ the potential is much less steep, and the oscillation in that region lasts longer, yielding slow "valleys" between the spikes of $y$.
Please note that in the region with spikes, the assumption $|\beta / z| \ll$ 1 is no longer accurate, and we have deviations from the analytical estimate (4.32), which is usually smaller than the exact numerical value.

### 4.3.3.1 Estimate of $\beta$

In order to obtain an estimate of $\beta$ in this region we use an analogous approach to that of [3]. Let us first introduce some new notations:

$$
\begin{equation*}
U(\tau)=U[\xi(\tau), z(\tau)], \quad U_{a}(\tau)=U\left[\xi_{a}(\tau), z(\tau)\right] \tag{4.33}
\end{equation*}
$$

Remember that according to Eq. (4.12) $\xi_{a}(\tau)=z(\tau)^{-(2 n+1)}-$ $g z(\tau)$ is the value of $\xi$ where the potential has its minimum value. Let us denote by $\tau_{a}$ the time at which $\xi$ hits the minimum of the potential, i.e. $\xi\left(\tau_{a}\right)=\xi_{a}\left(\tau_{a}\right)$ and correspondingly $\xi_{1}\left(\tau_{a}\right)=0$. Note that $U\left(\tau_{a}\right)=U_{a}\left(\tau_{a}\right)$, while they are evidently different at other values of $\tau$. We will examine Eq. (4.18) choosing the initial value of time at the moment when $\xi$ passes through the minimum of the potential. Correspondingly $U\left(\tau_{0}\right)=U_{a}\left(\tau_{0}\right)$ and hence we denote $\tau_{0}$ as $\tau_{a 0}$. With this initial value of $\tau_{0}$ we rewrite Eq. (4.18) as

$$
\begin{equation*}
\frac{1}{2}\left[\xi^{\prime}(\tau)\right]^{2}+U(\tau)-\int_{\tau_{a 0}}^{\tau} d \eta z^{\prime}(\eta)\left[\xi_{a}(\eta)+\xi_{1}(\eta)\right]=U_{a}\left(\tau_{a 0}\right)+\frac{1}{2}\left[\xi^{\prime}\left(\tau_{a 0}\right)\right]^{2} . \tag{4.34}
\end{equation*}
$$

We start by noticing that the first term under the integral in the l.h.s. of this equation can be explicitly integrated and is equal to

$$
\begin{equation*}
\int_{\tau_{a 0}}^{\tau} d \eta z^{\prime}(\eta) \xi_{a}(\eta)=U_{a}(\tau)-U_{a}\left(\tau_{a 0}\right) \tag{4.35}
\end{equation*}
$$

So $U_{a}\left(\tau_{a 0}\right)$ disappears from this equation.
Assume that the upper limit of integration, $\tau$, is sufficiently high, such that the nearest minimum value of $\xi$ is negative. Let us first take $\tau$ exactly equal to $\tau_{m}$, i.e. to one of the numerous values when $\xi$ hits a minimum, $\xi=\xi_{\text {min }}<0$. At this point $\xi^{\prime}\left(\tau_{m}\right)=0$ and we obtain:

$$
\begin{equation*}
U\left(\tau_{m}\right)=U_{a}\left(\tau_{m}\right)+\frac{1}{2}\left[\xi^{\prime}\left(\tau_{a 0}\right)\right]^{2}+\int_{\tau_{a 0}}^{\tau_{m}} d \eta z^{\prime}(\eta) \xi_{1}(\eta) . \tag{4.36}
\end{equation*}
$$

Now we need to estimate the last term (integral) in this equation. To this end let us use again Eq. (4.34) but now take the upper integration limit equal to the moment when $\xi$ happens to be at the minimum of $U$, at the nearest point from $\tau_{m}$ taken above, so that $\tau=\tau_{a}$. According to Eq. (4.35) the potential terms and the integral of $z^{\prime} \xi_{a}$ cancel out and we are left with

$$
\begin{equation*}
\int_{\tau_{a 0}}^{\tau_{a}} d \eta z^{\prime}(\eta) \xi_{1}(\eta)=\frac{1}{2}\left[\xi^{\prime}\left(\tau_{a}\right)\right]^{2}-\frac{1}{2}\left[\xi^{\prime}\left(\tau_{a 0}\right)\right]^{2} . \tag{4.37}
\end{equation*}
$$

When $\xi$ passes through the minimum of the potential its velocity reaches maximum value for a given oscillation and $\left[\xi\left(\tau_{a}\right)^{\prime}\right]^{2}=$ $\Omega^{2} \alpha^{2}$, where $\alpha$ and $\Omega$ are given by (4.28) and (4.15) respectively. Notice that $\left[\xi\left(\tau_{a}\right)^{\prime}\right]^{2}$ rises with time and thus for large time $\left[\xi^{\prime}\left(\tau_{a 0}\right)\right]^{2}$ may be neglected. It worth noting that in the limit
of harmonic oscillations symmetric with respect to the minimum of $U$ the integral in the r.h.s. of Eq. (4.37) does not rise with time but, as we have seen above, the oscillations are strongly asymmetric with respect to $\xi_{a}$ and because of that the integral rises with time and Eq. (4.37) is self-consistent.

The upper integration limits in Eqs. (4.36) and (4.37) are slightly different: $\tau_{m}$ corresponds to the moment when $\xi$ reaches its minimum value (since $\xi<0$, maximum in absolute value), while $\tau_{a}$ is the nearest time moment when $\xi$ passes through the minimum of the potential. So they differ by about a quarter of a period as calculated when $\xi$ is on the left side of the potential minimum. Since this time interval is quite short the difference between these two integral can be neglected.

So we finally obtain

$$
\begin{equation*}
U\left(\tau_{m}\right)=U_{a}\left(\tau_{m}\right)+\frac{1}{2}\left[\xi^{\prime}\left(\tau_{a}\right)\right]^{2} \approx \frac{1}{2}\left(\alpha^{2} \Omega^{2}-\frac{1}{n z^{2 n}}\right) . \tag{4.38}
\end{equation*}
$$

Using expression (4.17b) for $U_{-}(\xi)$ and relation between $\xi$ and $y$ : $y \simeq-\xi / g$, we find

$$
\begin{equation*}
y^{2}-2 z y-\frac{1}{g}\left[\alpha^{2} \Omega^{2}-\frac{1}{n z^{2 n}}\right]=0 \tag{4.39}
\end{equation*}
$$

which yields the amplitude

$$
\begin{equation*}
\beta_{\text {spikes }}=\sqrt{\frac{1}{g}\left(\alpha^{2} \Omega^{2}-\frac{1}{n z^{2 n}}\right)+z^{2}} . \tag{4.40}
\end{equation*}
$$

Quite remarkably, this result is exactly equivalent to (4.32) in the limit $g z^{2 n+2} \gg 1$, so we will assume that from the moment the harmonic approximation fails to be accurate, $\beta$ will follow (4.40) up to the asymptotic harmonic regime where $g z^{2 n+2} \gg 1$. In particular, the moment of transition from harmonic to spike regime is roughly the time at which

$$
\begin{equation*}
\beta_{\text {harm }}=\beta_{\text {spikes }} . \tag{4.41}
\end{equation*}
$$

### 4.4 GRAVITATIONAL PARTICLE PRODUCTION

As is well known, an oscillating curvature gives rise to gravitational particle production. Basically, the energy stored in oscillating gravitational degrees of freedom is released into pairs of elementary particles/antiparticles. As shown in [1] in the case of a minimally-coupled scalar field, the energy released into particles per unit volume and unit time is

$$
\begin{equation*}
\dot{\varrho}_{P P} \simeq \frac{\Delta_{R}^{2} \omega}{1152 \pi}, \tag{4.42}
\end{equation*}
$$

where $\Delta_{R}$ is the amplitude of the oscillations of $R$, and $\omega$ is their (physical) frequency. In our case,

$$
\begin{equation*}
\Delta_{R} \equiv \beta T_{0} \tag{4.43}
\end{equation*}
$$

Moreover, the lifetime of oscillations of $R$ is

$$
\begin{equation*}
\tau_{R}=\frac{48 m_{P l}^{2}}{\omega^{3}} \tag{4.44}
\end{equation*}
$$

Rigorously speaking, this result is valid when the oscillations of $R$ are perfectly harmonic, or at least when $R$ can be separated in a slowly-varying and an oscillating part, which is supposed to have a constant (or almost constant) frequency. As we have seen in the previous section, solutions of Eq. (4.10) show spikes, which are very far from being harmonic oscillations. Thus, we must find a more general result than (4.42).

We consider the gravitational particle production of pairs of massless scalar particles $\varphi$, quantised in the usual way:

$$
\begin{align*}
& \hat{\varphi}(x)=\int \frac{d^{3} k}{(2 \pi)^{3} 2 E_{k}}\left[\hat{a}_{k} e^{-i k \cdot x}+\hat{a}_{k}^{+} e^{i k \cdot x}\right], \quad(x \cdot k \equiv \omega t-\mathbf{k} \cdot \mathbf{x})  \tag{4.45}\\
& {\left[\hat{a}_{k}, \hat{a}_{k^{\prime}}^{+}\right]=(2 \pi)^{3} 2 E_{k} \delta^{(3)}\left(\mathbf{k}-\mathbf{k}^{\prime}\right) .}
\end{align*}
$$

At first order in perturbation theory, the amplitude for the creation of two particles of 4 -momenta $p_{1}$ and $p_{2}$ is equal to [1]:

$$
\begin{align*}
A_{p_{1}, p_{2}} & \simeq \frac{1}{6} \int d t d^{3} x R(t)\left\langle p_{1}, p_{2}\right| \hat{\varphi}^{2}|0\rangle \\
& =\frac{(2 \pi)^{3}}{3 \sqrt{2}} \delta^{(3)}\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \int d t R(t) e^{i\left(E_{1}+E_{2}\right) t} . \tag{4.46}
\end{align*}
$$

In terms of the Fourier transform of $R$, defined by

$$
\begin{equation*}
R(t) \equiv \frac{1}{2 \pi} \int d \omega \widetilde{\mathcal{R}}(\omega) e^{-i \omega t} \tag{4.47}
\end{equation*}
$$

we can recast Eq. (4.46) as

$$
\begin{equation*}
A_{p_{1}, p_{2}} \simeq \frac{(2 \pi)^{3}}{3 \sqrt{2}} \delta^{(3)}\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \widetilde{\mathcal{R}}\left(E_{1}+E_{2}\right) \tag{4.48}
\end{equation*}
$$

In order to calculate the number of particles produced per unit time and unit volume, we need to integrate $\left|A_{p_{1}, p_{2}}\right|^{2}$ over all phase space and to divide by the 3 -dimensional volume and time duration of the process, $\Delta t$. This yields

$$
\begin{equation*}
\dot{n}_{P P} \simeq \frac{1}{288 \pi^{2} \Delta t} \int d \omega|\widetilde{\mathcal{R}}(\omega)|^{2}, \tag{4.49}
\end{equation*}
$$

and correspondingly, because each particle is produced with energy $E=\omega / 2$,

$$
\begin{equation*}
\dot{\varrho} \simeq \frac{1}{576 \pi^{2} \Delta t} \int d \omega \omega|\widetilde{\mathcal{R}}(\omega)|^{2} . \tag{4.50}
\end{equation*}
$$

The time duration of the process $\Delta t$ may be considered infinitely large if the characteristic frequency satisfies the condition $\omega_{c h} \Delta t \gg$ 1. Correspondingly, the square of the delta functions in $\widetilde{\mathcal{R}}$ would be proportional to $\delta(0) \sim \Delta t$. For instance, when $R$ is a perfect sine or cosine of frequency $\omega$, one has

$$
\begin{equation*}
\widetilde{\mathcal{R}}(\varepsilon) \sim \delta(\varepsilon-\omega)+\delta(\varepsilon+\omega), \tag{4.51}
\end{equation*}
$$

and

$$
\begin{equation*}
|\delta(\varepsilon \pm \omega)|^{2}=\frac{\Delta t}{2 \pi} \delta(\varepsilon \pm \omega) \tag{4.52}
\end{equation*}
$$

Thus $\Delta t$ does not appear in the probability of particle production per unit time. The physical cut-off of $\Delta t$ in the considered case is given roughly by $\tau_{R}$ in Eq. (4.44), therefore for $\omega \gg 1 / \tau_{R}$ the approximation used here is accurate enough. Moreover, since frequencies must be positive, only the first delta function in (4.51) gives a non-vanishing contribution.

### 4.4.1 Regular Region

First, let us concentrate on the "regular" region (see subsections 3.1 and 3.2). Substituting $\Delta_{R} \equiv \beta T_{0}$ in (4.42), using (4.32) and (4.16), and taking $y_{0}^{\prime} \simeq 0$ for simplicity, we find

$$
\begin{align*}
\dot{\varrho}_{P P, \text { reg }} & =\frac{\pi \sqrt{6 n}}{18} \frac{t_{U} \varrho_{c}^{n+1}}{m_{P l}^{4} t_{c o n t r}^{2} \varrho_{m 0}^{n-1}} \frac{(2 n+1+g)^{5 / 2}}{\left(\frac{2 n+1}{z^{2 n+2}}+g\right)^{2}}  \tag{4.53}\\
& =C\left(\frac{t_{U}}{t_{\text {contr }}}\right)^{2} \frac{\varrho_{c}^{2}}{m_{P l}^{4} t_{U}},
\end{align*}
$$

where the coefficient $C$ has the following expressions in the two limits:

$$
\begin{align*}
& C\left(g z^{2 n+2}<1\right)=\frac{\pi \sqrt{6 n(2 n+1)}}{18}\left(\frac{\varrho_{c}}{\varrho_{m 0}}\right)^{n-1} z^{4 n+4}  \tag{4.54a}\\
& C\left(g z^{2 n+2}>1\right)=\frac{\pi[6 n(2 n+1+g)]^{5 / 2}\left(m t_{u}\right)^{4}}{18}\left(\frac{\varrho_{c}}{\varrho_{m 0}}\right)^{5 n+3} . \tag{4.54b}
\end{align*}
$$

The last factor in Eq. (4.53) is extremely small. Since $\varrho_{c}^{2} \sim m_{P l}^{4} / t_{U}^{4}$, this factor is about $1 / t_{U}^{5}$. So unless $C$ is very large, particle production in the regular region would be negligible. The most favorable possibility would be small $g$ and large $z$, but keep in mind that $g \sim \varrho_{m 0}^{2 n+2}$. We present an estimate of the flux in the conventional units as:

$$
\begin{align*}
\frac{\dot{\varrho}_{P P, \text { reg }}}{\mathrm{GeV} \mathrm{~s}^{-1} \mathrm{~m}^{-3}} & \simeq 3.6 \times 10^{-141} \frac{C_{1}(n, g, z) z^{4 n+4}}{\varrho_{29}^{n-1} t_{10}^{2}} \\
& \simeq 2.5 \times 10^{47} \frac{C_{2}(n, g, z) m_{5}^{4}}{\varrho_{29}^{5 n+3} t_{10}^{2}} \tag{4.55}
\end{align*}
$$

The coefficients $C_{1}$ and $C_{2}$ are convenient to use when $g z^{2 n+2} \ll 1$ and $g z^{2 n+2} \gg 1$. They are respectively:

$$
\begin{align*}
C_{1} & =\sqrt{n(2 n+1+g)}\left(\frac{2 n+1+g}{2 n+1+g z^{2 n+2}}\right)^{2} \\
& \approx \sqrt{n(2 n+1)},  \tag{4.56a}\\
C_{2} & =n^{5 / 2} \sqrt{2 n+1+g} g^{2}\left(\frac{2 n+1+g}{2 n+1+g z^{2 n+2}}\right)^{2} z^{4 n+4} \\
& \approx[n(2 n+1)]^{5 / 2} . \tag{4.56b}
\end{align*}
$$

### 4.4.2 Spike Region

In the spike region the particle production rate would be strongly enhanced due to much larger amplitude of the oscillations of $R$. We parametrise the solutions in this region as a sum of gaussians with slowly varying amplitude $\Delta_{R}(t)$, superimposed on the smooth power-like background, $-T(t)$ :

$$
\begin{equation*}
R(t)=-T(t)+\Delta_{R}(t) \sum_{j=1}^{N} \exp \left[-\frac{\left(t-j t_{1}\right)^{2}}{2 \sigma^{2}}\right] \tag{4.57}
\end{equation*}
$$

Here $t_{1}$ is the time-shift between the spikes and $\sigma$ is the width of the spikes. The values of these parameters are determined from the solution obtained above. The slow variation of the functions $T(t)$ and $\Delta_{R}(t)$ means that $\dot{T} \ll T / t_{1}$ and $\dot{\Delta}_{R} \ll \Delta_{R} / t_{1}$.
In principle, $N$ could be infinitely large, which for $\Delta_{R}=$ const. corresponds to an infinitely long duration of the process. As we have mentioned before, this does not have an essential impact on the probability of particle production per unit time.

In accordance with the solutions of the equations determining the evolution of curvature, we consider the case $\sigma \ll t_{1}$, that is the spacing between the spikes is much larger than their width. At high frequencies the Fourier transform of (4.57) is dominated by the contribution of the quickly-varying gaussians, i.e.

$$
\begin{equation*}
\widetilde{\mathcal{R}}(\omega) \simeq \sqrt{2 \pi} \Delta_{R}|\sigma| e^{-\omega^{2} \sigma^{2} / 2+i \omega t_{1}} \frac{e^{i N \omega t_{1}}-1}{e^{i \omega t_{1}}-1} \tag{4.58}
\end{equation*}
$$

When squared, this gives

$$
\begin{equation*}
|\widetilde{\mathcal{R}}(\omega)|^{2} \simeq 2 \pi \Delta_{R}^{2} \sigma^{2} e^{-\omega^{2} \sigma^{2}} \frac{\sin ^{2} N \omega t_{1} / 2}{\sin ^{2} \omega t_{1} / 2} \tag{4.59}
\end{equation*}
$$

The dominant part of this expression comes from $\omega=\omega_{j}=$ $2 j \pi / t_{1}$, where it is equal to $N^{2}$. Around these points we have

$$
\begin{equation*}
\frac{\sin ^{2} N \omega t_{1} / 2}{\sin ^{2} \omega t_{1} / 2} \underset{\omega \simeq \overline{\tilde{2 j} \pi / t_{1}}}{ }\left(\frac{\sin \left[N\left(\omega t_{1} / 2-j \pi\right)\right]}{\omega t_{1} / 2-j \pi}\right)^{2} . \tag{4.60}
\end{equation*}
$$

We take the limit $N \rightarrow \infty$ and use a representation of Dirac's delta function to write

$$
\begin{equation*}
\frac{\sin ^{2} N \omega t_{1} / 2}{\sin ^{2} \omega t_{1} / 2} \simeq \sum_{j}\left|\pi \delta\left(\frac{\omega t_{1}}{2}-j \pi\right)\right|^{2}=\sum_{j}\left|\frac{2 \pi}{t_{1}} \delta\left(\omega-\omega_{j}\right)\right|^{2} \tag{4.61}
\end{equation*}
$$

which yields

$$
\begin{equation*}
|\widetilde{\mathcal{R}}(\omega)|^{2} \simeq \frac{4 \pi^{2} \Delta_{R}^{2} \sigma^{2} e^{-\omega^{2} \sigma^{2}} \Delta t}{t_{1}^{2}} \sum_{j} \delta\left(\omega-\frac{2 \pi j}{t_{1}}\right) \tag{4.62}
\end{equation*}
$$

Each particle produced by the oscillation component of frequency $\omega$ has energy $\omega / 2$, so the gravitational particle production rate is

$$
\begin{align*}
\dot{\varrho}_{P P} & =\frac{1}{288 \pi^{2} \Delta t} \int d \omega \frac{\omega}{2}|\widetilde{\mathcal{R}}(\omega)|^{2} \\
& =\frac{\pi \Delta_{R}^{2} \sigma^{2}}{72 t_{1}^{3}} \sum_{j} j \exp \left[-\left(\frac{2 \pi j \sigma}{t_{1}}\right)^{2}\right] \\
& \simeq \frac{\Delta_{R}^{2}}{576 \pi t_{1}} . \tag{4.63}
\end{align*}
$$

In the last step, we have again assumed that $\sigma / t_{1} \ll 1$, so that the summation over $j$ can be replaced by an integral. Remarkably, the dependence on $\sigma$ has disappeared from the result. Lastly, we use $\Delta_{R}=\beta T_{0}$ and (4.40), obtaining

$$
\begin{equation*}
\dot{\varrho}_{P P, s p}=\frac{(6 n)^{3 / 2}(2 n+1+g)^{5 / 2}}{18\left(2 n+1+g z^{2 n+2}\right)} \frac{m^{2} t_{U}^{3} z^{2 n+2}}{t_{c o n t r}^{2} m_{P l}^{4}} \frac{\varrho_{c}^{3 n+3}}{\varrho_{m 0}^{3 n+1}} . \tag{4.64}
\end{equation*}
$$

or in conventional units:

$$
\begin{equation*}
\frac{\dot{\varrho}_{P P, s p}}{\mathrm{GeV} \mathrm{~s}^{-1} \mathrm{~m}^{-3}} \simeq 3.0 \times 10^{-47} \frac{C_{3}(n, g, z) m_{5}^{2} z^{2 n+2}}{t_{10}^{2} \varrho_{29}^{3 n+1}} \tag{4.65}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{3}=\frac{(2 n+1+g)^{5 / 2} n^{3 / 2}}{\left(2 n+1+g z^{2 n+2}\right)} \approx[n(2 n+1)]^{3 / 2} \tag{4.66}
\end{equation*}
$$

All elementary particles couple to gravity, so in order to get an order-of-magnitude estimate of the overall particle production one should multiply (4.55) and (4.65) by the number of elementary particle species, $N_{s}$, with masses bound from above by $m \lesssim 2 \pi / \sigma$.

### 4.4.3 Backreaction on Curvature and Mode-dependent Damping

So far we have not taken into account that the oscillation amplitude should be damped due to the back reaction of particle
production. Neglecting such damping would be an accurate approximation up to $t / \tau_{R} \simeq 1$; for larger times, however, the damping should be taken into consideration. In the regular region oscillations are practically harmonic, so only a single frequency mode is involved and one simply needs to add the exponential damping factor $\exp [-2 \Gamma(\omega) t]$ to (4.42) and (4.55). In the spike region the problem is more complicated because, according to Eq. (4.44), the damping depends upon the frequency, so different modes are damped differently and this can noticeably distort the form of the initial $R(t)$. A simple approximate way to take into account this damping is to introduce the factor $\exp \left[-t / \tau_{R}(\omega)\right]$ into the integrand of Eq. (4.47). After a sufficiently long time, only the modes with the lowest frequency survive and one may naively expect that the lowest frequency modes give the dominant contribution to particle production. However, one should keep in mind that the time duration is finite: in fact, it is equal to the time of stabilisation of the collapsing system and is surely shorter than the cosmological time $t_{c} \approx 4 \cdot 10^{17} \mathrm{~s}$. Thus the the energy is predominantly emitted with the frequencies determined by the condition $\Delta t / \tau_{R}(\omega) \simeq 1$, see discussion below Eq. (4.71).

So to take into account the damping of $R$-oscillations we introduce into the amplitude (4.46) the damping factor $\exp [-\Gamma(\omega) t]$, where $\Gamma(\omega)=1 / \tau_{R}(\omega)=\omega^{3} / 48 m_{P l}^{2}$ and integrate over time up to a finite upper limit:

$$
\begin{align*}
A_{p_{1}, p_{2}} & \simeq \frac{(2 \pi)^{3}}{3 \sqrt{2}} \delta^{(3)}\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \int \frac{d \omega}{2 \pi} \widetilde{R}(\omega) \int_{0}^{t} d t^{\prime} e^{i\left(E_{1}+E_{2}-\omega\right) t^{\prime}-\Gamma(\omega) t^{\prime}} \\
& =\frac{(2 \pi)^{3}}{3 \sqrt{2}} \delta^{(3)}\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \int \frac{d \omega}{2 \pi} \widetilde{R}(\omega) \frac{e^{i(2 E-\omega) t-\Gamma(\omega) t}-1}{i(2 E-\omega)-\Gamma(\omega)} \tag{4.67}
\end{align*}
$$

where $E=E_{1}=E_{2}$ and $t$ has here the same meaning as $\Delta t$ in (4.49).

As we have seen above, $\widetilde{R}(\omega)$ can be written as:

$$
\begin{equation*}
\widetilde{R}(\omega) \simeq \sqrt{2} \pi^{3 / 2} \Delta_{R} \sigma e^{-\omega^{2} \sigma^{2} / 2} e^{i \Phi} \sum_{j} \delta\left(\frac{\omega t_{1}}{2}-\pi j\right) \tag{4.68}
\end{equation*}
$$

where $\exp (i \Phi)$ is a phase factor of modulus unity. Substituting this expression in Eq. (4.67) and integrating over $\omega$, we find up to a phase factor:

$$
A_{p_{1}, p_{2}} \simeq \frac{(2 \pi)^{7 / 2} \Delta_{R} \sigma}{3 \sqrt{2} t_{1}} \delta^{(3)}\left(\mathbf{p}_{1}+\mathbf{p}_{2}\right) \sum_{j} e^{-\sigma^{2} \omega_{j}^{2} / 2} \frac{1-e^{\left(i \epsilon_{j}-\Gamma_{j}\right) t}}{\epsilon_{j}+i \Gamma_{j}}
$$

where $\omega_{j}=2 \pi j / t_{1}, \epsilon_{j}=2 E-\omega_{j}$, and $\Gamma_{j}=\Gamma\left(\omega_{j}\right)$.
The energy density of the produced particles is:

$$
\begin{equation*}
\varrho=\frac{\Delta_{R}^{2} \sigma^{2}}{72 \pi t_{1}^{2}} \int_{0}^{\infty} d E E \sum_{j} e^{-\sigma^{2} \omega_{j}^{2}} \frac{1+e^{-2 \Gamma_{j} t}-2 e^{-\Gamma_{j} t} \cos \left(\epsilon_{j} t\right)}{\epsilon_{j}^{2}+\Gamma_{j}^{2}} \tag{4.70a}
\end{equation*}
$$

$$
=\frac{\Delta_{R}^{2} \sigma^{2}}{288 \pi t_{1}^{2}} \sum_{j} e^{-\sigma^{2} \omega_{j}^{2}} \int_{-\omega_{j} t}^{\infty} d \eta_{j}\left(\eta_{j}+\omega_{j} t\right) \frac{1+e^{-2 \Gamma_{j} t}-2 e^{-\Gamma_{j} t} \cos \eta_{j}}{\eta_{j}^{2}+\left(\Gamma_{j} t\right)^{2}} .
$$

$$
(4.7 \mathrm{ob})
$$

We have introduced here a new integration variable $\eta_{j} \equiv \epsilon_{j} t$. It was also assumed that the diagonal terms with $j=k$ dominate in the double sum over $j$ and $k$ in the expression for $\left|A\left(p_{1}, p_{2}\right)\right|^{2}$; this is a good approximation for small $\Gamma$, in particular, $\Gamma \ll \omega$. Assuming $\omega_{j} t \gg 1$, the integral is easily taken at the poles of the denominator and we finally obtain:

$$
\begin{equation*}
\varrho=\frac{\pi \Delta_{R} \sigma^{2}}{144 t_{1}^{3}} \sum_{j} j e^{-\sigma^{2} \omega_{j}^{2}} \frac{1-e^{-2 \Gamma_{j} t}}{\Gamma_{j}} . \tag{4.71}
\end{equation*}
$$

For $\Gamma_{j} t \ll 1$ this result coincides with (4.63) after dividing by the total elapsed time $t$. The summation over $j$ can be separated into two regions of large and small $\Gamma_{j} t$. The boundary value of $\omega_{j}$ is given by the condition $2 \Gamma_{b} t=\omega_{b}^{3} t / 24 m_{P l}^{2}=1$. Correspondingly

$$
\begin{equation*}
\omega_{b} \simeq 180 \mathrm{MeV}\left(t_{c} / t\right)^{1 / 3} \tag{4.72}
\end{equation*}
$$

where $t_{c}=4 \cdot 10^{17} \mathrm{~s}$ is the cosmological time. The boundary value of $j$ is

$$
\begin{equation*}
j_{b}=\frac{\omega_{b} t_{1}}{2 \pi}=\frac{\omega_{b}}{\Omega m \sqrt{g}}, \tag{4.73}
\end{equation*}
$$

where we took $t_{1}=2 \pi / \omega$ with $\omega$ defined in eqs. (4.15) and (4.16). In particular, for small $g$ we have $\Omega \simeq z^{n+1} / \sqrt{2 n+1}$ and using Eq. (4.22b) we find

$$
\begin{equation*}
j_{b} \simeq 1.6 \cdot 10^{41} \frac{\sqrt{(2 n+1) n}}{\left(z \varrho_{29}\right)^{n+1}}\left(\frac{t_{c}}{t}\right)^{1 / 3} \tag{4.74}
\end{equation*}
$$

Accordingly, the time $t_{1}$ can be estimated as

$$
\begin{equation*}
t_{1} \approx 4 \cdot 10^{18} \mathrm{~s} \frac{\sqrt{(2 n+1) n}}{\left(z \varrho_{29}\right)^{n+1}} \tag{4.75}
\end{equation*}
$$

Separating the summation over $j$ into two intervals of small and large $\Gamma_{j} t$, we obtain:

$$
\begin{equation*}
\varrho \approx \frac{\pi \Delta_{R}^{2} \sigma^{2}}{144 t_{1}^{3}}\left[2 t \sum_{j=1}^{j_{b}} j e^{-\left(\sigma \omega_{j}\right)^{2}}+\sum_{j=j_{b}}^{\infty} \frac{j e^{-\left(\sigma \omega_{j}\right)^{2}}}{\Gamma_{j}}\right] . \tag{4.76}
\end{equation*}
$$

If $\sigma \sim 1 / m$, the exponential suppression factor $\exp \left(-\sigma \omega_{j}\right)^{2}$ is weak near $j=j_{b}$ and the sums over $j$ can be easily evaluated:

$$
\begin{equation*}
\varrho \approx \frac{\pi \Delta_{R}^{2} \sigma^{2}}{144 t_{1}^{3}}\left(j_{b}^{2} t+\frac{6 m_{P l}^{2} t_{1}^{3}}{\pi^{3} j_{b}}\right) \tag{4.77}
\end{equation*}
$$

Alternatively, using the fact that $\sigma / t_{1} \ll 1$, we can replace the summation with an integral, obtaining the similar, more general result:

$$
\begin{align*}
\varrho \simeq & \frac{\pi \Delta_{R}^{2} \sigma^{2}}{144 t_{1}^{3}}\left[2 t \int_{0}^{j_{b}} d j j e^{-\sigma^{2} \omega_{j}^{2}}+\int_{j_{b}}^{\infty} d j \frac{j e^{-\sigma^{2} \omega_{j}^{2}}}{\Gamma_{j}}\right] \\
\simeq & \frac{\Delta_{R}^{2} t}{576 \pi t_{1}}\left[1-e^{-\sigma^{2} \omega_{b}^{2}}\right]+ \\
& \quad+\frac{\Delta_{R}^{2} m_{P l}^{2} \sigma^{2}}{12 \pi \omega_{b} t_{1}}\left[e^{-\sigma^{2} \omega_{b}^{2}}-\sqrt{\pi} \sigma \omega_{b} \operatorname{erfc}\left(\sigma \omega_{b}\right)\right], \tag{4.78}
\end{align*}
$$

where $\operatorname{erfc}(x)$ is the complementary error function:

$$
\operatorname{erfc}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} d t e^{-t^{2}}
$$

Note that for $\sigma \omega_{b} \ll 1$, as was assumed before, this gives

$$
\begin{equation*}
\varrho \simeq \frac{\Delta_{R}^{2} \omega_{b}^{2} \sigma^{2}}{576 \pi t_{1}}\left(t+\frac{48 m_{P l}^{2}}{\omega_{b}^{3}}\right)=\frac{\Delta_{R}^{2} \omega_{b}^{2} \sigma^{2} t}{192 \pi t_{1}}, \tag{4.79}
\end{equation*}
$$

which is exactly equivalent to (4.77). For $\sigma \omega_{b} \gg 1$, instead, we recover (4.63). This makes sense, because $\sigma \omega_{b} \gg 1$ corresponds to $j_{b} \rightarrow \infty$ and hence to the limit in which the time elapsed is not long enough for particle production to have had a noticeable backreaction on curvature. Nonetheless, during this time particles may have been effectively produced.

These estimates are valid even in the spike region when $g z^{2 n+2} \ll$ 1 but $g y^{2 n+2}$ may reach values much larger than unity.

## 4•4.4 Damping of Oscillations

As we have seen, having a wide frequency spectrum of the Fourier transform of $R$ makes it impossible to simply use an exponential damping $R \rightarrow R e^{-\Gamma t}$ to include the effects of particle production. Moreover, the increasing energy density acts as a source term and increases the amplitude of the oscillations of $R$, which makes things even more complicated. However, the picture for the field $\xi$ is relatively simple, because its oscillations are almost harmonic. We still have a source component, given by the increasing $z$, but we can once again use the energy conservation equation to determine the time at which oscillations basically stop due to the damping. The effect of particle production on the evolution equation for $\xi$ (see Eq. 4.23) is to transform it into

$$
\begin{equation*}
\xi_{1}^{\prime \prime}+2 \gamma(\Omega) \xi_{1}^{\prime}+\Omega^{2} \xi_{1}=-\xi_{a}^{\prime \prime} \tag{4.80}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma(\Omega) \equiv \frac{\Gamma(m \Omega \sqrt{g})}{m \sqrt{g}}=\frac{\Omega^{3} m^{2} g}{48 m_{P l}^{2}} \tag{4.81}
\end{equation*}
$$

which in fact for $\gamma / \Omega \ll 1$ and $\xi_{a}^{\prime \prime} / \zeta_{1}^{\prime \prime} \ll 1$ generates the wanted behaviour

$$
\begin{equation*}
\xi_{1} \sim e^{-\gamma \tau} \sin \Omega \tau \tag{4.82}
\end{equation*}
$$

Correspondingly, the energy conservation (4.18) becomes

$$
\frac{1}{2} \xi^{\prime 2}+U(\xi)+2 \int_{\tau_{0}}^{\tau} d \eta \gamma \xi_{1}^{\prime 2}-\int_{\tau_{0}}^{\tau} d \eta z^{\prime} \xi=\frac{1}{2} \xi_{0}^{\prime 2}+U\left(\xi_{0}\right)
$$

Let us consider values of $\tau$ in which $\xi(\tau)=\xi_{a}(\tau)$. In this case the potential disappears from this equation [see Eq. (4.35)], which can be now symbolically written as an equality between the variation of the kinetic energy and two integral terms:

$$
\begin{equation*}
\Delta K=I_{\text {source }}-I_{\gamma}, \tag{4.84a}
\end{equation*}
$$

where

$$
\begin{align*}
& \Delta K=K-K_{0} \equiv \frac{1}{2}\left(\xi^{\prime 2}-\xi_{0}^{\prime 2}\right),  \tag{4.84b}\\
& I_{\text {source }} \equiv \int_{\tau_{0}}^{\tau} d \eta z^{\prime} \xi_{1},  \tag{4.84c}\\
& I_{\gamma} \equiv 2 \int_{\tau_{0}}^{\tau} d \eta \gamma \xi_{1}^{\prime 2} . \tag{4.84d}
\end{align*}
$$

By definition $\xi=\xi_{a}$ is the position of $\xi$ at the minimum of the potential. So when $\xi=\xi_{a}$, the kinetic energy, $K$, reaches one of the local maxima (in time). This picture is particularly clear if we compare the system with a classical oscillator: when the field passes through the equilibrium point, the potential has minimal value and the velocity is maximal.

We estimate the effect of damping perturbatively applying the energy balance ( 4.83 ) with unperturbed functions $\xi(\tau)$ for which the effects of damping are neglected. In the absence of damping, the condition (4.84) turns into $\Delta K=I_{\text {source }}$, which is essentially Eq. (4.37). Evidently the impact of damping on the oscillations of $\xi$ starts to be important when $I_{\gamma}$ becomes of the order of $\Delta K$. Though the damping coefficient is small, i.e. $\Gamma \ll \omega$, the integral $I_{\gamma}$ rises with time faster than $\Delta K$ and ultimately it will overtake it. So we need to check when the condition

$$
\begin{equation*}
\alpha^{2}(\tau) \Omega^{2}(\tau) \sim 2 \int^{\tau} d \eta \gamma(\eta) \alpha^{2}(\eta) \Omega^{2}(\eta) \tag{4.85}
\end{equation*}
$$

starts to be fulfilled with $\alpha$ and $\Omega$ given by (4.28) and (4.15).
Keeping in mind that $\gamma \tau=\Gamma t$ and using Eq. (4.44) for $\Gamma=1 / \tau_{R}$ with $\omega=\Omega m \sqrt{g}$, we find that the equality (4.85) is satisfied when the energy density is equal to

$$
z_{\gamma}^{3 n+4}=\frac{24(2 n+1)^{3 / 2}(4 n+5) \kappa m_{P l}^{2}}{g m^{2}}
$$

$$
\begin{align*}
& =\frac{24(2 n+1)^{3 / 2}(4 n+5)}{g^{3 / 2}}\left(\frac{m_{P l}}{m}\right)^{3} \frac{1}{m_{P l} t_{\text {contr }}} \\
& \simeq 6 \times 10^{123} \frac{[n(2 n+1)]^{3 / 2}(4 n+5)}{t_{10} \varrho_{29}^{3 n+3}} \tag{4.86}
\end{align*}
$$

The corresponding boundary value of $t$ is $t_{\gamma}=z_{\gamma} t_{\text {contr }}$.
For times smaller than $t_{\gamma}$ the effects of damping are negligible and particle production can be very effective giving rise to substantial production of cosmic rays, as we shall see in the next section. Particle production is especially pronounced in the spike region when the amplitude of $R$ is very large.

As we have seen, the spikes' width is $\sigma \sim m^{-1}$ while their spacing, which determines the effective frequency, is $t_{1} \sim \omega^{-1}$. High frequency oscillations of $R$ should be damped very rapidly, since $\Gamma \sim \omega^{3}$, but due to the non-harmonicity of the potential and the non-linearity of the relation between $\xi$ and $y$ or $R$, the low frequency oscillations are efficiently transformed into high frequency spikes of small amplitude in $\xi$ but of very large amplitude in $R$. It is worth noting in this connection that the bulk of the energy density associated with the oscillations of $R$ is concentrated at low frequencies, $\varrho_{o s c} \sim \Delta_{R}^{2} m_{P l}^{2} / \omega^{2}$, so the energy reservoir at low frequencies is deep enough to feed up the spikes.

The physical frequency, $\omega=\Omega m \sqrt{g}$, depends upon the product $Q \equiv g z^{2 n+2}$. If $Q \ll 1$ the frequency may be rather low, of the order of hundred MeV , while for $Q \gg 1$ the frequency reaches the maximum value $\omega=m$. In the first case the lifetime of harmonic oscillations could be larger than the universe age, while in the second case it would be shorter than a second.

### 4.5 ESTIMATE OF COSMIC RAY EMISSION

### 4.5.1 Regular Region

Let us consider a cloud (e.g. a protogalaxy) with total mass $M$ and density $\varrho$. Particles would be uniformly produced over its whole volume, which is equal to:

$$
\begin{equation*}
V=\frac{M}{\varrho}=2 \times 10^{73} \mathrm{~cm}^{3} \frac{M_{11}}{z \varrho_{29}} \tag{4.87}
\end{equation*}
$$

where the mass of the cloud, $M$, is expressed in terms of the solar mass $M_{\odot}$ :

$$
\begin{equation*}
M_{11} \equiv \frac{M}{10^{11} M_{\odot}}=\frac{M}{2 \times 10^{44} \mathrm{~g}} \tag{4.88}
\end{equation*}
$$

In the regular case the oscillations of $R$ are almost harmonic, so we can rely on the adiabatic approximation and use Eq. (4.42) for the particle production rate or Eq. (4.55) corrected by the damping
factor $\exp [-2 \Gamma(\omega) t]$. To be more precise, in the exponent we should take the integral of $\Gamma$ over time to take into account the (slow) variation of $\omega$.

The total luminosity relative to gravitational particle production is obtained multiplying the rate of energy production per unit time and volume (4.55) by the total volume (4.87), that is $L=$ $V(t) \dot{\varrho}_{P P}(t)$, or

$$
\begin{equation*}
\frac{L_{\text {reg }}}{\mathrm{GeV} \mathrm{~s}^{-1}} \simeq 7.3 \times 10^{-74} N_{s} \frac{\sqrt{(2 n+1+g) n} M_{11} z^{4 n+3}}{\left(1+\frac{g z^{2 n+2}}{2 n+1}\right)^{2} \varrho_{29}^{n} t_{10}^{2}} e^{-2 \int_{t_{0}}^{t} d t^{\prime} \Gamma(\omega)}, \tag{4.89}
\end{equation*}
$$

where $\omega$ depends upon time due to the variation of $z(t)$, see eqs. (4.15), (4.16). The initial time $t_{0}$ should be taken at the onset of structure formation, when the energy density locally started to rise.

For $g z^{2 n+2} \ll 1$, the luminosity is negligible with respect to the luminosity in the spike region (see below), so we will not consider this case further. When $g z^{2 n+2}$ becomes larger than unity and $\omega \sim m$, the lifetime of oscillations turns out to be at most a few seconds and an explosively fast particle production takes place. The integrated luminosity can be approximately obtained from Eq. (4.89) dividing it by $\Gamma(m)$ and taking the exponential factor equal to 1 . The time duration of the production process, of the order of a few seconds, is close to that of some Gamma Ray Bursts but the characteristic particle energies are much higher, instead of MeV it is of the order of the scalaron mass $m \gtrsim 10^{5}$ GeV .

If $g>1$, oscillations are very mildly excited and particle production is negligible. This can be seen from (4.32) with $g>1$, keeping in mind that $\kappa \sim g^{-1 / 2}$. Alternatively one may use Eq. (4.89) with $g>1$ taking into account that a large value of $g$ corresponds to large values of $\varrho_{29}$ and/or of $n$.

### 4.5.2 Spike Region

There remains to consider the spike region, where we need to use (4.65) instead of (4.55), or (4.71) and (4.77). Equation (4.65) yields

$$
\begin{equation*}
\frac{L_{s p}}{\mathrm{GeV} \mathrm{~s}^{-1}} \simeq 6.0 \times 10^{20} \frac{C_{3} N_{s} M_{11} m_{5}^{2} z^{2 n+1}}{t_{10}^{2} \rho_{29}^{3 n+2}} \tag{4.90}
\end{equation*}
$$

where $C_{3}$ is given by Eq. (4.66). This result is valid when $\Gamma_{j} t<$ 1 for all essential values of $j$, see Eq. (4.71), that is when the damping due to particle production is negligible. See also the discussion in Sec. 4.4.4.

In the opposite case, we cannot use the approximate account of damping made above (see Eq. 4.89) because oscillations are strongly anharmonic. If modes with both $\Gamma_{j} t$ greater and smaller than unity are essential, we have to use eqs. (4.71) or (4.78). We start by rewriting Eq. (4.79) using $\omega_{b}^{3}=24 m_{P l}^{2} / t, \Delta_{R}=\beta_{\text {spikes }} T_{0}$ and $t_{1}=2 \pi / \omega$, where $\beta_{\text {spikes }}$ and $\omega$ are given, respectively, by (4.40) and (4.15)-(4.16). This yields, assuming $g z^{2 n+2} \ll 1$ and $t \simeq z t_{\text {contr }}$,

$$
\begin{equation*}
\frac{\varrho}{\mathrm{GeV} \mathrm{~m}^{-3}} \simeq 1.1 \times 10^{-40} \frac{C_{3}(\sigma m)^{2} z^{2 n+7 / 3}}{t_{10}^{5 / 3} \varrho_{29}^{3 n+1}} \tag{4.91}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\dot{\varrho}}{\mathrm{GeV} \mathrm{~s}^{-1} \mathrm{~m}^{-3}} \simeq 6.9 \times 10^{-58} \frac{\widetilde{\widetilde{C}}_{3}(\sigma m)^{2} z^{2 n+4 / 3}}{t_{10}^{8 / 3} \varrho_{29}^{3 n+1}} \tag{4.92}
\end{equation*}
$$

where

$$
\begin{equation*}
\widetilde{C}_{3}=\frac{(2 n+1)(n+1)}{\left(2 n+1+g z^{2 n+2}\right)} C_{3} . \tag{4.93}
\end{equation*}
$$

From (4.71) it is clear that for each mode labelled by $j$ we have

$$
\begin{equation*}
\dot{\varrho}_{j} \simeq \frac{\pi \Delta_{R}^{2} \sigma^{2} j e^{-\sigma^{2} \omega_{j}^{2}}}{72 t_{1}^{2}} e^{-2 \Gamma_{j} t} \tag{4.94}
\end{equation*}
$$

which has the predicted behaviour $\dot{\varrho} \sim e^{-2 \Gamma t}$. However, this behaviour is not obvious in the complete solution (4.92). This means that in this case the overall effect is more complicated than a simple exponential damping. The anharmonicity of the oscillations and the dependence of both $\dot{\varrho}$ and $\Gamma$ on the frequency give non-trivial results which were impossible to predict without performing explicit calculations.

When the damping due to particle production is relevant, the total luminosity becomes

$$
\begin{equation*}
\frac{L_{s p}}{\mathrm{GeV} \mathrm{~s}^{-1}} \simeq 1.4 \times 10^{10} \frac{\widetilde{C}_{3} N_{s} M_{11}(\sigma m)^{2} z^{2 n+1 / 3}}{t_{10}^{8 / 3} \varrho_{29}^{3 n+2}} \tag{4.95}
\end{equation*}
$$

This value, though smaller than (4.90), might not be completely negligible, especially for short contraction times and relatively small initial densities. This means that even with the damping of oscillations taken into account, the produced cosmic rays could in principle be detectable.

### 4.6 DISCUSSION AND CONCLUSIONS

We have shown that in contracting astrophysical systems with rising energy density, powerful oscillations of curvature scalar
$R$ are induced. Initially harmonic, these oscillations evolve to strongly anharmonic ones with high frequency and large amplitude, which could be much larger than the value of curvature in standard General Relativity.

Such oscillations result in efficient particle production in a wide energy range, from a hundred MeV up to the scalaron mass, $m$, which could be as large as $10^{10} \mathrm{GeV}$ (and maybe even larger). Such high frequency oscillations could be a source [2] of ultra high energy cosmic rays (UHECR) with $E \sim 10^{19}-10^{20}$ eV , see e.g. the review in [217], which might avoid the GZK cutoff $[218,219]$, and may even have implications for the so-called "ankle" problem [220-223].

Possibly the considered mechanism would give too large a fraction of high energy photons in UHECRs, see e.g. [224, 225], if no special care is taken, because gravity couples to all elementary particles with the same intensity. However, direct photon production may be suppressed due to the conformal invariance of electrodynamics. To avoid a too strong indirect photon production one may need to introduce "photo-fobic" heavy particles predominantly created by the oscillating curvature.

It is tempting to explain gamma bursts by these curvature oscillations, but the emitted particle energy seems to be much above the MeV range. To this end some modification of the model or a mechanism of energy depletion would be necessary, and could be an interesting subject of future research.

The oscillations considered here may also have an essential impact on the gravitational (Jeans) instability in $F(R)$ gravity studied for instance in [206, 207, 226], where this effect was not taken into consideration.

The efficiency of particle production strongly depends upon the system under scrutiny, the values of the parameters of the theory, and upon the explicit form of the function $F(R)$. These problems deserve further study, but the framework presented in this paper can be applied to many possible cases.

# 5 

SPHERICALLY SYMMETRIC SOLUTIONS IN
$f(R)$ GRAVITY AND GRAVITATIONAL REPULSION
E.V. Arbuzova, A.D. Dolgov, L. Reverberi, Astropart. Phys. 54, 44 (2014).

### 5.1 INTRODUCTION

Popular $F(R)$ models phenomenologically acceptable for cosmology have been suggested in [197-199]. They are more or less equivalent, particularly the former two, and in what follows we will use the specific $F(R)$ of [199]:

$$
\begin{equation*}
F(R)=-\lambda R_{0}\left[1-\left(1+\frac{R^{2}}{R_{0}^{2}}\right)^{-n}\right]-\frac{R^{2}}{6 m^{2}}, \tag{5.1}
\end{equation*}
$$

where $R_{0}$ is a constant parameter with dimensions of curvature and similar in magnitude to the cosmological curvature at the present day universe, $\lambda$ is a dimensionless constant of order unity and the power $n$ is usually taken to be an integer (though not necessarily so).

The last term is introduced to avoid infinite $R$ singularities in the past cosmology [212] or in the future in astronomical systems with rising energy density [3, 200, 209].

The corresponding field equations are

$$
\left(1+F_{, R}\right) R_{\mu v}-\frac{R+F}{2} g_{\mu v}+\left(g_{\mu v} \square-\nabla_{\mu} \nabla_{v}\right) F_{, R}=\frac{8 \pi}{m_{P l}^{2}} T_{\mu v}, ~(5.2)
$$

whose trace is

$$
\begin{equation*}
3 \square F_{, R}-R+R F_{, R}-2 F=\widetilde{T}, \tag{5.3}
\end{equation*}
$$

with $\widetilde{T}=\widetilde{T}_{v}^{\mu}$ and $\widetilde{T}_{\mu v}=8 \pi T_{\mu v} / m_{P l}^{2}$.
A detailed study of the solutions of the modified gravity equations in the present day universe was performed in $[2,5]$ for finite-size astronomical objects. It was found that if the energy density rises with time, fast oscillations of the scalar curvature
are induced, with an amplitude possibly much larger than the usual GR value $R=-\widetilde{T}$. The solution has the form:

$$
\begin{equation*}
R=R_{G R}(r) y(t), \tag{5.4}
\end{equation*}
$$

where $R_{G R}=-\widetilde{T}(r)$ is the would-be solution in the limit of GR, while the quickly oscillating function $y(t)$ may be much larger than unity. According to [5] the maximum value of $y$ in the so-called spike region is:

$$
\begin{equation*}
y(t) \sim 6 n(2 n+1) m t_{u}\left(\frac{t_{u}}{t_{\text {contr }}}\right)\left[\frac{\varrho_{m}(t)}{\varrho_{m 0}}\right]^{(n+1) / 2}\left(\frac{\varrho_{c}}{\varrho_{m 0}}\right)^{2 n+2} \tag{5.5}
\end{equation*}
$$

where $t_{u}$ is the universe age, $t_{\text {contr }}$ is the characteristic contraction time, so the energy density of the contracting cloud behaves as $\varrho_{m}(t)=\varrho_{m 0}\left(1+t / t_{\text {contr }}\right)$, with $\varrho_{m 0}$ being the initial energy density of the cloud, and $\varrho_{c}=10^{-29} \mathrm{~g} / \mathrm{cm}^{3}$ being the present day cosmological energy density. According to [1], the mass parameter $m$ entering eq. (5.1) should be larger than about $10^{5}$ GeV to avoid a conflict with BBN. So the factor $m t_{u}$ is enormous: $m t_{u} \geq 10^{47}$ and $y$ can reach a very high value, if not suppressed by a small ratio $\left(\varrho_{c} / \varrho_{m 0}\right)^{2 n+2}$, when $n$ is large.

As shown in [5], such spikes of high amplitude are formed if

$$
\begin{equation*}
6 n^{2}(2 n+1)^{2}\left(\frac{t_{u}}{t_{\text {contr }}}\right)^{2}\left[\frac{\varrho_{m}(t)}{\varrho_{m 0}}\right]^{3 n+1}\left(\frac{\varrho_{c}}{\varrho_{m 0}}\right)^{2 n+2}>1 . \tag{5.6}
\end{equation*}
$$

The values of the densities $\varrho_{m 0}$ and $\varrho_{m}(t)$ depend upon the objects under scrutiny. If we speak about formation of galaxies or clusters thereof, the following ratios can be expected: $\varrho_{m 0} / \varrho_{c}=1$ $10^{3}$ and $\varrho_{m}(t) / \varrho_{m 0}$ varying in the range $1-10^{5}$. Indeed the oscillations of curvature in such systems are excited if their mass density rises with time. For large scale structures this process began when they decoupled from the overall Hubble flow, which mostly took place at redshifts in the interval $z=10-0$, and could result in creation of galaxies with energy density 5 orders of magnitude higher than the present day cosmological one. If we consider the formation of stellar or planetary objects from the intergalactic gas with initial density $10^{-24} \mathrm{~g} / \mathrm{cm}^{3}$, then $\varrho_{m 0} / \varrho_{c}=$ $10^{5}$ and $\varrho_{m}(t) / \varrho_{m 0}$ can vary in the range $1-10^{24}$ or even larger.

If the condition (5.6) is not fulfilled and the spiky solution with high amplitude is not excited, still as calculations of refs. [2, 5] show, both numerically and analytically, the amplitude of $y(t)$ would be larger than unity, which is essential for the result presented below about gravitational repulsion inside systems with rising energy density.

### 5.2 SPHERICALLY SYMMETRIC SOLUTIONS IN $f(R)$ GRAVITY

The analysis in $[2,5]$ has been done under the assumption that the background space-time is nearly flat and so the background
metric is almost Minkowsky. However, the large deviation of curvature from its GR value, found in these works, may invalidate the assumption of an approximately flat background and should be verified.

In what follows we consider a spherically symmetric bubble of matter, e.g. a gas cloud or some other astronomical object, which occupies a finite region of space of radius $r_{m}$, and study spherically symmetric solution of the field equations 5.2 assuming that the metric has the Schwarzschild form:

$$
\begin{equation*}
d s^{2}=A(r, t) d t^{2}-B(r, t) d r^{2}-r^{2}\left(d \theta^{2}+\sin ^{2} \theta d \phi^{2}\right) . \tag{5.7}
\end{equation*}
$$

A metric of this type in $F(R)$ theories was analysed e.g. in [213, 227] but the curvature oscillations, which are in the essence of our work (see below), were not taken into account there. If these oscillations are not taken into account our results agrees with the papers cited above.

We assume that the metric coefficients $A$ and $B$ weakly deviate from unity and check when this is true. The nonzero components of the Ricci tensor corresponding to the metric (5.7) are:

$$
\begin{align*}
& R_{00}=\frac{A^{\prime \prime}-\ddot{B}}{2 B}+\frac{(\dot{B})^{2}-A^{\prime} B^{\prime}}{4 B^{2}}+\frac{\dot{A} \dot{B}-\left(A^{\prime}\right)^{2}}{4 A B}+\frac{A^{\prime}}{r B},  \tag{5.8a}\\
& R_{r r}=\frac{\ddot{B}-A^{\prime \prime}}{2 A}+\frac{\left(A^{\prime}\right)^{2}-\dot{A} \dot{B}}{4 A^{2}}+\frac{A^{\prime} B^{\prime}-(\dot{B})^{2}}{4 A B}+\frac{B^{\prime}}{r B},  \tag{5.8b}\\
& R_{\theta \theta}=-\frac{1}{B}+\frac{r B^{\prime}}{2 B^{2}}-\frac{r A^{\prime}}{2 A B}+1,  \tag{5.8c}\\
& R_{\varphi \varphi}=\left(-\frac{1}{B}+\frac{r B^{\prime}}{2 B^{2}}-\frac{r A^{\prime}}{2 A B}+1\right) \sin ^{2} \theta=R_{\theta \theta} \sin ^{2} \theta,  \tag{5.8d}\\
& R_{0 r}=\frac{\dot{B}}{r B} . \tag{5.8e}
\end{align*}
$$

Here a prime and an overdot denote differentiation with respect to $r$ and $t$, respectively. The corresponding Ricci scalar is equal to:

$$
\begin{align*}
R= & \frac{1}{A} R_{00}-\frac{1}{B} R_{r r}-\frac{1}{r^{2}} R_{\theta \theta}-\frac{1}{r^{2} \sin ^{2} \theta} R_{\varphi \varphi} \\
= & \frac{A^{\prime \prime}-\ddot{B}}{A B}+\frac{(\dot{B})^{2}-A^{\prime} B^{\prime}}{2 A B^{2}}+\frac{\dot{A} \dot{B}-\left(A^{\prime}\right)^{2}}{2 A^{2} B}+ \\
& +\frac{2 A^{\prime}}{r A B}-\frac{2 B^{\prime}}{r B^{2}}+\frac{2}{r^{2} B}-\frac{2}{r^{2}} \\
= & \frac{2}{A} R_{00}-\frac{2 B^{\prime}}{r B^{2}}+\frac{2}{r^{2} B}-\frac{2}{r^{2}} . \tag{5.9}
\end{align*}
$$

We assume that the metric is close to the flat one, i.e.

$$
\begin{equation*}
A_{1}=A-1 \ll 1 \text { and } B_{1}=B-1 \ll 1 \tag{5.10}
\end{equation*}
$$

and study if and when this assumption remains true for the solutions with very large values of $R$ found in our previous
works [2,5]. It is convenient to use equations (5.2) in the following form:

$$
\begin{aligned}
& R_{00}-R / 2=\frac{\widetilde{T}_{00}+\Delta F_{, R}+F / 2-R F_{, R} / 2}{1+F_{, R}} \\
& R_{r r}+R / 2=\frac{\widetilde{T}_{r r}+\left(\partial_{t}^{2}+\partial_{r}^{2}-\Delta\right) F_{, R}-F / 2+R F_{, R} / 2}{1+F_{, R}}(5.12)
\end{aligned}
$$

because their left hand sides contain only first derivatives of the metric coefficients. In the weak field limit, when derivatives of $A(r, t)$ and $B(r, t)$ are sufficiently small so that their square can be neglected, we obtain the following expressions for the $R_{00}$ and $R_{r r}$ components of the Ricci tensor and for the Ricci scalar $R$ :

$$
\begin{align*}
& R_{00} \approx \frac{A^{\prime \prime}-\ddot{B}}{2}+\frac{A^{\prime}}{r},  \tag{5.13a}\\
& R_{r r} \approx \frac{\ddot{B}-A^{\prime \prime}}{2}+\frac{B^{\prime}}{r}  \tag{5.13b}\\
& R \approx A^{\prime \prime}-\ddot{B}+\frac{2 A^{\prime}}{r}-\frac{2 B^{\prime}}{r}+\frac{2(1-B)}{r^{2}} . \tag{5.13c}
\end{align*}
$$

If the energy density of matter inside the the cloud, i.e. for $r<r_{m}$, is much larger than the cosmological energy density, the following restrictions are fulfilled:

$$
\begin{equation*}
F_{, R} \ll 1 \text { and } F \ll R \tag{5.14}
\end{equation*}
$$

For static solutions the effects of gravity modifications in this limit are weak and, as we will see in what follows, the solution is quite close to the standard Schwarzschild one in agreement with other works on this subject. We assume that the spatial derivatives of $F_{R}^{\prime}$ are small in comparison with the time derivatives. This assumption is justified a posteriory because we use in what follows the solution with quickly oscillating $R$ found in refs. [8,9]. The characteristic time variation of this solution is microscopically small, while the space variation scale is macroscopically large. So from eq. (5.3) it follows that $\left(\partial_{t}^{2}-\Delta\right) F_{, R}=(\widetilde{T}+R) / 3$ and we find:

$$
\begin{align*}
& B_{1}^{\prime}+\frac{B_{1}}{r}=r \widetilde{T}_{00},  \tag{5.15a}\\
& A_{1}^{\prime \prime}-\frac{A_{1}^{\prime}}{r}=-\frac{3 B_{1}}{r^{2}}+\ddot{B}_{1}+\widetilde{T}_{00}-2 \widetilde{T}_{r r}+\frac{\widetilde{T}_{\theta \theta}}{r^{2}}+\frac{\widetilde{T}_{\varphi \varphi}}{r^{2} \sin ^{2} \theta} \equiv S_{A} . \tag{5.15b}
\end{align*}
$$

Since we assumed small deviations from the Minkowsky metric, we neglected the corresponding corrections in $T_{\mu v}$. The validity of this assumption is precisely what we have to check.

Equation (5.15a) has the solution:

$$
\begin{equation*}
B_{1}(r, t)=\frac{C_{B}(t)}{r}+\frac{1}{r} \int_{0}^{r} d r^{\prime} r^{\prime 2} \widetilde{T}_{00}\left(r^{\prime}, t\right) . \tag{5.16}
\end{equation*}
$$

To avoid a singularity at $r=0$ we have to assume that $C_{B}(t) \equiv 0$. Then this expression for $B_{1}$ formally coincides with the usual Schwarzschild solution, while the equation determining the metric coefficient $A_{1}$ allows for an additional freedom:
$A_{1}(r, t)=C_{1 A}(t) r^{2}+C_{2 A}(t)+\int_{r}^{r_{m}} d r_{1} r_{1} \int_{r_{1}}^{r_{m}} \frac{d r_{2}}{r_{2}} S_{A}\left(r_{2}, t\right)$. (5.17)
The integration limits are chosen in such a way that the singularity at $r_{2}=0$ is avoided. Using equation (5.16) with $C_{B}=0$ we can rewrite $S_{A}$ as:

$$
\begin{align*}
S_{A}=-\frac{3}{r^{3}} & \int_{0}^{r} d r^{\prime} r^{\prime 2} \widetilde{T}_{00}\left(r^{\prime}, t\right)+\frac{1}{r} \int_{0}^{r} d r^{\prime} r^{\prime 2} \widetilde{\widetilde{T}}_{00}\left(r^{\prime}, t\right)+ \\
& +\widetilde{T}_{00}-2 \widetilde{T}_{r r}+\frac{\widetilde{T}_{\theta \theta}}{r^{2}}+\frac{\widetilde{T}_{\varphi \varphi}}{r^{2} \sin ^{2} \theta} \tag{5.18}
\end{align*}
$$

Accordingly we obtain the following expression for $A_{1}(r, t)$ :

$$
\begin{align*}
A_{1}(r, t)= & C_{1 A}(t) r^{2}+C_{2 A}(t)+ \\
& +\int_{r}^{r_{m}} d r_{1} r_{1} \int_{r_{1}}^{r_{m}} \frac{d r_{2}}{r_{2}}\left[\widetilde{T}_{00}\left(r_{2}, t\right)-\right. \\
& \left.-2 \widetilde{T}_{r r}\left(r_{2}, t\right)+\frac{\widetilde{T}_{\theta \theta}\left(r_{2}, t\right)}{r^{2}}+\frac{\widetilde{T}_{\varphi \varphi}\left(r_{2}, t\right)}{r^{2} \sin ^{2} \theta}\right]- \\
& -\int_{r}^{r_{m}} d r_{1} r_{1} \int_{r_{1}}^{r_{m}} \frac{d r_{2}}{r_{2}}\left[\frac{3}{r_{2}^{3}} \int_{0}^{r_{2}} d r^{\prime} r^{\prime 2} \widetilde{T}_{00}\left(r^{\prime}, t\right)-\right. \\
& \left.-\frac{1}{r_{2}} \int_{0}^{r_{2}} d r^{\prime} r^{\prime 2} \widetilde{T}_{00}\left(r^{\prime}, t\right)\right] . \tag{5.19}
\end{align*}
$$

### 5.2.1 The Schwarzschild Case

It is instructive to check how solutions (5.16) and (5.19) reduce to the vacuum Schwarzschild solution in GR. The mass of matter inside a radius $r$ is defined in the usual way:

$$
\begin{equation*}
M(r, t)=\int_{0}^{r} d^{3} r T_{00}(r, t)=4 \pi \int_{0}^{r} d r r^{2} T_{00}(r, t) \tag{5.20}
\end{equation*}
$$

If all matter is confined inside a radius $r_{m}$, the total mass is $M \equiv M\left(r_{m}\right)$ and due to mass conservation it does not depend on time. Since $\widetilde{T}_{00}=8 \pi T_{00} / m_{P l}^{2}$, we obtain for $r>r_{m}$, as expected, $B_{1}=r_{g} / r$, where $r_{g}=2 M / m_{P l}^{2}$ is the usual Schwarzschild radius.

Let us turn now to the calculation of $A_{1}$ (5.19). Evidently, for $r>r_{m}$ the first integral term vanishes because $r_{2}$ is also larger than $r_{m}$, in fact in this region we have $T_{\mu v}=0$. The integral containing $\ddot{\widetilde{T}}_{00}$ is also zero due to total mass conservation. The remaining integral can be easily taken:

$$
\int_{r}^{r_{m}} d r_{1} r_{1} \int_{r_{1}}^{r_{m}} \frac{d r_{2}}{r_{2}} \frac{3}{r_{2}^{3}} \int_{0}^{r_{2}} d r^{\prime} r^{\prime 2} \widetilde{T}_{00}\left(r^{\prime}, t\right)=\frac{r_{g}}{r}+\frac{r_{g} r^{2}}{2 r_{m}^{3}}-\frac{3 r_{g}}{2 r_{m}} .
$$

Thus the metric coefficient outside the source is:

$$
\begin{equation*}
A_{1}=-\frac{r_{g}}{r}+\left[C_{1 A}(t)-\frac{r_{g}}{2 r_{m}^{3}}\right] r^{2}+\left[C_{2 A}(t)+\frac{3 r_{g}}{2 r_{m}}\right] \tag{5.22}
\end{equation*}
$$

Choosing $C_{1 A}=r_{g} /\left(2 r_{m}^{3}\right)$, to eliminate the $r^{2}$-term at infinity, and $C_{2 A}=-3 r_{g} /\left(2 r_{m}\right)$ we obtain the usual Schwarzschild solution. Note that it is not necessary to demand that the spaceindependent constant in $A_{1}$ must vanish, because it can be removed by a redefinition of the time variable.

### 5.2.2 Modified Gravity Solutions

In the modified theory the internal solution remains of the same form (5.16) and (5.19), where the coefficient $C_{1 A}$, however, may depend non-trivially on time. This coefficient can be found from eq. (5.13c) if the curvature scalar is known. As previously mentioned, we have shown in papers [2,5] in systems with rising energy density that the curvature scalar may be much larger than its value in GR. Using eqs. (5.16) and (5.19) and comparing them to eq. (5.13c) we can conclude that the dominant contribution into such form of the curvature is given by $A^{\prime \prime}+2 A^{\prime} / r$, i.e.

$$
\begin{equation*}
C_{1 A}(t) \approx \frac{R(t)}{6} \tag{5.23}
\end{equation*}
$$

where $R(t)$ is given by eqs. $(5 \cdot 4,5 \cdot 5)$.
There is an essential difference between the modified and the standard solutions in vacuum. In the standard case the term proportional to $r^{2}$ appears both at $r<r_{m}$ and $r>r_{m}$ with the same coefficient and hence it must vanish. On the other hand, for modified gravity such condition is not applicable and the $C_{1 A} r^{2}$-term may be present at $r<r_{m}$ and absent at $r \gg r_{m}$. The vacuum solution for $R$ is presumably $R \sim R_{c}$, where $R_{c}$ is the (small) cosmological curvature, plus possible oscillating terms.

Thus to summarise, the metric functions inside the cloud are equal to:

$$
\begin{align*}
& A(r, t)=1+\frac{R(t) r^{2}}{6}+A_{1}^{(S c h)}(r, t)  \tag{5.24a}\\
& B(r, t)=1+\frac{2 M(r, t)}{m_{P l}^{2} r} \equiv 1+B_{1}^{(S c h)} . \tag{5.24b}
\end{align*}
$$

In other words we construct the internal solution assuming that it consists of two terms: the Schwarzschild one and the oscillating part generated by the rising density as is shown in our works [2,5]. The expression for $A_{1}^{(S c h)}(r, t)$ can be found from (5.19) with constant $C_{A 1}=r_{g} / 2 r_{m}^{3}$ and $C_{A 2}=-3 r_{g} / r_{m}$, as determined from eq. (5.22). As for the integrals in eq. (5.19), we
calculated them assuming that matter is nonrelativistic, so the space components of $T_{\mu \nu}$ are negligible in comparison to $T_{00}$, and that the matter/energy density, $T_{00} \equiv \varrho_{m}(t)$, is spatially constant but may depend on time. The first two integrals in eq. (5.19) cancel out and only the integral containing the second time derivative of the mass density survives. So for the Schwarzschild part of the solution we find:

$$
\begin{equation*}
A_{1}^{(S c h)}(r, t)=\frac{r_{g} r^{2}}{2 r_{m}^{3}}-\frac{3 r_{g}}{2 r_{m}}+\frac{\pi \ddot{\varrho}_{m}}{3 m_{P l}^{2}}\left(r_{m}^{2}-r^{2}\right)^{2} . \tag{5.25}
\end{equation*}
$$

As we noted at the end of Sec. 5.1, $R(t)$ is typically larger that the GR value: $\left|R_{G R}\right|=8 \pi \varrho_{m} / m_{P l}^{2}$, so the second term in eq. (5.24a), $R(t) r^{2} / 6$, gives the dominant contribution into $A_{1}$ at sufficiently large $r$. Indeed, $r^{2} R(t) \sim r^{2} y R_{G R}$ with $y>1$, while the canonical Schwarzschild terms are of the order of $r_{g} / r_{m} \sim$ $\varrho_{m} r_{m}^{2} / m_{P l}^{2} \sim r_{m}^{2} R_{G R}$.

As already mentioned, the solution with large oscillating $R(t)$ was obtained $[2,5]$ under the assumption that the background metric weakly deviates from the flat Minkowsky one. Though this is certainly true for the Schwarzschild part of the solution (5.25), this may be questioned for the $r^{2} R(t) / 6$ - term. Evidently the flat background metric is not noticeably distorted if $r^{2}<6 / R(t)$. If the initial energy density of the cloud is of the order of the cosmological energy density, i.e. $R_{G R} \sim 1 / t_{u}^{2}$, then the metric would deviate from the Minkowsky one for clouds having radius $r_{m}>t_{u} / \sqrt{y}$, where the maximum value of $y$ is given by eq. (5.5). For systems where very large values of $y$ are reached, the flat space approximation may be broken already for non-interestingly small $r$. However, at the stage of rising $R(t)$ when $y>1$ but not too large, the flat space approximation would be valid over all the volume of the collapsing cloud. For large objects or large $y$, such that $R r^{2} / 6 \sim 1$, the approximation of flat background metric becomes inapplicable and one has to solve the exact non-linear equations ( $5.8 \mathrm{a}-5.8 \mathrm{e}$ ); this situation will be studied elsewhere. If $A_{1}$ becomes comparable with unity, the evolution of $R(t)$ may significantly differ from that found in [ $2,3,5$ ], but it seems evident that once a large $y>1$ is reached, it would remain larger than unity despite a possible back-reaction of the non-flat metric.

One more comment is in order here. Above we presented the solution which tends to the flat one at large distances, though strictly speaking this should not be the case, since in the considered $F(R)$ theory the metric of the empty space has the De Sitter form. Nevertheless our is approximation is good enough when the deviation of the metric from the flat one is large in comparison with the cosmological part of the metric, i.e. $A_{1}$ or $B_{1}$ are large in comparison with the De Sitter part. It is completely analogous to the case of the usual GR, when the gravitational field of an isolated body is close to the Schwarzchild one for sufficiently
small distances from the center despite the cosmological FRW metric at large distances.

In the lowest order in the gravitational interaction the motion [the geodesic equation in metric (5.7)] of a non-relativistic test particle is governed by the equation:

$$
\begin{equation*}
\ddot{r}=-\frac{A^{\prime}}{2}=-\frac{1}{2}\left[\frac{R(t) r}{3}+\frac{r_{g} r}{r_{m}^{3}}\right], \tag{5.26}
\end{equation*}
$$

where $A$ is given by eq. (5.24a). Since $R(t)$ is always negative and large, the modifications of GR considered here lead to anti-gravity inside a cloud with energy density exceeding the cosmological one. Gravitational repulsion dominates over the usual attraction if

$$
\begin{equation*}
\frac{|R| r_{m}^{3}}{3 r_{g}}=\frac{|R| r_{m}^{3} m_{P l}^{2}}{6 M}=\frac{|R| r_{m}^{3} m_{P l}^{2}}{8 \pi \varrho r_{m}^{3}}=\frac{|R|}{\widetilde{T}_{00}} \equiv y>1 . \tag{5.27}
\end{equation*}
$$

This condition may be misleading, in that it seems that whenever $R$ oscillates, so that its absolute value exceeds the GR value $\simeq \widetilde{T}_{00}$ (for non-relativistic matter), the $f(R)$ dynamics should lead to repulsive gravity. This is of course not the case, and the reason is the following: to obtain (5.27), and particularly in deriving (5.24), we have assumed that $R$ oscillates with large amplitude so that

$$
\begin{equation*}
|R| \gg T_{00} \tag{5.28}
\end{equation*}
$$

at the "top" of oscillations, as found in Chapters 3 and 4, see [2, 3. 5]. Clearly, the condition (5.27) is implied by (5.28), so it fails in giving us additional information as to when we may expect antigravity. Ultimately, the true condition for antigravity is thus (5.28), which ensures that (5.23) holds. It is probably possible to derive a more precise condition, we plan to address this issue in the future.

So, we have seen that in modified gravity and in systems with rising energy density, the curvature scalar would typically exceed the $G R$ value $R_{G R}$, i.e. $y>1$, and thus the gravitational repulsion would dominate over the usual Schwarzschild attraction. The back-reaction of this repulsion would slow down the contraction but evidently not stop it. Moreover, the repulsion could overtake the contraction at sufficiently large radius. As a result shell type structures could be formed. Hence the gravitational repulsion found here might be responsible for the formation of cosmic voids but the lengthy analysis of realistic scenarios is outside the framework of this Chapter.

### 5.3 CONCLUSIONS

As it was shown in [2,5], the time evolution of curvature exhibits a periodic succession of high narrow spikes with $R>R_{R G}$ over
some smooth background with relatively low $R$ - see e.g. eq. (4.17) of [5]. These oscillations are damped due to gravitational particle production but the corresponding life-time could be comparable or even larger than the cosmological time. So structure formation in modified gravity would be different from that in the standard GR. Sufficiently large primordial clouds would not shrink down to smaller and smaller bodies with more or less uniform density but could form thin shells empty (or almost empty) inside, except possibly for some central mass. At least for some types of objects this result would modify the recent studies of the formation and stability of astronomical structures in $F(R)$ gravity [206, 207]. We should however stress that those works neglected time derivatives, so the contrast with our results is mainly due to the different physical phenomena involved.

Among modified theories of gravitation, $f(R)$ theories are possibly the most straightforward and "natural" purely geometric extension of GR. The first appearance of modified gravity theories dates back to the 1920's [113, 114], although their relevance and popularity vastly increased about 40 years ago, when pioneering works [136-138] showed the possibility of generating the early inflationary period with quadratic theories, which arise naturally from quantum corrections in curved spacetime.

After the discovery of the cosmic acceleration [34-37], new life was infused into $f(R)$ theories, sparked by the early works [153157]. These models were soon realised to suffer from severe instabilities [158, 159], because the additional scalar degree of freedom acquires an imaginary mass. During the following years, an impressive amount of work was directed to determining the cosmological viability conditions of $f(R)$ models [160-169]. Clearly, despite the conceptual simplicity of $f(R)$ theories, the additional dynamics and the higher-order equations make it difficult - and fun - to come up with "good" models to model dark energy.

Furthermore, these models must be tested in a variety of cosmological and astrophysical situations, and may lead to important detectable signatures which could in principle be observed soon. As important as inventing new models is, finding new ways to constrain and even exclude them is no smaller task. It is believed that $f(R)$ models can be considered as low-energy phenomenological limits of some more fundamental theory such as string theory, etc. [139-141]. Every step towards the "right" $f(R)$ model may very well be a step towards the "right" theory of quantum gravity, so there is no overestimating the relevance of any result in this direction. This has been precisely the intent of my work.

Chapter 1 is devoted to introducing the vacuum energy problem. After a brief review of the standard cosmological scenario and of the main observational indications for a vacuum energy component, I presented a few of the most important theoretical models proposed to explain the cosmic acceleration, from both the modified matter (dark energy) and modified gravity standpoints.

In Chapter 2, I studied the radiation-dominated epoch in $R+R^{2}$ gravity, discussing the modified curvature dynamics analytically and numerically. The curvature scalar exhibits fast oscillations around some power-law behaviour which may or may not correspond to the standard GR solution. These curvature oscillations are however damped due to gravitational particle production
effects, so that eventually the solutions relax to the GR ones, but with an additional relic density of gravitationally produced particles which can in principle give some imprint on the cosmological evolution and perhaps even make up an effective mechanism to produce dark matter.

In Chapter 3, I investigated the formation of curvature singularities inside astronomical contracting systems within the framework of two recently proposed $f(R)$ models [198, 199], studying the problem analytically and comparing my estimates with exact numerical results. I showed that such infinite- $R$, finite- $\varrho$ singularities can arise in a number of physically reasonable systems, and derived the time scales for this to happen.

Naturally, as $R$ approaches infinity, one expects high-curvature effects to come into play. In Chapter 4, I studied the curvature evolution in the models [198, 199] with the addition of an $R^{2}$ term (irrelevant for cosmology, but important for large $R$ ). I showed that this term prevents the formation of the curvature singularity while still allowing $R$ to reach very large values, and in turn may lead to strong particle production. I calculated the particle production rate, which depends on both physical properties of the system and on model parameters. These high-energy cosmic rays could in principle be detectable and, if observed, would represent a unique model-dependent signature. Some unexplained features in the cosmic ray spectrum, e.g. the so-called "ankle" [220-223], might find a fascinating explanation in this framework.

In Chapter 5, I discussed another interesting and unexpected consequence of these high- $R$ solutions, namely the possibility of gravitational repulsion in contracting systems. The modified Einstein equations lead to new solutions for the metric in spherically symmetric systems, and the new geodesic equation for a test particle essentially shows repulsive behaviour if curvature is large compared to its GR value. The phenomenology of such an anti-gravitational behaviour, which has not been fully explored yet, is probably rather interesting and may lead to additional interesting discoveries.

We are experiencing astonishing advances in experimental, observational and theoretical physics. We should be very excited at what the next years and decades will bring, and I personally cannot wait until the next discovery shakes the physics world again. Among the very many problems modern physicists must face, that of dark energy is possibly the most important, the most difficult, and perhaps the farthest from being solved. The solution to this problem will likely require contributions from a variety of sectors of experimental and theoretical physics, and those contributions will surely help us shed light on other related
problems. It is entirely possible that we will need to abandon the current paradigms of quantum and gravitational physics.

I am honoured that I have had the chance to do my part in this fantastic journey, and wish to continue to do so in the future.

# A 

FIELD EQUATIONS FOR MODIFIED

## GRAVITATIONAL THEORIES

## A. 1 GENERAL MODIFIED GRAVITATIONAL ACTION

The variation of the action

$$
\begin{equation*}
A=\int d^{4} x \sqrt{-g} f(R, \phi) \tag{A.1}
\end{equation*}
$$

with respect to the metric yields

$$
\begin{align*}
\delta A & =\int d^{4} x[f \delta \sqrt{-g}+\sqrt{-g} \delta f] \\
& =\int d^{4} x\left[f \delta \sqrt{-g}+\sqrt{-g} f_{, R}\left(R_{\mu v} \delta g^{\mu v}+g^{\mu v} \delta R_{\mu v}\right)\right] \tag{A.2}
\end{align*}
$$

where $f_{, R} \equiv \partial f / \partial R$ and $\delta f=f_{, R} \delta R$ is the functional derivative of $f$ with respect to $R$. Using

$$
\begin{equation*}
\delta \sqrt{-g}=-\frac{1}{2} \sqrt{-g} g_{\mu v} \delta g^{\mu v} \tag{A.3}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\delta A=\int d^{4} x \sqrt{-g}\left[\left(f_{, R} R_{\mu v}-\frac{1}{2} f g_{\mu v}\right) \delta g^{\mu v}+f_{, R} g^{\mu v} \delta R_{\mu v}\right] . \tag{A.4}
\end{equation*}
$$

The Ricci tensor is

$$
\begin{equation*}
R_{\mu v} \equiv R_{\mu \alpha v}^{\alpha}=\partial_{\alpha} \Gamma_{\mu \nu}^{\alpha}-\partial_{\nu} \Gamma_{\alpha \mu}^{\alpha}+\Gamma_{\lambda \sigma}^{\lambda} \Gamma_{\nu \mu}^{\sigma}-\Gamma_{\sigma v}^{\alpha} \Gamma_{\alpha \mu}^{\sigma}, \tag{A.5}
\end{equation*}
$$

and its variation is given by the Palatini identity

$$
\begin{equation*}
\delta R_{\mu \nu}=\nabla_{\lambda}\left(\delta \Gamma_{\mu \nu}^{\lambda}\right)-\nabla_{\nu}\left(\delta \Gamma_{\lambda \mu}^{\lambda}\right) . \tag{A.6}
\end{equation*}
$$

Please note that although the affine connection is not a tensor, its variation is a tensor, and hence its covariant derivative makes sense (see e.g. [7]). The metric compatibility condition $\nabla_{\alpha} g_{\mu \nu}=0$ also yields

$$
\begin{equation*}
g^{\mu v} \delta R_{\mu v}=\nabla_{\lambda}\left(g^{\mu v} \delta \Gamma_{\mu v}^{\lambda}-g^{\mu \lambda} \delta \Gamma_{\mu v}^{v}\right) . \tag{A.7}
\end{equation*}
$$

Now we need to calculate the variation of the affine connection, or Christoffel symbols, defined by

$$
\begin{equation*}
\Gamma_{\mu \nu}^{\alpha} \equiv \frac{1}{2} g^{\alpha \lambda}\left(\partial_{\mu} g_{\lambda \nu}+\partial_{\nu} g_{\lambda \mu}-\partial_{\lambda} g_{\mu v}\right) \tag{A.8}
\end{equation*}
$$

In all calculations, we will assume that we are working in a torsion-free manifold, namely that the Christoffel symbols are symmetric under permutation of the lower indeces. Assuming that the variation $(\delta)$ and partial derivative $(\partial)$ operators commute, we obtain

$$
\begin{align*}
\delta \Gamma_{\mu \nu}^{\alpha}=\frac{1}{2} & {\left[\delta g^{\alpha \lambda}\left(\partial_{\mu} g_{\lambda v}+\partial_{\nu} g_{\lambda \mu}-\partial_{\lambda} g_{\mu v}\right)\right]+} \\
& +\frac{1}{2}\left[g^{\alpha \lambda}\left(\partial_{\mu} \delta g_{\lambda v}+\partial_{\nu} \delta g_{\lambda \mu}-\partial_{\lambda} \delta g_{\mu v}\right)\right] . \tag{A.9}
\end{align*}
$$

Substituting the expression for the covariant derivative of the metric tensor

$$
\begin{equation*}
\nabla_{\alpha} \delta g_{\mu v}=\partial_{\alpha} \delta g_{\mu \nu}-\Gamma_{\alpha \mu}^{\lambda} \delta g_{\lambda \nu}-\Gamma_{\alpha \nu}^{\lambda} \delta g_{\lambda \mu} \tag{A.10}
\end{equation*}
$$

and using (A.3), equation (A.9) becomes

$$
\begin{align*}
& \delta \Gamma_{\mu \nu}^{\alpha}=\frac{1}{2}\left[\delta g^{\alpha \lambda}\left(\partial_{\mu} g_{\lambda v}+\partial_{\nu} g_{\lambda \mu}-\partial_{\lambda} g_{\mu \nu}\right)\right]+ \\
& +\frac{1}{2} g^{\alpha \lambda}\left[\nabla_{\mu} \delta g_{\nu \lambda}+\nabla_{\nu} \delta g_{\mu \lambda}-\nabla_{\lambda} \delta g_{\mu \nu}+2 \Gamma_{\mu \nu}^{\sigma} \delta g_{\sigma \lambda}\right] \\
& =\frac{1}{2} \delta g^{\alpha \beta} g_{\beta \sigma} g^{\sigma \lambda}\left[\partial_{\mu} g_{\lambda \nu}+\partial_{\nu} g_{\lambda \mu}-\partial_{\lambda} g_{\mu \nu}\right]+ \\
& +\frac{1}{2} g^{\alpha \lambda}\left[\nabla_{\mu} \delta g_{\nu \lambda}+\nabla_{\nu} \delta g_{\mu \lambda}-\nabla_{\lambda} \delta g_{\mu \nu}\right]-g_{\sigma \beta} \delta g^{\beta \alpha} \Gamma_{\mu v}^{\sigma} \\
& =\frac{1}{2} g^{\alpha \lambda}\left[\nabla_{\mu} \delta g_{\nu \lambda}+\nabla_{\nu} \delta g_{\mu \lambda}-\nabla_{\lambda} \delta g_{\mu \nu}\right] . \tag{A.11}
\end{align*}
$$

Evidently, in the last step, the first term has canceled with the third. In similar fashion, one can prove that

$$
\begin{equation*}
\delta \Gamma_{\mu \nu}^{\nu}=\frac{1}{2} g^{\nu \lambda} \nabla_{\mu} \delta g_{\nu \lambda}, \tag{A.12}
\end{equation*}
$$

so that

$$
\begin{align*}
g^{\mu v} \delta R_{\mu v}= & \frac{1}{2} \nabla_{\lambda}\left[g^{\mu v} g^{\lambda \alpha}\left(\nabla_{\mu} \delta g_{v \alpha}+\nabla_{\nu} \delta g_{\mu \alpha}-\nabla_{\alpha} \delta g_{\mu v}\right)-\right. \\
& \left.\quad-g^{\mu \lambda} g^{v \alpha} \nabla_{\mu} \delta g_{v \alpha}\right] \\
= & \nabla^{\mu} \nabla^{v} \delta g_{\mu v}-g^{\mu \nu} \nabla^{2} \delta g_{\mu v} \\
= & g_{\mu v} \nabla^{2} \delta g^{\mu v}-\nabla_{\mu} \nabla_{\nu} \delta g^{\mu v}, \tag{A.13}
\end{align*}
$$

where in obvious notation $\nabla^{2} \equiv \nabla_{\mu} \nabla^{\mu}$ is the covariant D'Alambertian operator. In order to be able to integrate by parts, it is useful to define the following quantities:

$$
\begin{gather*}
M_{\tau} \equiv f_{, R} g_{\mu \nu} \nabla_{\tau}\left(\delta g^{\mu \nu}\right)-\delta g^{\mu \nu} g_{\mu \nu} \nabla_{\tau}\left(f_{, R}\right),  \tag{A.14}\\
N^{\sigma} \equiv f_{, R} \nabla_{\mu}\left(\delta g^{\mu \sigma}\right)-\delta g^{\mu \sigma} \nabla_{\mu}\left(f_{, R}\right) .
\end{gather*}
$$

One can see that

$$
\begin{align*}
& \delta \int d^{4} x \sqrt{-g}\left[f_{, R}(R) g^{\mu v} \delta R_{\mu v}\right]= \\
& =\int d^{4} x \sqrt{-g} \delta g^{\mu v}\left(g_{\mu \nu} \nabla^{2}-\nabla_{\mu} \nabla_{\nu}\right) f_{, R}(R)+ \\
& \quad+\int d^{4} x \sqrt{-g}\left(\nabla^{\tau} M_{\tau}+\nabla_{\sigma} N^{\sigma}\right) . \tag{A.15}
\end{align*}
$$

The second term on the right-hand side, with the aid of the GaussStokes theorem, can be expressed as a surface integral, and can be basically put to zero by requiring that the variations $\delta g_{\mu v}$ vanish on the boundary ${ }^{1}$.

Collecting all terms, we obtain
$\delta A=\int d^{4} x \sqrt{-g} \delta g^{\mu \nu}\left[f_{, R} R_{\mu v}-\frac{1}{2} f g_{\mu v}+\left(g_{\mu v} \nabla^{2}-\nabla_{\mu} \nabla_{v}\right) f_{, R}\right]$.

Adding a matter action $S_{m}$, and defining the energy-momentum tensor as

$$
\begin{equation*}
T_{\mu \nu} \equiv \frac{2}{\sqrt{-g}} \frac{\delta A_{m}}{\delta g^{\mu \nu}} \tag{A.17}
\end{equation*}
$$

the complete field equation take the form

$$
\begin{equation*}
f_{, R} R_{\mu v}-\frac{1}{2} f g_{\mu v}+\left(g_{\mu v} \nabla^{2}-\nabla_{\mu} \nabla_{v}\right) f_{, R}=-\frac{1}{2} T_{\mu v} \tag{A.18}
\end{equation*}
$$

General relativity is recovered with the choice

$$
\begin{equation*}
f=-\frac{m_{P l}^{2}}{16 \pi} R, \tag{A.19}
\end{equation*}
$$

which leads to the standard Einstein equations

$$
\begin{equation*}
G_{\mu v} \equiv R_{\mu v}-\frac{1}{2} R g_{\mu v}=\frac{8 \pi}{m_{P l}^{2}} T_{\mu v} \tag{A.20}
\end{equation*}
$$

## A. $2 f(R)$ THEORIES

It is now straightforward to compute the field equations for more particular cases. With $f(R)$, the trick is trivial, since one only needs to put $f=f(R)$ in (A.18). Thus, the action

$$
\begin{equation*}
A^{f(R)}=-\frac{m_{P l}^{2}}{16 \pi} \int d^{4} x \sqrt{-g} f(R)+A_{M}\left(\psi ; g_{\mu v}\right) \tag{A.21}
\end{equation*}
$$

produces the field equations

$$
\begin{equation*}
f_{, R}(R) R_{\mu v}-\frac{1}{2} f(R) g_{\mu v}+\left(g_{\mu v} \nabla^{2}-\nabla_{\mu} \nabla_{v}\right) f_{, R}(R)=8 \pi G T_{\mu v} \tag{A.22}
\end{equation*}
$$

[^12]
## A. 3 SCALAR-TENSOR THEORIES

In the case of scalar-tensor gravities, this is just slightly more complicated. We substitute $f=f(\phi)$ in (A.18) and consider the complete action

$$
\begin{equation*}
A^{\mathrm{ST}}=\int d^{4} x \sqrt{-g}\left[-\frac{m_{P l}^{2} f(\phi)}{16 \pi} R+\frac{1}{2}(\partial \phi)^{2}-V(\phi)\right]+A_{M}\left(\psi ; g_{\mu v}\right), \tag{A.23}
\end{equation*}
$$

where

$$
\begin{equation*}
(\partial \phi)^{2}=g^{\mu v} \partial_{\mu} \phi \partial_{\nu} \phi \tag{A.24}
\end{equation*}
$$

Variation with respect to metric yields the field equations

$$
f(\phi) G_{\mu \nu}=8 \pi G\left(T_{\mu \nu}^{(m)}+T_{\mu v}^{\phi}\right)+\left(\nabla_{\mu} \nabla_{v}-g_{\mu v} \nabla^{2}\right) f(\phi),(\text { A. } 25)
$$

where

$$
\begin{equation*}
T_{\mu \nu}^{\phi}=\partial_{\mu} \phi \partial_{\nu} \phi-\frac{1}{2} g_{\mu v}(\partial \phi)^{2}+g_{\mu \nu} V(\phi) \tag{A.26}
\end{equation*}
$$

is the usual energy-momentum tensor for a minimally-coupled scalar field.
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[^0]:    1 Also called Gauss curvature.

[^1]:    2 This is accomplished by identifying the opposite sides of the fundamental 3 -volume element.

[^2]:    4 Apparently, the elementary school teacher who taught us that the sum of the angles of a triangle is always $180^{\circ}$ was not completely wrong after all!

[^3]:    5 For this discovery, S. Perlmutter, A. Riess and B. Schmidt were awarded the Nobel Prize in Physics in 2011.

[^4]:    6 Under transformations belonging to the gauge group $\mathrm{SU}(2)_{L} \times \mathrm{U}(1)_{Y}$.

[^5]:    7 This does not apply to all models of DM, though. For instance, axions are produced non-thermally.
    8 Actually, thermal freeze-out giving the right relic energy density is not peculiar to the electroweak scale, see e.g. the "WIMPless miracle" of [56], which however remains a rather "natural" place for the miracle to occur.

[^6]:    11 Unlike in vector gravity which leads to an attractive matter-antimatter interaction but to repulsive matter-matter and antimatter-antimatter interactions. Please compare this to QED, in which the exchange of a photon (which is a vector) leads to repulsion between particles with the same charge.
    12 Please note that the metric-signature here is opposed to that of the original paper.

[^7]:    14 Despite the name, it was Einstein, not Palatini, to introduce it [148].
    15 The requirement that the metric and Palatini variations yield the same field equations selects the Lovelock gravity [149], of which GR is a special case.

[^8]:    1 This is a very good approximation, at least during the RD epoch.

[^9]:    2 Remember that $H_{0}>m$ is an essential condition for the very existence of the inflationary period.

[^10]:    3 When compared to the variations of the slowly-varying coefficients, i.e. $v \gg$ $\dot{A} / A \sim \dot{B} / B, \ldots$

[^11]:    ${ }_{1}$ Of course, these $f(R)$ models do not explain the nature of Dark Matter.
    2 But not of the order of $R$ or $T$ individually!

[^12]:    1 More formally, one can see that the term arising from the evaluation of the integral perfectly cancels out with the Gibbons-York-Hawking like boundary term [146].

