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Sommario

Il metabolismo di un sistema urbano può essere esaminato cercando di svilup-
pare e comprendere i flussi energetici in ingresso e in uscita dalla città.

Accademici e ricercatori hanno utilizzato questo approccio al fine di analiz-
zare diverse aree urbane e hanno recentemente esteso il quadro di analisi al di
là dell’unità di città-regione al fine di utilizzare questo strumento nell’ambito
del processo decisionale di pianificazione del territorio.

Questo percorso vuole definire una possibile metodologia e un esempio di
approccio spaziale ad un’analisi di bilancio comunale di CO2eq.

Si è sviluppato un Sistema di Supporto alle Decisioni multiobiettivo, con il
fine di minimizzare l’impatto ambientale, sociale ed economico delle emissioni
di CO2eq su scala comunale.

Il Sistema di Supporto alle Decisioni ha previsto l’implementazione di alcuni
scenari di analisi quali l’incentivazione dell’efficientamento energetico degli edi-
fici residenziali ma anche industriali, l’aumento delle aree a verde, la produzione
di energia elettrica in loco mediante impianto fotovoltaico, l’efficientamento del
parco veicolare e infine una valida raccolta differenziata .

Il comune di Tavagnacco accoglie le sfide future in merito ai problemi am-
bientali, impegnandosi in un progetto pilota di valutazione delle emissioni di
CO2eq.

In un prossimo futuro si delinea un lavoro di confronto tra comuni che utiliz-
zano metodi di abbattimento delle emissioni. Da questo confronto ci si aspetta
di ottenere risultati che possano accreditare il metodo più conveniente dal punto
di vista ambientale, economico e sociale, e quindi offrire delle basi per una valu-
tazione sull’opportunità di miglioramento ed efficientamento energetico a livello
comunale e sovracomunale.

Si auspica che i risultati di questo lavoro possano offrire elementi convincenti
a supporto di un atteggiamento sempre più attento alle problematiche legate alla
riduzione della CO2eq.
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Summary

An Urban Metabolism system can be examined evaluating the energy flows
incoming and outgoing from the city.

Academics and researchers have utilized Urban Metabolism framework to an-
alyze different urban areas and have begun to extend the framework beyond the
city-region unit of analysis to inform related aspects of the Urban Metabolism:
in this contest UM framework is a tool that can be useful the decision making
planning.

This study wants to be an opportunity and an example of approach to en-
vironmental analysis of UM, from the point of view of CO2eq emissions and
absorptions.

A multi-objective Decision Support System is developed, with the aim of
minimize the environmental, social and economic impacts of the CO2eq emissions
at the municipal level.

The Decision Support System has been implemented and few scenario analy-
sis were developed: enhancement of energy efficiency of residential and industrial
buildings, increase of green areas, production of electricity by means of photo-
voltaic installation on site, efficiency of the vehicle fleet and finally a proper
recycling of wastes.

The municipality of Tavagnacco recognize this approach as a new perspective
of analysis for a future comparison project with other municipalities.

From this comparison it is expected to get results that can accredit the most
convenient method from the environmental, social and economic point of view,
and offer the basis for the improvement of energy efficiency.

Results of this work can provide convincing evidence in support of an in-
creasingly attitude to issues related to the CO2eq reduction.

viii



Chapter 1

Introduction

During the last years, human activities have modified the territory and con-
sequently relevant changes have impact on climate and in atmospheric CO2
concentration. They have led to the decline and extinction of animal and plant
species; to make matters worse, these impacts have also the destructed the
capacity to provide essential goods and services for human well-being [135].

In particular, cities and their development consumed resources of the ecosys-
tems and this caused environmental consequences [44]: as their population den-
sity increase, pressure on the structure and function of ecosystem and their
services became greater [14, 114, 123].

Climate change impacts and global environmental change are challenges for
urban planners, and managers: to extend opportunities for the sustainable de-
velopment of cities, researchers from multiple disciplines are studying the feed-
back, dynamics, and behavior of urban systems in the context of global changes.

Research have highlight a gap between the scientific knowledge and the plan-
ning process [35], moreover, environmental planning aims are often in conflict
with social and economic development needs of countries and cities: carbon
dioxide reduction requires an urgent change in urban policy making and plan-
ning that it is usually in conflict with the economic development.

Cities are dependent on access to resources and ecosystem functions outside
their administrative boundaries and urban landscape features can significantly
influence both energy and material flows [87, 91, 19, 101]; in particular urban
centers grow in complex, unorganized, and sprawled way, this caused that low
density cities have usually higher per capita energy consumption due to trans-
portation sector [68].

Urban Metabolism (UM) has emerged as an important methodology and
model for quantifying energy, water, carbon and pollutants fluxes; unfortu-
nately, due to the heterogeneous nature of urban systems, the scale at which
UM analysis are performed can influence modeling results, and subsequent pol-
icy decisions [1, 36, 44, 93].

The UM approach [23] in addition to that of Industrial Symbiosis (IS) [48],
have provided a way of conceptualizing and assessing cities environmental im-
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1.1. Urban metabolism approach

pacts.
Using the urban metabolism framework will also create an accounting in-

ventory of the actual energy used and its associated impacts in urban systems
over short and long-term time scales. This will enable a more complete consid-
eration of full economic, environmental and social effects of energy use that will
inform better policy-making decisions. The variation in the units of analysis
and metrics may provide a challenge in comparing different results of urban
metabolisms between city, regions, countries so across different spatial scales as
well as over time.

Urban metabolism has the potential to support urban planners in getting
today’s environmental, social and economic decisions for tomorrow, analyzing
energy patterns and the causal process that govern them and developing environ-
mental sustainability indicators for supporting sustainable and environmental
assess [66, 123].

The objective of this research is to provide an integrated framework to sup-
port the planning and the decision making of future actions in the field of com-
plex territorial systems, according to spatial quantitative elements regarding
CO2 fluxes.

1.1 Urban metabolism approach
The evolution of urban centers has caused a spatial segregation that takes place
within cities. Urban areas are no longer only economic centers, but also social,
cultural and ecological hearts towards sustainable development. Environmental
problems are nowadays so crucial that globally cities face them in everyday
life activities. Moreover, consumption is increasing the demand of resources,
resulting in complex waste flows that require sustainable solutions [133].

During the 1960th for the first time, Wolman developed the concept of ur-
ban metabolism as a method for analyzing cities and communities through the
quantification of inputs and outputs in response to the increasing problems in
American cities air quality [157].

Recently, Urban Metabolism was defined as ”the total sum of the technical
and socio-economic processes that occur in cities, resulting in growth, produc-
tion of energy, and elimination of waste” [87].

The urban metabolism approach defines urban ecosystems as dynamic, open
systems of material fluxes and material storage on a range of spatial and tem-
poral scales, where the urban ecosystem is considered as an urbanized area that
includes various components such as urban vegetation, atmosphere, water, soil,
human bodies, goods and buildings.

However, some authors [157, 35, 91, 19] attested that only individual organ-
isms have a metabolism and cities are more like ecosystems rather an aggregation
of various metabolisms. As ecologists support, an ecosystem embodies interac-
tions among various individuals. So, the analogize of the city is better as an
ecosystem than an organism [67]. Natural ecosystems are energy self-sufficient,
instead the metabolic cycles of urban ecosystems are open and unsustainable

2



1.1. Urban metabolism approach

Figure 1.1: Urban metabolism framework. Source: [43]

because of high rate of material consumption and waste production [68, 123, 36].
The recognition that cities are like human, contributes to the understanding

of the role of nature and interactions with the flow of resources needed with
growth [123].

Urban metabolism concept considers a city as a system where flows of energy
and materials are linked with the surrounding environment.

It is a multi-disciplinary and integrated platform that examines material and
energy flows in cities as complex systems as they are shaped by various social,
economic and environmental forces (Figure 1.1). In industrialized countries,
the current patterns of urbanization generate a naturally inefficient metabolism
which involves growing energy and resource consumption. The cross-scale im-
pacts of this metabolic behavior actually decrease urban environmental quality
and global sustainable development.

The concept of urban metabolism was explored through industrial ecology
and general ecology, bio-physical sciences, political economy and urban planning
studies, at a major scale with Life Cycle Assessment (LCA) and Material Flow
Analysis (MFA) revealing in each case different aspects that can be integrated
in the concept [123]. Cities have not historically been major units of analysis in
Industrial Ecology, however LCA is achieving importance as analytical tool in
assessing of the overall environmental impact of urban activities [14].

Urban Metabolism presents a framework to think about human systems and
energy use, and issues of long term sustainability [157, 15, 87]

Urban transformations necessitate inside the city planning to integrate so-
cial, cultural, economy and also the environment of the city. As an extent,
new strategies and mechanisms are the means necessary to promote flexibility
in commuting, supply of power, equal water distribution and effective waste
management system [36].

Literature described urban metabolism, in analogy of an human organism
because process inside a city involved the intake of resources such as power,
carbon, water and food and the release of heat, greenhouse-gases, pollutants,
products and finally waste [157, 87].

3



1.1. Urban metabolism approach

Figure 1.2: Scales of urban metabolism. Source: [160]

In comparison of most natural ecosystems that are self-maintaining, city
cannot be autonomous and cannot work without energy, carbon etc, this caused
a need to supply from the hinterland. Cities cannot be considered sustainable
because they should necessary introduce resources from the surrounding areas.

The Urban Metabolism can be studied at different scales from individ-
ual households to regional and even global scales (Figure 1.2): HM-household
metabolism, NM-neighborhood metabolism, UM-urban metabolism, RM-regional
metabolism, SM-social metabolism, AM-anthroposphere metabolism. There is
no one particular scale level of UM analysis that will generate meaningful results
for urban planning and design aiming at optimizing resource flows [101, 160, 150]

Industrial ecologists attest that there are several tools to measure UM such as
Material Flow Analysis (MFA), Emergy Analysis (EA) and Life Cycle Analysis
(LCA); recently new methods were developed such as Input-Output Analysis
(IOA) [123] and Ecological Network Analysis (ENA) [30, 31].

Princetl and Bunje [2009] have summarized the benefits of the urban metabolism
framework:

• explicitly identifies system boundaries,

• enables a hierarchical research approach,

• accounts for system inputs and outputs,

• can be decomposed to study specific urban sectors,

• requires an analysis of policy and technology outcomes with regard to
sustainability goals,

• is an adaptive approach to solutions and their consequences,

4



1.1. Urban metabolism approach

Figure 1.3: UM schools: differences on methodologies and components

• integrates social and biophysical sciences.

Nowadays it is recognized that there are two related, non-conflicting schools of
Urban Metabolism (Figure 1.3) that include different methods of UM evaluation,
in any case both require a great deal of data to compile complex models of
resource flows within the urban system.

1.1.1 Urban Metabolism 1.0
The first school of urban metabolism concern two major approaches called
Emergy and Material Flows Analysis (including quantitative analyses of life
cycle costs, material flows and economic evaluation) that differ in information,
calculation and metrics used. Even if the concept of Emergy was developed
decades before the acceptance of more popular methodologies such as Material
Flow Analysis (MFA) and Life Cycle Assessment (LCA) and Industrial Sym-
biosis (IS).

First metabolism studies were focused on large metropolitan areas and were
produced by engineers and ecologists during the 1970s.

The ecological approach to UM was deeply influenced by Odum’s [1989]
Emergy conceptualization of energy flows while the engineering approaches to
UM studies, such as the Material flows one, involve, the quantification and as-
sessment of energy and/or material flows (e.g. raw materials, nutrients and
food) in standard mass units (e.g. kilograms, tons, joules) as they enter, accu-
mulate and exit the urban system.
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1.1.1.1 Emergy-based UM method

Emergys is defined as “the available solar energy used up directly and indirectly
to make a product or service” and it is measured in solar emergy joules (seJ).
Generally, Emergy method integrates energetic and material flows analyses of
urban areas in order to understand cities in relation to their ecological resource
bases [80, 122].

Emergy-based urban metabolism analyses have been conducted for specific
cities: a first study of Miami’s urban metabolism has been exploited by Zuc-
chetto [1975] and economic, natural system and energy data were analyzed in a
period that goes from 1950 to 1972.

The Emergy methodology has evolved, and new projects revealed new fields
to explore in fact it has been used to study ecosystems, information flows, agri-
culture, landscape development, ecological engineering and material recycling
even though its main applications derived especially from urban metabolism
[22, 28].

Huang evaluated the Emergy flows of Taipei [77, 78] while many researchers
focused on West Virginia [25], Zhang et al. [2009] analyzed Beijing and 5 other
large Chinese cities.

Ascione et al. [2009] studied Rome metabolism and compared emergy in-
dices of the city with national averages for the same ones, e.g. for emergy use
per person, empower density, and emergy/GDP. The conclusion from the their
study was that emergy intensity indicators and performance ratios confirmed
Rome as a special resource attractor, but also confirmed the unsustainability
of the metabolism, caused by the excess reliance on non-renewable and outside
resources [10].

Recent research[153, 81] continue to use these kind of Urban Metabolism
approach taking into account also social and economic factors.

Based on emergy synthesis and an urban spatial conceptual framework, Yang
et al. [2014] elaborated seven emergy-based indicators to evaluate the sustain-
ability of Xiamen metabolism using land use and socio-economic statistic data
from 1987 to 2007. The results show a general improvement in socio-economic
performance (emergy intensity, GDP emergy ratio, and emergy turnover ratio),
but a deterioration in environmental one (emergy self-support ratio, emergy den-
sity, and waste density) during the considered period. Finally they attested that
environment-oriented, society-oriented and cross-boundary-oriented metabolic
strategies should be incorporated into future city development to support ur-
ban system sustainability [153].

During 2015 another study of Beijing city with the emergy analysis of the
flows of materials, energy, and capital was performed. The indices of urban
metabolism through emergy approach and land use change were calculated with
the aim of analyze the relationship between urban metabolism and land use by
correlation and regression analysis [81].
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1.1.1.2 Material Flow Analysis (MFA) UM measurement method

During the 1990s, researches in the field of UM received major attention with
the discover of new methodological tools like the Material Flow Analysis (MFA)
that is an approach based on the availability of data-sets of urban materials
flows [15].

The concept derives from the first law of thermodynamics that states that
matter is neither created nor destroyed by any physical transformation process.

The goal of the MFA is to provide a system level understanding of how
functions a city, a region or a nation . Early MFA focused on identifying material
flows at the national level such as for Austria, Japan, Germany and Sweden.

This tool permits at the decision makers to analyze material flows within a
given area, evaluating the relevance of these flows and controlling material flows
to achieve management goals [73].

Material flows theories provides a framework to analyze how urban areas
transform natural resources. The concept is particularly used in the engineering
field where the emphasis is put on the flow of a specific material rather than
through the entire systems [11].

Baccini and Brunner [1991] outline the general methodological steps of urban
metabolism using Material Flow Analysis:

1. object study definition,

2. system description in space and time,

3. data acquisition,

4. material balances, dynamic mathematical modeling and scenario building,

5. interpretation such as comparisons of results.

Wackernagel and Rees [1996] examined the input-output flows of materials and
energy of an urban area using a spatial ecological footprint analysis. The foot-
print expressed the amount of land required to meet the city’s metabolic needs.
Their calculations were based on five main categories of consumption: food,
housing, transportation, consumer goods and services.

Folke et al. [1997] estimated with the MFA analysis, the consumption of
wood, paper, fibers, and food, of 29 largest cities in Baltic Europe, and the GHG
emissions sequestration. They conclude that the same cities appropriation of
forests for assimilation of CO2, exceeds the full sink capacity of the forests of
the world by more than 10%.

Giradet [1992] utilized MFA in an ecological footprint analysis to calculate
the resource used in London, from his studies estimated that the region’s eco-
logical footprint was 125 times the area occupied.

In 1999, Newman attested that it is possible to define that the aim of city’s
sustainability is: the reduction of the used of natural resources, the reduction
of production of wastes, and the improving of the city’s social livability. He
applied his extended model (reported in Figure 1.4) for evaluating Sydney urban
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Figure 1.4: Extended metabolism model. Source: [112]

metabolism, integrating social and economic aspects of sustainability with the
environmental one, and applying this model to a settlement of human activities
in industrial areas, households and neighborhoods.

During 2000, two main MFA were exploited [41, 73]: the first one concern
a review of the energy and material flows through the world’s 25 largest cities,
researchers attested that water fluxes comprised 90% of all material entering
into the system and proved to be the most dominant flux across the cities. The
research studied also fuel consumption among cities and revealed different varia-
tions in fuel type and quantity, this is a possible cause of the overall degradation
of ecosystems.

The study also investigated food consumption, with limits caused by data
availability and results indicated that the food consumption have an impact
on nitrogen cycles in supplying agricultural areas and solid waste accumulation
inside the city. .

Hendriks et al. [2000] analyzed two main areas of the central Europe: Vi-
enna and the Swiss Lowlands while Warren-Rhodes and Koenig [2001] examined
the metabolism of Hong Kong and they attested that there was an increasing
of impacts on environment in the last century, with the transition from a man-
ufacturing economy to a service based one.

Since MFA approach focus on materials, energetic aspects of the metabolism
are not exploited limiting the scope and power of the analysis in understanding
the UM of a system [71]. To fill this gap, Haberl et al. [2001] that proposed a
new MFA method called Material Energy Flow Accounting (MEFA) to analyze
input-output energy flows in Austria.

Sahely et al. [2003] studied the urban metabolism of Greater Toronto from
1987 to 1999; results demonstrated an increase of the rate of inputs and outputs-
Inputs of water and electricity were estimated to increase marginally less than
the rate of population growth, the outputs instead, were estimated to increase
more slowly than the population, except for CO2 emissions [134].

In the analysis of the UM of Paris and its region, Barles [2007] selected MFA
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UM per
capita

Sydney
1970

Vienna
1990

Sydney
1990

Hong
Kong
1997

Greater
Toronto

1999

Los
Angeles

2000
Inputs
Food

(tons/year)
0.23 - 0.22 0.68 0.85 0.91

Water
(tons/year)

144 147 180 138 183 258

Total
Energy

(GJ/year)

88 - 114 71 - 249

Outputs
CO2

(tons/year)
7.1 - 9.1 4.8 14.0 13.0

Solid waste
(tons/year)

0.59 3 0.77 2.11 - 0.91

Wastewater
(tons)

108 144 128 102 157 98

Table 1.1: Comparison of urban mass and energy balance between studies pre-
viously cited

to analyze flows at multiple scales – local, city and region – demonstrating that
Paris is dependent on a wider area for its materials exploitation and, for its
waste treatment, on the suburbs and surrounding regions [15, 16].

A study of Los Angeles has been conducted revealing a decline in inputs
and outputs in the city for the years 1990 and 2000 [113]; Ngo and Pataki
[2008] highlighted the higher food, water and energy imports of Los Angeles
with respect to other 8 urban regions.

Niza [2009] studied Lisbon MFA where four variables were characterized
and linked to material flows and were associated with the city: consumption of
materials/products per category, performance of materials in the urban system
per material category, material intensity of economic activities, and waste flows
per treatment technology.

In Table 1.1 is reported a comparison of the results of the cited studies on
MFA Urban Metabolism methods.

1.1.2 Urban Metabolism 2.0
The second generation of Urban Metabolism added spatial attributes, ecology
and socio-economic components to the first methods of evaluation of Urban
Metabolism (Figure 1.3). As Pincetl et al. [2012] attested, the biggest challenge
to face in improving UM evaluation methods is that of integrate political, social,
economic and geographic factors that govern the city and influence their Urban
Metabolism.
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Figure 1.5: LCA framework. Source:[79]

1.1.2.1 Life Cycle Assessment (LCA) UM method

Life-Cycle Assessment (LCA) also defined as “cradle to grave” concept, is used
to provide an assessment of a process from the beginning to the end including
direct, indirect, and supply chain effects [34]. It is a young field of research
related to energy requirements and pollution prevention of the 1960s and 1970s
[131]: in fact LCA estimates and defines the environmental impacts of a product
through its life cycle.

LCA is a quantitative tool that evaluates the direct component of interest,
considering the inputs, outputs and sub-processes moving up the supply chain:
evaluates the resource inputs and emissions outputs associated with economic
activity in every sector of the economy [34, 77].

The general analysis begins with the development of a Life-Cycle Inventory
(LCI) where all environmental inputs and outputs of the life time of the product
until its end, are quantified (Figure 1.5). This is followed by a Life Cycle Im-
pact Assessment (LCIA), it presents results that enables comparisons or further
analysis [79].

Recently, Industrial Symbiosis (IS) and lean manufacturing contribute to
developed the philosophy of LCA.

Industrial symbiosis is a practical application of the emerging discipline of
industrial ecology.

Industrial Symbiosis is considered as the exchange of resources and energy
flows between the companies: various industries and even farms exchange ma-
terial and energy flows that otherwise would considered as waste. Thus it is
important to create a system of links (industrial symbiosis) between different
types of economic activity [48].

The application of IS can offer several benefits to the companies involved and
make a significant contribution to sustainable development and the reduction
of greenhouse gas (GHG).

Newman [1999] extended the model of urban metabolism in the field of
industrial ecology and have promoted the concept of industrial symbiosis to
improve the environmental performance of industrialized companies. Industries
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can examine their inputs of resources and outputs of waste while measuring
their usual economic parameters: then, these data could be used to understand
how useful solutions could be found such as the recycling of one industry’s waste
as an important resource for an closest one.

A case study for Kawasaki (Japan) has been exploited and from the re-
sults appeared evident economic and environmental benefits of exchange steel,
chemicals and paper with other industries [146].

Lean manufacturing or Lean production, often called only Lean, instead, is a
practice that considers the use of resources for any goal rather than the creation
of value for the end customer.

Vinodh and Balaji [2011] reported a research where they had explained how
to assess the leanness level of a manufacturing organization in which lean man-
ufacturing principles are proposed: the leanness index has been computed and
a decision support system has been developed.

Lean manufacturing goal is the preservation of the value of the final product,
with less work.

It is a generic process management philosophy called Toyotism because it
derived from the Toyota Production System (TPS) [105]. The Toyota system
focused on reducing waste considering all the aspects of the production process
using techniques and tools for the reduction of costs by eliminating the non-
value activities and wastes. It presents a number of benefits such as a reduced
delivery time, reduced inventory, better management and less rework.

However these tools requires greater spatial and temporal resolution, im-
proved non-linear modeling capabilities, and consideration of socio-economic
dimensions of urban environmental impacts [144, 107].

1.1.2.2 Input Output Analysis (IOA) UM method

This method mainly concerns natural and environmental categories such as
water or carbon emission involved in domestic consumption.

Research have been developed in methodologies to downscale the national
data for UM analysis caused by the lack of data-set at the appropriate scale
[107].

IOA has recently become one of the favorite methods for modeling the con-
sumption of natural resources and with increasingly accessible data on the dif-
ferent scales of the economies it is possible to compare the consumption around
the world [142, 32].

Actually the IOA is a standard method to evaluate regional and local emis-
sions and energy use for many economic consultants[138, 32]

Input–output analysis (IOA) can assess the direct and indirect energy con-
sumption required to produce goods and services in the city based on interac-
tions among sectors and exchanges with other economies [97].

The key of any input–output model is an input–output table (IOT) that
represents the economic and material flows balance and provides an overview of
all activities in a country or region.
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Current input–output models for energy analysis can be distinguished into
three categories [97]:

• monetary input–output table (MIOT) for energy expressed in monetary
units,

• physical input–output table (PIOT) usually reported in energetic units,

• hybrid input–output table (HIOT) for energy, that is a mix of the two and
it is in hybrid units.

During the years applications on monetary input–output model [151] and the
physical input–output table model [152] were explored.

Liang et al. [2010] and Liang and Zhang [2011], proposed a hybrid physical
input–output model for energy analysis (HPIOMEA) for the city of Suzhou in
Jiangsu Province (China), based on the models of Xu et al. [2008] and of that
of Xu and Zhang [2007]. The model calculated the energy resources in both
energetic and mass units and air pollutants in mass units. They concluded
that the input–output model is a useful tool because it is an expression of the
industrial and energy structure, and technology development.

Beijing energy flows and economic sectors were analyzed using 9 economic
input-output tables of years 1987, 1990, 1992, 1995, 1997, 2000, 2002, 2005, and
2007 [159] also carbon dioxide emissions of 2007 were studied [29]. Results of
the researches showed that the energy consumption of Beijing increased from
38.85 million tonnes of coal equivalent (Mtce) to 206.2 Mtce over the past twenty
years. In conclusion they attested that input-output approach can be a useful
method for robust energy policy making.

1.1.2.3 Ecological Network Analysis (ENA) UM method

Ecological network analysis (ENA) emerges from the necessity to identify an
integration of small interconnected entities [49].

ENA’s concept and, the previous discussed, IOA are similar because both
incorporated direct and indirect flows it derived from Leontief input– output
model to analyze direct and indirect element flows through the ecosystem based
on the interrelationships of components [85].

There have been studies using ENA to model urban systems as Network
Metabolism, in which the mutual interactions and control relationships between
urban sectors and system-wide properties of the city are addressed.

Chen and Chen [2012] developed a carbon flux model based on Network
Environ Analysis (NEA) to examine urban metabolic processes and its emis-
sion (Figure 1.6). They examined the mutual interactions and control situa-
tion within the urban ecosystem of Vienna and they assessed the system-level
properties of the city’s carbon metabolism and finally regulatory strategies to
minimize carbon emissions were identified. Their results suggested that indirect
flows have a strong influence on carbon emissions values deriving from sectors
such as: energy production and construction.
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Figure 1.6: Example of Network Metabolism. Source: [30]

In comparison with the original LCA tracking, the application of NEA was
better at revealing details giving particular importance on sustainable urban
management[30].

1.2 The carbon cycle in the urban metabolism
Most of the gases presents in the Earth’s atmosphere occur naturally, but hu-
man activity is actually increasing the concentrations of some of them in the
atmosphere, in particular: carbon dioxide (CO2), methane, nitrous oxide, and
fluorinated gases. Among them, CO2 is the GreenHouse Gas most commonly
produced by human activities and it is responsible for 64% of the so called global
warming: its concentration in the atmosphere is currently 40% higher than the
period before industrialization.

Figure 1.7: Components of UM. Source: [92]
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In these years, researches give particular attention to carbon cycle due to its
considerable contribution to the global warming and notably is the contribution
of the greenhouse gas emissions of human activities, especially urbanization
[128].

Researches on the effects of CO2 in the Urban Metabolism are recent: first
of all, Pataki et al. [2006] evaluate the impact of fuel emissions in the carbon
cycling in urban ecosystem with particularly attention to carbon balance.

Parshall et al. [2010] attested that local policy makers could benefit from a
high-resolution inventory of energy consumption and related carbon dioxide to
support climate or sustainability initiatives. They have found that a percentage
between 37% and 86% of civil and industrial consumption of buildings and a
percentage between 37% and 77% of on-road gasoline and diesel consumption
occurs in urban areas.

To examine urban metabolic processes Chen and Chen [2012] developed a
carbon flux model for the city of Vienna, based on Network Environ Analysis
(NEA): they examined the interactions and control situation within the urban
ecosystem and they assessed the system-level properties of the city’s carbon
metabolism.

The major impact on carbon emissions is given by energy production and
construction. In comparison with the original life-cycle tracking, the application
of NEA was considered better by the authors, at revealing many crucial details
for informed sustainable urban management [30].

Kennedy et al. [2011] delineated a list of indicators that should be consider
to calculate CO2emissions (Figure 1.7).

During 2014 three main research discussed about the carbon cycle in the
context of UM: the first developed an indicator for the metabolism of mega-
cities [93]; the second investigated the spatial pattern of carbon emissions in
Beijing to highlight the role of urban sprawl in changing the urban metabolism
[159]; the third estimated the carbon flows in Nanjing that was largely affected
by energy consumption, urbanization, rural activities [161].

Urban metabolism concept and it can contribute to everyday life: it can
act as a tool for urban policy makers to know about risks regarding resource
deterioration, [87] CO2 emissions and waste production.

A sustainable city model could provide a good background for the adoption
of new policies and strategies enabling cities to reduce their inputs from dis-
tant places, to decrease waste, and to achieve social equity [36]. In addition,
awareness of the financial, social and environmental needs of the population is
fundamental step to achieve a smart and sustainable city [31].

The policy and legislation framework can embody the urban metabolism
concept in the definition of new objectives and guidelines. An environmental
approach has to be totally integrated with socio-economic challenges and urban
policies have to be updated.

The interdisciplinary approach is essential and in this cases, can clarify the
effect that legislation has on urban flows and can contribute to more efficient
management [148].

A difficult task to be achieved is the incorporation of different levels of action,
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due to the fact that individuals have to change their behavior. Government and
local authorities have to be able to formulate regulations depending on needs,
and private agencies have to be able to integrate new technologies such as com-
putational modeling with the means to provide multi-disciplinary approaches
as tools for both decision making and future scenarios evaluation [148].

The cooperation and coordination of administrations at different scales should
promote the integration of local plans with national policies[122, 123].

Today many urban ecosystem models are available; Chen et al., [2014] con-
ducted a study to count the existing studies of ecological modeling of urban
systems and their results indicate that UM has been a rapidly growing field in
the last decades; especially there is a trend of using more modeling techniques
in the field of urban studies.

The existing models, though sharing the same assumption of treating cities
as ecosystems, are highly different in terms of model structure, data used and
purpose. It is difficult to classify them because they addressed different aspects
and different components of the urban ecosystem.

Chen et al. [2013] divided them into top-down and bottom-up and integrated
(bottom up and top-down) models, they also proposed a conceptual framework,
reported in Figure 1.8 to develop for future UM researches.

Two papers are presented examining carbon dioxide (CO2) emissions from
the residential and transport sectors, and the energy impacts of an urban park.
Vande Weghe and Kennedy [2007] examined CO2 emissions from private trans-
port and residential buildings in Toronto. They find that, over the entire region,
emissions from private vehicles are similar with those from fuel use for building
heating. In lower-density suburbs, GHG emissions tend to be higher, mostly due
to private car use. Service industries are often viewed as less energy and mate-
rial intensive compared with manufacturing and agricultural activities. Another
common understanding of the ecosystem function of urban green spaces is that
urban parks play an important role against negative environmental impacts of
urban activities, including absorbing CO2 emissions.

Two categories of bottom up models were land-use oriented models (Agent-
based model, Cellular Automata, Market-based model, Gravity models) and
infra-structured oriented models (in situ infra-structured model and Life-cycle
infrastructure model).

Most of the top-down models, instead considered in UM researches are used
for national and regional studies, and concern economic and biophysical pro-
cesses such as industrial production, resource consumption, and carbon emis-
sions. Top down models are divided into: Materials/energy-oriented models
(MFA, Emergy, and Ecosystem services) and Structured oriented.

More attention is given to integrate the two types of models due to the
fact that most practices of urban planning are carried out from the top-down,
but cities dynamics arise from the bottom-up level. These hybrid models often
include spatially dynamic data and sectorial data, they can be divided into:

• Multi-agent model: AUSTIME ‘Assessment of Urban Sustainability Through
Integrated Modeling and Exploration’ and consists of six interrelated mod-
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Figure 1.8: Integrated framework for new UM models. Source: [33]

els: water, carbon dioxide (CO2), waste, economic, social and ecosystem
health. The model of Daniell et al. [2005] links sustainability indicators
with landscape planning and policy priorities for smart urban develop-
ment,

• Activity-based model: iTEAM whose output are the impact of human ac-
tivities on urban transport, land-use structure and resource consumption
[5],

• Spatial Models: for instance Spatial energy model, Spatial carbon model,
Emergy-GIS researched, the spatial distribution of energy consumption
and intensity, spatial dynamics of carbon emissions, environmental impact
and the changing sustainability [78, 37, 106],

• Decision Support Systems: BRIDGE model [35, 36] evaluated a spatial
distribution of resources consumption and GHG emissions through GIS
graphical data, surface characteristics, single building consumption and
sectorial data.

1.3 UM and Sustainable development: a deci-
sion making perspective

Sustainable development is a desire for a better world or future. This desire
could be interpreted as a goal to satisfy the needs of the present generation
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Figure 1.9: Decision Support System in an Urban Metabolism context. Source:
[35]

without compromising those of future ones. Decisions involved in sustainable
development include the objectives to:

• maximize resource use and energy efficient,

• reduce environmental impacts,

• reduce social impacts,

• promote the use of renewable and green technologies.

In sustainable development it is important to consider that planning is not only
concerned with short term interventions as the long term considerations are
more important due to the current global problems [72]. Policy and decision-
making frameworks can give an opportunity to implement innovative and new
strategies for efficient use of resources, with limitations due to critical factors
(Figure 1.9).

1.3.1 Decision Support System (DSS)
It is not possible to give a precise definition of a Decision Support System
(DSS) [88] that includes all the aspects of a DSS but it is possible to define it
as a software-based system that supports business and organizational decision
making activities interacting with both internal/external user and databases and
implementing standardized or specific algorithms for problem solving [13, 24].
Three major characteristics define a DSS [6]:
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• DSS are designed to facilitate decision processes,

• they should support automatic decisions,

• they should be able to answer quickly to any decision makers.

Holsapple and Whinston [1996] identified other typical DSS characteristics such
as:

• includes the knowledge describing some aspects of the DSS,

• maintains all kinds of knowledge,

• has the ability of selecting any desired subset of knowledge,

• can interact directly with a decision maker or a participant in a decision.

DSS is also defined as an interactive system in a networked environment that
helps a target group of managers. Managers usually want information presented
in a format that effectively assist them in making decisions and need that this in-
formation are presented in a summarized format. The decision making process
is considered like an horizontal flow [24]: the first stages called the “intelli-
gence phase” concern problem classification and definition, the second phase,
the “design phase”, is associated with alternatives generation and evaluation,
and finally the process ended by the alternative evaluation, selection, called the
“choice phase” [127].

In literature it is possible to find five types of DSS:

• Data-Driven DSS: with these kind of DSS it is possible to have access
and manipulate large databases o structured data. This type of DSS pro-
vide the highest level of decision support [13]. Examples are Geographic
Information Systems (GIS) and Business Intelligence Systems (BIS),

• Model-Driven DSS: include systems that use accounting and financial
models and optimization models. This type of DSS use data and parame-
ters given by the decision makers to help them in analyzing any situation,

• Document-Driven DSS: They incorporate policies, procedures, product
specifications, catalogs, historical documents and reports of meetings,

• Communications-Driven and Group DSS: include communications, col-
laboration and decision support technologies which permits to a group of
decision makers to work together,

• Knowledge-Driven DSS: these DSS are person-computer systems with spe-
cialized problem-solving expertise.

The most used types of DSS are model and data driven while the most important
processes supported by DSS are:

• storage, processing, and presentation of data,
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• generation of possible alternative solutions to the problem,

• modeling and simulation of impacts,

• performance comparison of each alternative solution considered,

• analysis and evaluation of possible conflicts deriving from the different sets
of preferences.

The problem is that some options may be good according to some criteria in-
stead other options will be better against differing criteria. The Multi Criteria
Decision Making (MCDM) technique can be used, since it provides solutions to
the problems involving conflicting and multiple objectives.

A review of applications of MCDM to sustainable energy planning was given
by Pohekar and Ramachandran [2004]. A framework of the MCDM method has
two main phases:

• Phase I: the users decide on the objectives to cover their needs and deter-
mine their relative importance,

• Phase II: MCDM is used to judge the relative alternatives. This is done
by determining scores for each alternative and for each objective.

1.3.2 Spatial Decision Support Systems (SDSS): GIS e
DSS

Most of the information required for ecological evaluation and for environmental
planning, is characterized by a spatial component. Consequently, a DSS linked
to a GIS containing the relevant thematic layers is becoming a common strat-
egy to deal with decision problems related to environmental planning [140, 61]
(Figure 1.10).

In recent years, Geographic Information Systems (GIS) have been discovered
as possible tools useful in a decision making process to support decisions in
various topics making possible the integration of spatial data into the decision
process [115].

The increase of GIS use, facilitates the efficient an processing spatial data,
model accessibility, database maintenance and updating, and cartographic dis-
play of model results; in fact data . This can greatly enhance a DSS [7] in fact
GIS systems can improve the realistic representation the problem.

Spatial Decision Support Systems (SDSS) are considered particular subset
of DSS: data organization of decision models are similar to that of existing GIS
[89, 61, Hills, Blaschke].

The coupling between GIS and DSS can be made in four different methods
[pelizaro]:

• isolated applications:

• loose coupling: models are external to GIS, advantages are independent
and flexible development but, on the contrary, users spend lot of time in
data converting,
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Figure 1.10: The SDSS as the integration of models with GIS. Source: [89]

• tight coupling: GIS users build up the model through the GIS software
with the advantage that all the functions and data resources of GIS can
be used,

• full integration, that can provide access to a user interface and data struc-
ture.

1.3.3 Modeling Smart Urban Metabolism through Deci-
sion Support System

The aspects of urban sustainability that can have an important role on climate
change are the flows of carbon and energy produced by urbanized areas. For
this reason, during the recent years the quantitative estimation of the urban
metabolism components has increasingly attracted the attention of researchers
from different fields. On the other hand, it has been well recognized that the
structure and design of future urban development can significantly affect the
flows of material and energy exchanged by an urban area with its surroundings.

The number of local authorities interested in addressing energy and climate
concerns has been growing; at the same time that new funding sources for local
energy efficiency measures are becoming available.

In the 2013, Blecic et al., developed a Decision Support System for low-
carbon urban development. Their model for estimating future maps of CO2
fluxes in urban areas is composed of four components: a Cellular Automata
model for the simulation of urban land-use dynamics; a transportation model; a
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Figure 1.11: BRIDGE flowchart

Soil-Vegetation-Atmosphere Transfer model (SVAT) and finally a weather model
(WRF) that includes the weather variables on carbon fluxes.

The authors had developed a software framework able to estimate carbon
exchanges accounting for alternative scenarios which can influence urban devel-
opment, and an application to the city of Florence has been applied[19].

Another example of SDSS is the LandCaRe-DSS, focused on the evaluation
of different agricultural farm management adaptation strategies.

In comparison to other Decision Support Systems (DSS) the LandCaRe-
DSS is dynamic, spatial oriented, interactive and extendable. Arampatzis et al.
[2012] presented a decision support system (DSS) integrated in a geographical
information system (Map Info- GIS) for the analysis and evaluation of different
transport policies. The DSS works on three levels: performing the transport
network analysis, assessing the energy consumption and pollutant emissions
calculating them with the methodology developed by the CORINAIR working
group and evaluating the several policies selected.

Brauckmann and Mayr [2013] illustrated the RegioProjektCheck, a new in-
strument derived from an existing decision-support-systems realized with a set
of toolboxes in a Geographic Information System (GIS) in order to support
sustainable strategic planning [38].

The Integrated Spatial Assessment (ISA) approach was applied to the new
City Plan of the municipality of Montecorvino Rovella in the Province of Salerno.

Inside the BRIDGE (sustainaBle uRban planning Decision support account-
inG for urban mEtabolism) project, Five European cities have been selected as
case studies to evaluate the sustainability of urban planning interventions, in
order to make it possible a MCDM has been adopted in BRIDGE DSS (Figure
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1.11). This method is conducted through seven-step procedure: selection of
the objectives and the criteria; develop of measurement scales for the criteria;
develop of alternatives; define the objectives and criterion’s weights; evaluation
the performance of the alternatives; aggregation of scores; analysis of the re-
sults and guiding decisions. The DSS was used to evaluate how the planning
alternatives proposed modified the urban metabolism, for energy, water, carbon
and pollutants fluxes [35, 36].

1.4 Normative background
This paragraphs will focus on normative and laws for emission reduction consid-
ering various scopes, i.e. on an International, European and National (Italian)
and regional Italian scale.

Legislation focuses on immissions, concentrations and emissions on pollu-
tants. Immission depends on site-specific conditions, which in turns relate emis-
sions and concentrations. The legislator acts at these two levels (emissions and
concentrations) defining limits and standards for major pollutants as those pre-
viously outlined, while authorization for emissions on particular environment
(immission) are allowed depending on each specific case (Environmental Impact
Assessment, EIA). According to the latest findings of the Intergovernmental
Panel on Climate Change (IPCC), climate change will bring severe, pervasive
and irreversible impacts on all the world’s people and ecosystems. Limiting
dangerous rises in global average temperature to below 2°C compared with pre-
industrial levels (the below 2°C objective) will require substantial and sustained
reductions in greenhouse gas emissions by all countries.

1.4.1 International Legislation
International Legislation Climate change, and the link between GHGs emis-
sions and climate change, is the most well-known debated among the various
environmental impacts. On an international scale, the most relevant norma-
tive related to GHGs emissions has been the Kyoto Protocol of 1997 that was
recently confirmed with the Paris Agreement of 2015.

1.4.1.1 Kyoto Protocol

Kyoto protocol represents the first international agreement on climate change
based on the premise that global warming exists and man-made CO2 emissions
have caused it. It was signed by over 160 countries during the COP3 conference
of the UN on Climate Change and Global Warming. The agreement consisted
in reducing GHGs emissions (CO2 and other five pollutants, such as CO and
methane) that were not mentioned in the previous Montreal Protocol of 1987
of a global 5,2% if compared to 1990’s level, in particular the result should be
achieved before 2012. Local reduction objectives have been selected for each of
the ratifying countries. EU (and Italy) ratified the agreement on the 31st of May
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2005, aiming to reduce GHGs emission by 6.5% (Italy) even if such reduction,
in 2010, was far to be achieved for Italy.

1.4.1.2 Bali, Doha and Copenhagen conferences

Bali conference of 2007 represented the first step for defining the “post-Kyoto”.
It has been impossible to define a new set of rules or finding prescriptions
on GHGs reduction, so the main output of the conferences was limited to a
“road map” to new formal negotiations to be held in 2012. The Copenhagen
Conference (2009) instead, even presenting a similar goal defining new rules and
prescription to reach Kyoto’s target.

1.4.1.3 Paris agreement

During the 2015 United Nations Climate Change Conference also called COP
21 was held in Paris, that conference negotiated the Paris Agreement, a global
accord on the reduction of climate change. The output of the conference was
the Paris Protocol that was pointed out in order to promote collective action
in line with the IPCC’s findings. The Paris Protocol must reach the following
objectives:

• the long term goal is the reduction of global emissions by at least 60%
below 2010 levels by 2050,

• provide for a global review, to be conducted every five years, to reach
the ambition of these mitigation commitments consistent with the latest
science,

• reach transparency and accountability in order to be able to assess whether
emissions reduction targets and related commitments have been met,

• encourage climate-resilient sustainable development by promoting inter-
national cooperation and supporting policies that decrease vulnerability
and improve countries capacity to adapt to the impacts of climate change.

All G20 nations, representing around 75% of global emissions, as well as other
high and middle-income countries are expected to ratify the Protocol until 2020.

The Protocol should enter into force as soon as countries accounting for more
than 40 Gt of CO2 equivalent emissions in 2015 have deposited their instrument
of ratification and this represents approximately 80% of current global emissions.

1.4.2 European Legislation
International efforts have been translated on a European level by the develop-
ment of specific regulation, in which the so-called “20/20/20 Directive” repre-
sents the main output (December 2008). The European 2020 strategy aims at
a growth that is: smart, through more effective investment in education, re-
search and innovation; sustainable, thanks to the decisive choice in favor of an
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economy with low CO2 emissions; and solidarity, that is focused on creating
jobs and reducing poverty. Such directive imposed to the member states the
adoption of measures in order to reduce GHGs emissions by 20% (or even 30%,
if the conditions are right) compared to the 1990 levels, increasing energy pro-
duction from renewable sources up to 20%, and reducing energy consumption
by 20%, and all these objectives should be achieved before 2020. European leg-
islation, while providing country’s guidelines in order to achieve the European
Community goals, has also focused on emission and concentrations of pollu-
tants, particularly, the EU directive 2008/50/CE identifies the objectives of air
quality, defining methods for evaluating, maintaining and improving the latter,
promoting collaboration among EU countries. The directive focus also on air
quality limits on concentrations of SOx, NOx, CO, Pb, PM10 and PM2.5, As,
Cd, Benzene, Benzapyrene and Ozone.

Regarding pollutants emissions, EU directive 96/61/CE, later updated by
the 2008/01/CE, defined a range of activities which require particular autho-
rization process (Integrated Environmental Authorization) and whose emission
limits, regarding specific pollutants, have to be defined by single States.

Activities subjected to the IPCC directive are, for example, energy indus-
tries (energy production, refineries, coke and coal gassification ovens), metals
production and processing, mineral industries (cement clinker, asbestos, glass,
ceramics), chemical industries (organic and inorganic), waste management and
other activities (pulp and timber industries and others), with some of the ac-
tivities to be subjected only over pre-defined throughput threshold.

Furthermore Europe has a policy framework for energy and climate for 2030,
as well as an energy security strategy. Meanwhile, an integrated energy market
for all EU countries is closer than ever before. The identify objectives of this
recent strategy concern:

• pool resources, connect networks and unite the EU’s power when negoti-
ating with non EU countries,

• diversify energy sources – so Europe can quickly switch to other supply
channels if the financial or political cost of importing from the East be-
comes too high,

• help EU countries become less dependent on energy imports,

• reduce Europe’s energy use by 27% or greater by 2030,

• build on the EU’s target of emitting at least 40% less greenhouse gases by
2030,

• make the EU the world number one in renewable energy and lead the fight
against global warming.

1.4.3 Italian Regulation
Italian legislation received EU directives, but detailed actions in order to achieve
the tree main objectives of the previously assessed directive. Specific legislation
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has been developed for assessing:

• GHGs emissions and immissions,

• renewable energy production,

• energy efficiency.

Referring to air quality regulation, limits of the Italian decree n.155 of 13/08/2010
to the previously described European directive. IPCC and National legislation
regulated GHGsto identify emission limits for each of the main sectors. Such
step was taken by the Italian D.Lgs.152/2006 (“Testo Unico Ambientale”) up-
dates, which, among the consistent amount of normative which is there reported
limits for toxicants emission (NOx, SOx, VOCs, ecc.).

At the national level, international and European policies have been ad-
dressed mechanisms aiming to faster achieve the goals of renewable energy,
production efficiency and greenhouse gases reduction. National incentives on
renewable energy productions refers to power production, different schemes of
incentives have been developed such as:

• CIP6 mechanisms, which represented the first system for renewable energy
based on fixed incentives schemes,

• Green Certificates, evolution of the CIP6 mechanisms but considering
schemes,

• Renewable Energy Certificate System (RECS),

• In tariffs for photovoltaic plants production.

The emission reduction certificates were first introduced at European level, from
Kyoto protocol, by the directive CE/87/2003 and the emission trading scheme
(ETS) has been then regulated in Italy by D.Lgs.273 of 12/11/2004. The green
certificates mechanism, in Italian “Certificati Verdi”, consists in a system stock-
market. Fossil fuel energy users, above a certain threshold, are obliged to pro-
duce their energy by means of renewable sources, creating a “demand” for green
energy.

Auctioning their quotas, Member States should appoint a ” National Man-
ager”, the Auctioneer. The GSE (Gestore Servizi Energetici) is the Lead Man-
ager of the Italian emission allowances on the centralized platform at European
level (Legislative Decree 30/2013 subsequently amended by Legislative Decree
111/2015). The Italian auctioneer regulates the national market, and represents
the point of reference for the price of the certificates.

While in January 2011, GSE communicated the average price of CV as 87,38
€/MWh, during the 2015 the average price has been substantially reduced to
€ 51.69 MWh, as defined by the Authority for electricity gas and water system
the 28 January 2016.

The withdrawal price for green certificates issued for generation from renew-
able sources for the year 2015 is equal to € 100.08/hp , equal to 78 % of the
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difference between the value of 180.00 €/MWh and the annual average recorded
in 2015, the electricity selling price referred to above; the withdrawal price of
the released for cogeneration combined with district heating production of the
year 2015 is equal to € 84.34, in accordance with the provisions of Article 25,
paragraph 4 of the Decree. n. 28 of 3 March 2011.

This system is not compatible with other forms of incentives or other capital
expenditures.

1.4.4 Regional normative
The Friuli Venezia Giulia region is part of the “Central Europe 2020 Program”
whose strategy framework consider four priority axis. Among these, one axis
has the main objective of cooperating on energy to reduce carbon footprint in
Central Europe, in order to reach this aim it is necessary to support the shift to a
low-carbon economy in all sectors: supporting energy efficiency and renewable
energy use in public infrastructures, and promoting low-carbon strategies in
particular urban areas, including the promotion of sustainable urban mobility
and mitigation relevant adaptation measures.

Furthermore, with the EC decision (2015) 4814 of 14/07/2015, the European
Commission has approved the “Operational Program of the European Regional
Development Fund” 2014-2020 “Investments for growth and jobs” of the Friuli
Venezia Giulia region, promoting again a transition to low-carbon economy:

• promoting the production and distribution of energy from renewable sources,

• promoting energy efficiency and the use of renewable energy in enterprises,

• supporting energy efficiency, intelligent management energy and renewable
energy use in public infrastructure, including public buildings, and in the
housing sector,

• developing and implementing smart distribution systems operating at low
and medium voltage,

• promoting low-carbon strategies for for all types of territories, in partic-
ular urban areas, including the promotion of multi-modal urban mobility
sustainable and relevant adaptation measures and mitigation,

• promoting research and innovation in the field of low-carbon technologies
and their adoption,

• promoting the use of combined heat and high output power based on
supply useful heat.

1.4.5 Municipality acts and the”Covenant of Mayors”
The Covenant of Mayors for Climate and Energy addresses the synergies be-
tween the mitigation and adaptation to reduce the adverse impacts of climate
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change. The ”Action Plan for Sustainable Energy 2012-2020” (PAES) is the tool
identified by the ”Covenant of Mayors” Program of the European Commission
to be able to start ”from below” a series of interventions aimed to reduce by
more than 20% its greenhouse gas emissions through local policies that improve
energy efficiency, increase the use of renewable energy sources and encourage
energy saving and rational use of energy. The Mayors share a common vision
towards 2050 to:

• de-carbonised territories, thus contributing to keeping average global warm-
ing well below 2°C above pre-industrial levels, in line with the international
climate agreement reached at COP 21 in Paris in December 2015,

• more resilient territories, thus preparing for the unavoidable adverse im-
pacts of climate change,

• universal access to secure, sustainable and affordable energy services for
all, thus enhancing quality of life and improving energy security. To
achieve these aims a set of actions were defined,

• reducing CO2 (and possibly other greenhouse gas) emissions on the ter-
ritory of our municipalities by at least 40% by 2030, namely through im-
proved energy efficiency and the greater use of renewable energy sources,

• increasing our resilience by adapting to the impacts of climate change,

• sharing our vision, results, experience and know-how with fellow local and
regional authorities within the EU and beyond through direct cooperation
and peer-to-peer exchange, namely in the context of the Global Covenant
of Mayors.

The sectors of climate change mitigation were Energy, Transport, Waste and
Urban planning. Actually, in Italy, 1430 municipalities have signed the Covenant
of Mayors.
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Chapter 2

The general method

The database component within a decision support system (DSS) mostly deals
with non-spatial data collection, retrieval, management, and analysis; Figure
2.1 illustrates the components of each of them. GIS can be considered to be
composed of three major components: a database, a user interface, and spatial
data creation, analysis, and presentation capabilities [139]. From the combina-
tion of DSS and GIS, the Spatial Decision Support Systems (SDSS) have been
evolved.

Figure 2.1: GIS and DSS components. Source: [129]

The general structure of a DSS consists of three main steps, reported in
Figure 2.2 where it is introduced a new one due to the introduction of the
spatial attribute:

• Intelligence or Investigative Phase- problem classification/definition,

• Design Phase- alternative generation/evaluation,
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Figure 2.2: General structure of a SDSS

• Choice Phase- alternatives negotiation/selection and action determina-
tion,

• Representative Phase- spatial visualization of the choice.

The decision making process moves from the Intelligent Phase where can
be found preliminary stages of data collection, elaboration and benchmark to a
“creative” phase of alternative generation, which consider mathematical multi-
objective spatial decision support system. The last phases concerns the choice
among different alternatives and the representation of the best solutions avail-
able; the choice phase objective is to identify the best solution among a range
of alternatives.

2.1 Intelligent phase
The analytic o intelligent phase is the preliminary step; as remark in Figure 2.3
it consists on data collection and evaluation with the purpose of providing a
solid base of data to work on for the following stages.
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Figure 2.3: Intelligent phase

A distinction between data, index and indicators, has to be explicated and,
the so-called “Information Iceberg”, reported in Figure 2.4 has to be considered
when assessing the information flow.

Figure 2.4: Information iceberg. Source: [84]

Data are raw numbers, (e.g. Electricity consumption for every civic number)
which excludes any interpretation or any re-processing of statistical adjusting
or consistency analysis. After data validation (i.e. statistical type of validation)
combination of raw data allows to calculate indicators (e.g. waste production
pro capita) whose significance permit multi-year monitoring and benchmark
with similar realities.

The required passage from “data” to “indicator”, used in environmental
and economic fields (e.g. performance indexes such as Payback, environmental
quality, ecc.) will be the main feature assessed for the study of this work.

Indicators may also be further aggregated into indexes,with the aim of uni-
fying indicators with similar meaning, aggregating results in one or few com-
prehensive quantitative values.
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The “Intelligent Phase” has been further subdivided into three stages, ac-
counting for three different moments of assessment and will be discussed in the
following sections:

• data collection,

• data elaboration,

• data benchmark.

2.1.1 Data collection
This stage is also called Audit and refers to the methodical examination and
review of data-sets; it is the first step because before proceed into the anal-
ysis it is necessary to collect reliable data and coherent, with the aim of the
work, information. Energy or Environmental Audit may be carried out in dif-
ferent modalities, such as Walking Through, Extensive Audit, Specific Audit,
depending on the degree of specificity required by the assessment.

• Walking through-Audit, as the name suggests, are basilar inspection of
the study’s premises, aiming to obtain a broad analysis of the structure
and the problematic affecting it,

• Extensive-Audit, on the contrary, are long term, comprehensive assess-
ments of the structure. It requires much more effort but permit to obtain
a more detailed assessment of the aim of the study,

• Specific-Audit are detailed data about the topics of the work with a precise
objective, usually following to one of the previous type of assessments.
Substantially data collection derives from direct access to central database
of different government institution. While a central data base is usually
present only in large applications or may not be consistent with current
measurements. Standard indicators are useful for quick analyses of large
amounts of sampled companies, when direct measurement would result
time consuming when related to the project goal. In any case he choice of
the strategy for data collection case-specific and case-dependent.

2.1.2 Data elaboration
As the information iceberg concerned, data identified for the study and collected
in the previous step should be elaborated in order to provide relevant outcomes
for the decision making process. In the SDSS, there is a crucial step, that is not
present in a simple DSS that concern the spazialization of dataset. Even though
some data are still spatialized, most of them are not yet, and necessitate of a
right collocation in the space; as a consequence a spatialization process should
be performed to that data.
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2.1.3 Data benchmark
The intrinsic features of performance indicators permit a comparison among
similar and real contexts. Four main categories of references exists and are

• external/internal benchmark,

• best available technologies and/or best practices,

• theoretical process values,

• regulatory limits.

This different base of confrontation has been used for comparing single indicator
performances in the case study.

2.2 Design phase
The second step of a DSS and of a SDSS represents the core and creative part
of the work: its main aim is providing suitable solutions for the problem to be
assessed. Basically, a multi-objective model has been applied to one solution
which, for many of the companies and buildings in the case study later to be
assessed. This step is the main and creative part of the work; the most important
because in this stage we try to find the best solution and creative because its
object derive from the design of the experiment that is new and different for
every DSS. The objectives of the single steps provided for the Design Phase of
the methodology are deepened in figure 2.5.

Figure 2.5: Design of Experiment
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The design phase proposed in the study operates as shown in Table 2.1 and
consists in the following steps:

• the simulator receive a set of initial input variable’s values (in Microsoft
Excel) for the optimization model,

• calculating the required output considering together variable and fixed/initial
data, the simulator computes the desired output (objectives and con-
straints),

• depending on the optimizer, constraints are verified and feasible solu-
tions are assessed founding on the objective functions, while solution set
is eventually kept, modified or discarded. The optimizer stops after a pre-
determined number of iterations and non-dominated solutions are thus
identified.

Stages Aim Tool Software used

DOE Define the initial state with
the considered variables

DOE
algorithm

Mode
Frontier

Output
calculation

Calculate the results from the
single simulation

Mathematical
model

Microsoft
Excel

Scheduling Variates the candidates
solutions basing on results

Scheduling
algorithm

Mode
Frontier

Pareto
Front

Identifies the no dominated
solutions

Optimizer Mode
Frontier

Table 2.1: Stages of the DOE and relative explanation

The peculiarity of the model considered are different as explicate in the
following paragraph:

• the model include a multi-objective optimization for a sustainable land-
scape planning considering economic, social and environmental objective
function separately, avoiding processes such as externalization,

• the optimization model is run on a two-software base, using the flexibility
of Microsoft Excel in data insert and calculation, while exploiting multi-
objective optimization algorithms provided by the Esteco ModeFrontier©
package for searching the Pareto front,

• an innovative method to weight the objective functions is here presented,

• the best solution find at the end of the process can be spatially explicated
in order to better visualized the outcomes of the model.
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Figure 2.6: Decision making process: Multi-Criteria and Multi-Objective anal-
ysis. Adapted from [24]

2.2.1 Mathematical model
The mathematical model is characterized by a set of equations and relationships
that link input to the output, and, depending on the case and of the problem,
can be implemented in different software such as Microsoft Excel, OpenOffice,
Matlab and others. The optimization system needs an element that, after cho-
sen the data-set, allows to obtain the outputs that correspond to that data
input. It is possible to note that this action of pure calculation is not performed
by the algorithm, which as will be seen below has different purposes, but by
mathematical models originated by equations.

2.2.1.1 MultiCriteria (MCDM), MultiObjective (MODM) and Mul-
tiAttribute Decision Making (MADM)

The terms multi-criteria decision making (MCDM), multi-attribute decision
making (MADM), and multi-objective decision making (MODM) are often used
as synonymus in DSS literature.

Multi-criteria decision making (MCDM) also called multi-criteria decision
analysis (MCDA) refers to making decisions in the discrete decision spaces and
focuses on how to select or to rank different alternatives [kalabande]. The
term multi-attribute decision making (MADM) is also used to refer to the
same set of problems indicated above, but they call ”Criterion” as ”Attribute”.
Multi-objective decision making (MODM) or multi-objective decision analysis
(MODA) are two interchangeably terms usually used to indicate the same set of
problems. These problems concern more than one objective, that can be max-
imized or minimized, ”with different criteria which all may affect all objectives
or few affect one and others affect both..” [Parnell]. In Figure 2.6 it is possible
to highlight how MADM and MODM are located in two different moments of
the analysis.
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Considering the main phases of the decision making process of the Figure 2.6,
it can be finally assumed that MODM provide support into the design phase,
to the alternative generation allowing the decision maker to identify a range of
potential alternatives. MADM instead, acts in the choice phase and supports
the decision maker in the latter stage of selecting and ranking among a range
of possible alternatives.

The technique called Multi Attribute Value Theory (MAVT) [52] has shown
to be a very promising line of research in the field of sustainability assessments
and strategic planning for territorial transformation processes due to the gen-
eral opinions that attest territorial transformation processes as inherent multi-
attribute problem characterized by many different and conflicting objectives.

This theory can be used to try to solve problems involving a finite and
discrete set of alternatives that have to be evaluated with conflicting objectives;
so it plays a crucial role in environmental decision-making where these kind of
processes are often complicated by various actors and conflicting stakeholder
opinions.

2.2.2 Design Of Experiment (DOE)
This stage involves the determination of what is the initial data on which to
perform the simulation and optimization operations. The identification of the
initial set of candidates solutions i.e. the combination of variables to be sim-
ulated by Microsoft Excel, represents a major stage in the whole optimization
process. This concerns the determination of what are the samples that consti-
tute the initial data.

This instrument enables the provision of a number of individuals data by
the combination of the different variables to be used for a resolution of the first
attempt of the algorithm. On the base of the results obtained, it will change this
data-sets by isolating the most individuals suitable for achieving the objectives.
The software used for the optimization process (Esteco Mode Frontier 7.0) allows
the following DOE algorithm, whose operating principles are briefly assessed:

• user defined sequence where an initial ASCII file is directly inserted into
the design space, useful when some possible solutions are already known
and the optimizer can start from an already feasible solution,

• random DOE where the design space is randomly filled,

• Sobol sequence that is similar to the random DOE, but allowing a more
uniform distribution of the randomly generated points of the design space,

• Constraint Satisfaction Problem (CSP), particularly used for highly con-
strained designs and optimization algorithms requiring an initial feasible
solution to operate,

• Latin Hypercube, which is another random DOE that divide the distri-
bution over homogeneous intervals to improve the spread of the possible
candidates,
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• full Factorial DOE, where after having defined the variable levels (the
number of possible values) for each variable, the total number of combi-
nation is calculated. Useful for problems with low number of variables,
because of the large computing required for assessing the whole design
space,

• reduced Factorial DOE is similar to the previous methodology, but with
a maximum of 2 levels for each variable,

• Cubic Face Centered DOE, which is a 2-level full factorial DOE , but also
considering mid points each variable combination of the design space,

• Box-Behnken DOE, which considers the center of the hypercube consti-
tuted by the design space, plus the midpoints of each variable.

The software also allows other DOE algorithms but the choice among the dif-
ferent types of DOE will be assessed in the specific application of the process.

2.2.3 The optimization algorithm
After having fixed the initial set of solution for which the output values have
been assessed, the optimizer has to decide how to move from a set of candidates
to the next one, in order to identify best-performing solutions. In other words,
the optimization algorithm has the aim to select the population produced on the
basis of the generated problem solutions, classify them according to a hierarchy
of affinities with the objectives of the problem and finally determine which can
be reproduced. This process, also known as scheduling, depends on variables
such as:

• continuous vs. discrete variables;

• search operators: mutation/selection/crossover;

• relation among generations;

• varying the number contemporary assessed variables.

2.2.3.1 Pareto front

The next stage is the awarding of the degree of suitability (fitness assignment):
the most used methodology for that step is based on the optimization according
to Pareto. It asserts that you can define a front of solutions that can be achieved
through the ”trade-off” (i.e. the balance between two equally desirable options
but conflicting) among the objectives.

The concept of Pareto optimal condition is closely linked to the domino
concept defined as follows: “Considering, without loss of generality, to minimize
the n components fk, k = 1, ..., n, of a vector function f, where f (x) = {f1 (x),
..., fn (x)} is a vector of objective functions, n is the number of considered goals
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or criteria, x = {x1, ..., xp} is a vector of variables in the universe U and p is
the number of variables that include the complete solution”.

In absence of additional information, the multi-purpose solutions to the prob-
lem are compared using the concept of Pareto Domain.

The set of all vectors that respect the rule of Domain according to Pareto,
are defined feasible solutions of the problem, or even, Pareto Front. Fonseca
and Fleming [1993] proposed another different approach from the classical one;
where the the rank of an individual corresponds to the number that dominates
it. In this way, all those not dominated solutions are characterized by the same
rank, while the others are penalized based on the density of this population in
the corresponding trade-off of the surface region; the algorithm iterates through
this process until all individuals are not cataloged. This algorithm, defined
by Fonseca and Fleming [1993] is called MOGA II (Multi Objective Genetic
Algorithm). It is used in this study with 100 repeats.

The MOGA II, starts from a set of candidates solutions (called also ”par-
ents”) and evolves in more candidates (the ”children”), by using the following
search operators:

• crossover: recombination of parents,

• selection: maintain designs,

• mutation: changing only limited designs.

The methodology allows elitism (best solution of each objective are preserved
from one generation to the next one) and treats constraints in order to ensure
best constraints satisfaction among generations. This can be done by adding an
objective equal to the number of violated constraints to be minimized.

2.3 The choice phase
A set of compromising solutions to the problem it is now identified and the
choice among them represents the last step of the decision making process.

Choosing among different variables has to be necessarily related to the spe-
cific case study assessed and provide a general scheme for all the problems would
be an error. However, several methodologies have been developed for assisting
qualitative and quantitative decision making process. Figure 2.7 illustrates the
main steps before achieving the choices.

2.3.1 Scenario analysis
Scenario analysis is a methodology typically used to model real problems where
decisions are based on uncertain future; this uncertain can be described with
the formulation of future results defined as scenario. Since making a sustainable
decision is to be able to determine what is best to do now in relation to the
future development, it is essential to assist the decision makers not only with a
method that allows them to compare an alternative to another and each other,
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Figure 2.7: Choice phase

but also with a methodology that give the opportunity to develop such scenarios
in a consistent and robust way, without unreasonably increasing the number of
scenarios to be used.

Predict the future is mainly to answer three questions [47]:

• possible Future: “What could happen?”

• probable futures: “What is most likely to happen?”

• preferable Future: “What you would prefer to happen?”

There are many methods to do this:

• the quantitative analysis of the trends: it consider the future as a contin-
uous development of the past. From the data of the past it is possible to
predict the development of a phenomenon; they ordinarily employ a time
horizon of 1 to 5 years,

• the simulation method: it used the mathematical relationships to provide
a system which permit to observe the behavior in the future. They are
typically used to analyze a medium-short horizon, in which there are some
certain parameters,

• the Delphi method is finally the best known and used today. It is based
on a process of consultation of a panel of experts with the use of question-
naires about the performance of some future variables,

• the scenario analysis method is one of the most interesting models. Indeed,
it allows to reach the most distant time horizons (10 years and over) and
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has proven over the years to be a well-structured method to create ”what
if” investigations and explore the uncertainty consequences.

Scenario can be defined as the description of a possible set of events that can
reasonably happen. The main purpose of the development of a scenario is
possible to think about the events, laws that put them in relation with each
other, the possible opportunities and risks and action policies.

There are several useful tools to develop the scenarios: on the one hand, they
can be born by a single individual or from a group as exercise of imagination
(therefore with a high degree of subjectivity), may include back-casting (start-
ing from a state predetermined future and try to bridge the sequence from that
future may bring to mind) rather than forecasting, quantitative or the qualita-
tive description, the average trend or exceptional events. From a mathematical
point of view the scenario analysis can in fact be classified into three different
types:

• Holistic Scenario Analysis: develops scenarios by a panel of experts; de-
spite substantially on qualitative analyzes developments, it is also possible
to include more quantitative aspects, combining in each case is the intu-
itive ability of experts and formal analysis,

• on the model Scenario Analysis: uses a model in which they may influence
the independent variables, and they create a series of trajectories of other
parameters that allow you to draw a set of possible futures,

• Formative scenario Analysis (FSA): it is based on a series of factors chosen
qualitatively and on a set of relationships between them weighed by a
group of experts. With a high number of impact factors of course the
number of possible scenarios can be very high, so it is essential to introduce
some indicators that allow you to reduce these possible scenarios and to
obtain a subset.

The objective of FSA is to obtain a final set of scenarios to be analyzed that
has characteristics of:

• consistency: the scenarios that contain contradictions or unrealistic situ-
ations must be erased,

• difference: scenarios with little mutual difference, even if some, do not
offer information from the subsequent analysis point of view,

• numerically content,

• reliability: the selected scenarios must have passed an objective and re-
peatable procedure,

• efficiency: few highly representative scenarios.
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2.4 Representative phase
This is a new phase specially designed for the Spatial Decision Support System
not yet implemented on Mode Frontier and in this study (Figure 2.8).

During these phase the spatial contribution permits to visualize again in a
map the final configuration and asset of the study area.

Figure 2.8: Representative phase

2.4.0.1 Weight of the alternatives

Having the results of the model, in order to visualize different scenarios for
decision makers and to help them to take sustainable decisions, an new method
for weighting the objective functions is here proposed.

The innovative method to weight the objective functions needs to define
how, the single category of objective function, takes to reach the target for
social, economic and environmental categories given by the European Union for
the year 2020.

This is explained in Equation 2.1:

F = αEn+ βEc+ γS (2.1)

The score F of the single scenario is given by the sum of the three values of the
objective functions that are weight with a coefficient equal to the gap between
the current situation and the achievement of the European Union for the year
2020 for social economic and environmental component. In the Equation 2.1
they are represented with α for the energetic and environmental (En) category,
β is the economic (Ec) one and γ is that for the social (S) one.

In this way, every single scenario can be evaluated as function of European
politics, it is objective and in case of variation of European Union targets (es.
target 2050) allows an easy evaluation.
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Chapter 3

Case study - Data for
Investigative phase

At present, UM studies focus on the biophysical environment without address-
ing the social and institutional drivers behind these flows and outcomes. Data
gaps, omitted flows, uncertainty regarding the appropriate scale of analysis and
segregated information sources continue to influence the comprehensive validity
of assessments of overall urban energy use and related policy decisions. Collab-
oration and open communication across sectors and research centers working
on sustainable energy problems is also critical for developing a comprehensive
pool of information that is accessible to various users and end types. Previous
studies [83, 62] suggest that selected evaluation tools are classified according to
one the following tool types:

• design guides – descriptive collections of sustainable urban development
themes. They present checklists as practical instruments to guide the
design process,

• calculation tools – software tools for direct calculation of sustainable urban
development indicators, facilitate aggregation of indicators for visualiza-
tion of thematic maps of individual indicators,

• assessment tools – advanced checklists with software implementation. They
are important for a sustainable urban development theme of structural
evaluation framework, results were plotted in charts providing a visual
and quantitative profile of different design options,

• rating systems – similar to assessment tools; they require precise calcu-
lation of indicators and include target values and weights for aggregating
results into the final score.

Finally, it is important to have the possibilities for customizing the tool for the
specific context of the project, by configuring or selecting the indicators in a
specific way ([17, 125])
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Gil and Duarte [62] proposed also a general structure for sustainable urban
development evaluation tools consisting of the following five hierarchical levels
with increasing detail and specificity:

• sustainability dimensions – the core goals of sustainability, often based on
the three pillars of environment, society and economy,

• urban sustainability issues – themes of concern to sustainable urban devel-
opment, which need to be studied to achieve the objectives (e.g. resources,
accessibility, viability),

• evaluation criteria – the aspects that need to be assessed in order to verify
the response of the plan to the issue (e.g. energy consumption, waste
production, access to public transport or access to jobs),

• design indicators – measurements that are indicative of the performance
of the design, with specific measurements and methods,

• benchmark values – reference or target values that the indicators need to
meet to achieve specific quality levels.

The main benefits of DSS include: improved data structuring and management,
creation of new evidence to support decision making, exploration of personal
knowledge and preferences, promotion of learning, and more informed problem
solving.

For a sustainable landscape planning, with the aim of reducing GHG emis-
sions, the Spatial Decision Support System has been designed with a holistic
model that can describe the environmental condition of energy (electrical and
thermal) and water consumption at building level, the amount of traffic in a
territorial context and the situation of green areas. Thus, allowing a compar-
ison between different sustainable alternatives, e.g. systems that use different
combinations of technologies, which is useful in assisting the decision-maker in
making the best choice.

The ultimate goal is to create a tool that allows to put the various actors
in various roles in decision-making conditions to better understand how their
actions can affect the sustainable planning of the considered territory as the
Convent of Majors asked to perform.

The elaborations proposed will investigate the results of the actions proposed
in the PAES [PAES] in terms of emission reduction.

The research focuses on developing a Spatial Decision Support System (SDSS)
that uses multifunction and optimization models to address environmental plan-
ning problems and specifically to calculate CO2eq emissions in the territory.

The study will focus on the municipality of Tavagnacco due to the availability
of detailed data with a very high accuracy. Furthermore, in this municipality
PAES [PAES] is available and the culture of smart city is widespread.
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Figure 3.1: The metabolism used

3.1 Study area
Urban Metabolism can act at various level (Figure 3.1), in this study a Munic-
ipality Metabolism was developed.

The municipality of Tavagnacco is located approximately 137 meters above
sea level, at the borders of the Udine municipality. It is located between the
streams Cormôr and Torre and extends up to the first recesses moraine, with a
total area of approximately 15.25 square kilometers.

The territory is surrounded on the north by the municipalities and Trices-
imo Reana del Rojale, to northwest from that of Pagnacco that, with troughs
of Cormôr, delimits the border, west from those of Martignacco and Pasian
di Prato and, finally, to the south and east, from Udine. The municipality in-
cludes, in addition to Tavagnacco, the villages of Adegliacco, Branco, Cavalicco,
Colugna, Feletto Umberto.Approximately 43% of the population is concentrated
in the village of Feletto Umberto and 17% resides in Colugna.

Tavagnacco was one of the first municipalities in the Friuli Venezia Giulia
region to express interest in the low carbon initiatives, and in this way made
official on December 29, 2010 by the City Council, who have voluntarily adopted
the ”Covenant of Mayors”. As already introduced, in the PAES [PAES] for the
municipality of Tavagnacco the main actions to consider are:

• reductioning of energy consumption of municipal property assets (build-
ings and public lighting system),

• upgrading the energy efficiency of the residential building and commercial
assets,
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• promotioning of sustainable mobility in urban areas,

• increasing of local production of energy from renewable sources,

• spreading of a culture of saving and energy efficiency among citizens and
operators of the territory.

The Covent of Mayors established a plan in order to meet required targets.
The document identifies the areas of most appropriate intervention and the

most appropriate opportunity to achieve the reduction target of CO2. It defines
concrete reduction measures, together with timing and responsibilities, and thus
turning the long-term strategy into an action plan. The Covenant of Mayors
focuses on local measures within the local authority’s power. The PAES [PAES]
should concentrate on measures to reduce CO2 emissions and the final energy
consumption by end users: the actions of the PAES [PAES], must cover both
the public and the private sector.

However, the local authorities should lead by example, adopting the leading
measures for their buildings, systems, the vehicle fleet, etc. The PAES [PAES]
also includes interventions related to local electricity production (photovoltaic
energy, wind energy, CHP, improvement of local power generation) and the local
heating / cooling generation. In the field of renewable energy, the municipality
of Tavagnacco has already installed and started the production of renewable
energy at a number of municipal building, the status at 2012 was the following:

• photovoltaic system on the roof of maternal school of Adegliacco. kW
power 17,49. Active since 11/10/2004,

• photovoltaic system on the roof of the elementary school Feletto. kW
Power 19.95. Active since 02/11/2005,

• photovoltaic system on the roof of the middle schools in Feletto. kW power
17,70. Active since 20/01/2006,

• geothermal power plant at the nursery school Adegliacco. kW Power 74 .
Active from 07/07/2011,

• photovoltaic system on the Municipal Auditorium coverage. kW Power
19.8. Active since 17/02/2011. With this plant, the Municipality has
given the right to use the area to a private company that installed the
system,

• on the Mill of Adegliacco: Installation of about 11 kW currently emitted
on network. Active since 29/02/2012. This plant is for the production of
electrical energy via the water-powered mill wheel,

• photovoltaic system installed at the municipal office, which is in the course
of implementing the new Council Chamber. Currently this plant generates
approximately 11 kW of energy. This could be extended to 18 kW if it is
expanded.
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3.2 SDSS Data
The carbon flows can be divided into three categories:

• Carbon extractions which are mainly in terms of building materials, goods,
fuels and electricity supplied from the urban system to the communities.

• Carbon exchanges among different functional sectors in urban communi-
ties which include supply, transportation, consumption and pre-treatment
of carbon-embodied materials and energy, as well as the absorption of
released carbon dioxide by landscaping.

• Carbon emissions which include both direct release and indirect emission
embodied into the waste discharged to the urban environment.

Lu et al. [2015] attested that there are seven metabolic sectors to take into
account when calculating the carbon cycle inside a municipality:

1. urban environment supplying resources and treating wastes,

2. energy sector allocating fuels and power to the community,

3. construction sector providing physical settlements,

4. household sector consumption of municipal residents,

5. service sector providing public services,

6. waste sector collecting and pre-treating solid waste and sewage, and

7. landscaping sector.

Urban metabolism has been studied for only a few cities worldwide due to diffi-
culties obtaining adequate statistical data [114]. Considering the main objective
of the study, data collection has been done with the aim of identifying both the
absorption, and the emission factors for CO2 balance.

In the case of Tavagnacco all the seven metabolic sectors listed above are
taken into account with the exception of the construction sectors one due to the
availability of data. Data collected cover more years, in few cases from 2004
to 2014, but it was decided to use the year 2012 as reference due to the large
availability of data for this year; unfortunately not all the data belonged to the
baseline data but they were considered temporally the closest as reported in
Table 3.1.

3.2.1 Data collection
To evaluate the absorption of CO2 in the municipality of Tavagnacco data used
was a set of very high resolution (9 cm) aerial images of the municipality dated
December 2011.

While to calculate the emission of CO2eq in the municipality the allowing
additional data were acquired:
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Years Year chosen

High resolution Images July 2008 and December 2011 2011
Energy consumption From 2003 to 2014 2012

Electricity consumption From 2003 to 2014 2012
Waste production 2012-2013 2012

Particular waste disposal From 2012 to 2014 2012
Water consumption From 2012 to 2014 2012
Traffic simulation 2012 2012

Traffic evaluation (buses) 2016 2016
Traffic evaluation (trains) 2015 2015

Traffic evaluation (highway) From 2008 to 2013 2012
Fleet vehicles 2015 2015

Table 3.1: Availability of data per year

Energy
consump-

tion

Electricity
consump-

tion

Water con-
sumption

Waste
production

Traffic
simulation

Residential
areas

! ! ! !

Industrial
areas

! ! ! !

Agricultural
areas

! ! !

Traffic !

Table 3.2: Data used for sector evaluation

• energy consumption,

• electricity consumption,

• water consumption,

• waste production,

• traffic simulation.

In order to highlight the flexibility of the model, Table 3.2 illustrates the datasets
used to evaluate CO2 emissions for every sector.

3.2.2 Data Elaboration
Processing of collected data consist mainly in the geolocalization of the addresses
contained on tables achieved from the municipality. Particular processes were
performed on the production of the landuse map and they are well explained in
paragraph 3.2.2.6.
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Data collected Availability as a map Data elaborated

Energetic (methane)
consumption

After geolocalization Energetic (methane)
consumption map

Electricity
consumption

After geolocalization Electricity
consumption map

Water consumption After geolocalization Water consumption
map

Waste production After geolocalization Waste production map
Simulation of traffic Yes Traffic map
Local strategic plan After data statistics Traffic map

Aerial images After processing Land use map
Lidar Data Vegetation map

Particularly waste
disposal

After geolocalization Industrial areas map/
company

geolocalization

Table 3.3: Elaboration carried out on the data-sets

After georeferentiation all the data were immediately used (Table 3.3) in the
production of maps. This was a major and time consuming step in the overall
process.

3.2.2.1 Energetic and electricity consumption

All the municipality of Italy can acquire data on energy consumption, from the
authority ”Agenzia delle Entrate” which allows the opportunity to know the
quantity and the costs of electrical energy and methane that every citizen has
used.

These data-sets in the original form can be acquired in Excel format and are
composed of data such as year, fiscal code, vital statistics data, address, civic
number and costs. Data are available from 2003 to 2014 and it was decided
to use the year 2012 as the baseline. In order to georeference these datasets
a script on Microsoft Access was produced: the script works looking for the
correspondence on fiscal code on the data-sets of consumption and residents
from the data-sets of taxpayers. Then in order to localize the residual amount
of data not georeferenced, the Access script looks for the correspondence of
addresses (street and civic number with both number and letters). Problems in
the automatic process concern:

• addresses without civic number,

• non-existing addresses,

• addresses from other cities,

• format of the addresses (i.e. scale and internal addresses) and writing
mode (i.e. 4 November vs IV November),
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• energy consumption of the buildings of the municipality that are without
addresses,

• buildings that are under construction, and do not have an address or a
taxpayer to refer to, and the consumption of these buildings are addressed
to the company in charge of work.

When the process is finished few addresses are not georeferenced and to complete
the dataset, the work should be done by hand, line by line. After this process it
is possible to have a map of consumption for all people but, in order to associate
it to the civic number, the consumption must be summed up for every building.

Values from the dataset of electric energy are given on kW and in order to
obtain kWh, an hypothesis of used of electric energy was formulated, results are
reported on Table 3.4.

kW h kWh

Civil 3.873.450 4 15.493.800
Industrial 3.405.149 8 27.241.192

Commercial center 888.210 20 17.764.200
Total 8.166.809 - 45.005.392

Table 3.4: kWh consumption of electric energy

After that process, it was possible to obtain the map of methane consumption
(in Figure 4.15) and the map of electricity consumption, (Figure 4.16). Figure
3.2 reported instead, the heatmap of energy and electricity consumption and it
is evident that the major consumption of energy is from industrial areas where
there are no residents.

In order to visualize the total amount of energy consumption it is possible to
convert the energetic and electricity consumption into the tons of oil equivalent
(toe) with the coefficient 8.22*10ˆ-4 for m3 of heat energy and 1.87*10ˆ-4 for
kWh of electric energy and sum up the results: the outcome is a map (Figure
4.17) of total toe in the municipality derived from energy consumption. Again
the Figure 3.3 demonstrates that the major consumption comes from industrial
and commercial areas where there are no residents.
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Figure 3.3: Heatmap of Toe over residents one

3.2.2.2 Traffic data

The most reliable traffic data currently available for the Friuli Venezia Giulia
region comes from the following various sources:

• the Regional Road Safety Plan, which contains in the last pages the traffic
data of the year 2005, obtained from measurements and calculations with
specific software,

• the traffic data collected continuously (24h per day) from 2010, to 12 por-
tals installed along various regional and state roads placed in the district
Udine - Gorizia - Monfalcone - Cervignano: these data are too far and out
of the study area,

• a traffic simulation of the main streets of Tavagnacco municipality of 2012,

• the regional action plan that derives from art.8 of the regional law 16/2007
where there is a daily and weekly analysis of the contribution of the pres-
sures of traffic.

Unfortunately it was not possible to use the first data-set because data were too
out of date and there is a stark difference from the reference year considered for
this case study but these data will be used at the end to compare results of the
traffic simulation.

The Friuli Venezia Giulia region provide a traffic simulation for the study
area based on data manually acquired then processed with the software Visum©.
Data was acquired in 2012 from 7.30 to 8.30 during a weekday, for light and
heavy vehicles.

The region FVG in the simulation of traffic with Visum discern only from
Light (urban passenger vehicles) and Heavy vehicles (commercial vehicles).
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Statistics from the regional action plan were used to elaborate daily and
weekly traffic of passenger and commercial vehicles.

Figure 3.4: Daily and weekly trend of urban passenger car traffic. Source: [FVG]

Figure 3.5: Daily and weekly trend of commercial vehicles traffic. Source: [FVG]

Available data consider heavy and light traffic only per one hour that was
considered as a mean value into the 24 hours for light vehicles, and as one of the
most high traffic hour for commercial vehicles, as reported n Figures 3.4 and
3.5.
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As shown in Table 3.5, assuming equal to 100% the total number of cars
crossing a city in any of the weekdays, the Sundays show a decrease of about
10% if compared to midweek traffic, and only 2-3% on the Saturdays. More
differences are observed in the traffic of commercial vehicles that decreases by
more than 10% passing from weekdays to Saturday and Sunday. The daytime
trends in the use of cars shows a clear shift of traffic for the morning toward the
middle of the day passing from any of the weekdays, to Saturday and Sunday.
Both, on Saturday and Sunday it is evident that there is a greater presence of
traffic in early hours of the morning, which probably linked to the attendance
of nightclubs.

% of Vehicles Monday-Friday Saturday Sunday

Passenger vehicles 100 96 74
Commercial vehicles 100 74 39.75

Table 3.5: Daily percentage of vehicles that transit in urban centers. 100%
corresponds the average of the vehicles on the days from Monday to Friday.
(Source: FVG Region, 2007)

Weekly data collected for commercial and urban passenger traffic was trans-
formed into the annual amount of traffic, assuming that during a year there are
52 weeks.

Finally data simulated were compared with respect to the Regional Road
Safety Plan and results were similar.

A separate evaluation should be done for the highway that is present in the
municipality. In 2012 the average number of light vehicles on the highway was
10.249 in the direction north-south and 10.476 in the direction south-north; for
the heavy vehicles there was 3.200 in the direction north-south and 3.263 in the
direction south-north, with a total amount of vehicles per day of 30.180.

These numbers have considerably decreased with respect to the year 2011
as reported in Table 3.6, and this confirms the high variability of this particular
kind of data.

Heavy vehicles Light vehichles Total

2011 2012
%

Var
2011 2012

%
Var

2011 2012
%

Var

Udine -
Tarvisio

3.635 3.263 -10,2 11.638 10.476 -10 15.274 13.379 -10

Tarvisio
- Udine

3.554 3.200 -10 11.353 10.249 -9,7 14.907 13.448 -9,8

Table 3.6: Average daily transits on the highways

The concentration maps summarize and display the evaluation of traffic for
the main roads of the municipality: while the heavy traffic is concentrated on
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the nearest of the highway, the light traffic is sprawled over the whole area.
Final maps are proposed for all type of vehicles in Figure 4.21 and in detail,

for light vehicles is shown in Figure 4.19 and for heavy vehicles is proposed on
Figure 4.20.

3.2.2.3 Industrial buildings map

The authority ”Camera di Commercio” doesn’t provide a data-sets on the in-
dustrial and commercial companies that are presented on the study area.

In order to obtain a map of the localization of those companies, the data-set
of particular waste disposal was analysed.

NET spa has provided a list of the industrial and commercial buildings due
to the fact that these companies should treat their waste separately from the
urban ones.

The data-set also contains a reference number of the main activity connected
with the company and linking this information with the list of the general types
of activities it was possible to discern manufacturing activities from health ac-
tivities and so on.

Then the last step before achieving a map of the industrial activities was to
georeferenciate the companies with the maps of civic numbers.

The result obtained is presented in Figure 4.14. In the heatmap reported
below it is clear that there is a clear discrimination between the industrial and
commercial areas, and the civil ones as there is a very little overlap are visible
in Figure 3.7.

Figure 3.7: Heatmap of civil and industrial areas
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3.2.2.4 Waste production map

NET spa, the company that manages the separate collection and treatment of
waste in Tavagnacco has provided the data relative to the waste production of
different materials as kg for every inhabitant and as total kg for the municipality
and a different database for industrial and commercial companies.

The considered waste are reported in Table 3.7, with a reference to the total
amount of waste product per inhabitant.

Waste and CER code Kg Recycle %

Inorganic waste (200301) 112,18 41.7
Organic waste (200108) 73,01 95
Durable goods (200307) 5,71 14
Waste from road sweeping (200303) 5,20 43
Paper (200101) 42,12 70
Cardboard (150101) 22,94 70
Glass (150107) 33,49 100
Pneumatics (160103) 0,23 55
Battery (200133) 0,16 43
Medicine (200132) 0,22 43
Plastic (150102) 29,30 85
Ferrous (200140) 4,04 88
Construction and demolition waste (170904) 13,04 43
Grass (200201) 47,04 95
Exaust oils (200126) 0,05 55
Vegetal and animal oiIs (200125) 0,14 55
Toner (160216) 0,01 43
Wood (150103) 8,56 100
TV/PC (200135-200136) 2,50 14
Fridge (200123) 0,81 14
Solvent (200127-200113) 0,23 43
Fluorescent tube (200121) 0,04 43
Spray cans (150111) 0,02 43
TOTAL 401,02 -

Table 3.7: Waste production and percentage of recycle per residence per typol-
ogy

No specific spatial data are available for this topic but inside the municipality
of Tavagnacco there is a spatial localization of the resident for every civic num-
ber. In this case, the calculation considers the association between the number
of inhabitant per civic number and the total amount of waste produced.

The main problem of this map concerns the industrial and commercial build-
ings that have a special waste collection.

Every line of this database considers a different industrial waste and in order
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to evaluate the total amount of them for every industrial and commercial activity
the columns relative to “production of waste” was summarized referring to the
column “company name”. In any case it is evident from Figure 3.8 that the
major production of waste originates from an industrial area in the middle of
the municipality.

Figure 3.8: Waste heatmap

A second map (Figure 4.22) was then generated; not all the waste produced
will be sent to landfills. A map was produced showing the impacting waste, and
from this map it can be seen that only a few portion of waste is impacting and
that the most impacting waste is the civil part as highlighted in Figure 3.9.
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Figure 3.9: Impact waste heatmap

3.2.2.5 Water consumption map

The data-set concerning water consumption is useful to evaluate the total carbon
emitted for water supply activities per year.

CAFC spa has provided the data-set as an Excel file containing the total
consumption and the total costs for every inhabitant and the main elaboration
has been again the geolocalization of the consumption; result is visible in Figure
4.23. The heatmap in Figure 3.10 shows the clear overlapping between inhab-
itants and water consumption with a spots of consumption in the area where
there is the commercial center.
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Figure 3.10: Heatmap of water consumption

3.2.2.6 Landuse map

The terrestrial biosphere can act either as a source or as a sink for atmospheric
CO2, and has been considered to hold the key to the 2 Gt C year−1 discrepancy
that persists in estimates of the global carbon cycle designated by the Inter-
governmental Panel on Climate Change as ‘residual terrestrial uptake’ [IPCC].
Both the vegetation and the soil may play a part in the residual terrestrial up-
take. Therefore, a new challenge in the context of climate change mitigation
is the management of terrestrial ecosystem to conserve existing carbon stocks
and to remove carbon from the atmosphere by adding to stocks [Mahali]. Every
class of land use of the territory, from human activity to natural ecosystems,
change each soil carbon-carrying capacity: the equilibrium carbon stock is the
result of a balance between inflows and outflows to the pool [50, Guo].

Nowadays, high resolution aerial images are widely available thanks to the
diffusion of advanced technologies such as UAVs (Unmanned Aerial Vehicles)
and new satellite missions. Although these developments offer new opportunities
for accurate land use analysis and change detection, cloud and terrain shadows
actually limit benefits and possibilities of modern sensors.

High resolution aerial images support a wide range of application fields as
biomass estimation for energy studies, water analysis for pollution detection,
environment and ecology investigations, and urban sprawl assessment. In par-
ticular, for the evaluation of climate changes it is important to identify the
land use associated with carbon sequestration, specifically vegetation and soil
[126, 94, 95, 108]. Even if the agriculture and forestry roles, among the global
warming mitigation strategies, are not well defined, recent studies have high-
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lighted that forests and agriculture have a high absorption capacity of green-
house gases [26, 59], and that some agricultural management practices will lead
to a carbon sequestration also in the soil [95, 137]; other researchers have demon-
strated that the agricultural sector accounts for over 30% of greenhouse gas
emissions [56]. In terrestrial ecosystems the amount of carbon in soil is usually
greater than the amount in living vegetation. It is therefore important to un-
derstand the dynamics of soil carbon as well as its role in terrestrial ecosystem
carbon balance and the global carbon cycle. The loss of soil organic carbon by
conversion of natural vegetation to cultivated use is well known: Changes of
land-uses result in rapid declines in soil organic matter [126].

Remote sensing literature presents several approaches to achieve an accu-
rate unsupervised classification for detecting land use classes relevant for CO2
absorption: among these, Maximum Likelihood [69], K-Means [141], and Self-
Organizing Map [154] are techniques currently applied and available in many
free and proprietary software. Although VHR images are capable of providing
high precision measurements for classification procedures, they frequently con-
tain cloud and cast shadows that generate problems for the reliable extraction
of the needed information [53, 104]. Commonly, shadows cause partial or even
total loss of radiometric signature in the investigated area and therefore the pro-
cess of classification and object detection can be biased or even fail [3, 20, 45].
From the previous considerations, to properly classify images it is mandatory to
reduce or remove shadows, and this requires their accurate identification [46, 96].
The problem of shadow detection and removal on VHR aerial color images was
deal new solutions were proposed aiming at enhancing common unsupervised
classification procedures for the detection of land use classes associated with the
CO2 absorption.
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Figure 3.11: Methodology workflow for landuse classification

The methodology applied is presented in Figure 3.11 follow three main steps:
shadow detection, shadow restoration and classification of new images with the
final choice of the best classification based on previous studies.

Shadow Detection

To find the correct methodology for having a good landuse map a test image of
the municipality of Tavagnacco, has been chosen for completeness, complexity,
and for significant presence of land uses associated to CO2 absorption. The
image is dated December 2011 and has a size of about 26 million pixels with 9
cm ground resolution.

The scene is characterized by large green areas and there are different types
of shadows covering more than one third of the surface. With the aim of identi-
fying the interested land use classes, an initial unsupervised classification of the
original image has been performed employing K-Means (KM), Maximum Like-
lihood (ML), and Self Organizing Maps (SOM). Results are reported in Figure
3.12
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Figure 3.12: Unsupervised classification of the original image

Invariably, these methods have produced a large amount of misclassified
pixels due to the presence of shadows that strongly influences the automatic
cluster assignment, resulting mainly in a separation between shadow and non
shadow areas: as consequence, tree shadows have been generally classified as
urban areas, particularly by ML, or associated to vegetation and urban areas
by KM and SOM. Shadow reduction has been therefore considered an essential
step to achieve a reliable classification.

Existing algorithms for shadow detection require user interaction and manual
setting of proper parameters; with the goal of processing many large data-sets,
priority was given to experiment with full automatic techniques for unsupervised
extraction of shadows in the scene. Shadow detection can be directly performed
by computing specific parameters in the RGB space; the indexes considered
were those developed by Tsai [2006], the Normalized Saturation-Value Difference
Index (NSDVI) proposed by Ma et al. [102], and the Water Body Index (WBI)
of [45]. For each calculated index the Otsu’s method was applied to estimate an
optimal threshold to distinguish shadow pixels from no shadow ones in order to
obtain a Boolean map of the shadow regions.

The comparison of the various solutions with a shadow map manually pro-
duced showed that applying WBI and NSDVI represented the most effective
methods as reported in [109, 110]; since overall accuracies were still unsatisfac-
tory, more efficient shadow detection solutions were investigated focusing only
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on approaches operating in the RGB space, without the fundamental support
given by the infrared band.

The proposed procedure is based on the following steps: WBI, PC1, and C3
(common remote sensing indexes) are initially computed for the entire image;
Otsu’s threshold method is applied on WBI to select a wide and significant
temporary set of shadow pixels; Mean and standard deviation of PC1 and C3
are computed solely for the pixels previously identified by WBI as shadow;
Shadows are detected over again for the whole image finding those pixels that
simultaneously fulfill the following conditions, reported in Equation 3.1 [110]:

PC1 < [mean(PC1)W BI + std(PC1W BI)] and C3 > [mean(C3)W BI − std(C3)W BI ]
(3.1)

The improvement of this new index is demonstrated visually in Figure 3.13.

Figure 3.13: Comparison of WBI and PC1 and C3 new index with respect to
the original image

Unfortunately the image of the entire municipality with 9 cm resolution was
difficult to classify due to limits in the computation memory, this preclude the
use of this kind of image resolution and it was necessary to resize the pixel from
9 to 90 cm resolution.

The resulting PC1+C3 shadow mask has been applied to the original entire
image, and the result presented on Figure 3.14 shows the consistency of the
problem previously discussed.

60



3.2. SDSS Data

Figure 3.14: Shadow mask of Tavagnacco municipality

Shadow restoration

Image reconstruction by shadow removal is the second step in the proposed
procedure. Several shadow mitigation approaches are present in literature, but
most of them are not suitable for the automatic processing of large VHR images;
the relevant user interaction and the inefficiency to handle irregular shadow
and color patterns, typical of tree canopy, are the major drawbacks. Further
solutions have been therefore investigated and tested to automatically restore
brightness in shadow pixels.

An innovative proposal has been implemented and tested and a set of trans-
formation models derived from the Procrustes analysis are applied: defining L
(light) a n × 3 matrix composed by the RGB bands of the n non-shadow pixels,
and S (shadow), a n × 3 matrix, of the corresponding n pixels in shadow, it
is assumed the existence of a general transformation T (n × n) for which the
Equation 3.2 is :

L = T·S (3.2)

Estimating the proper T, in an efficient way, represents the core of the prob-
lem: ObP and EAOP have been chosen, among other Procrustes methods (or-
thogonal Procrustes, extended orthogonal Procrustes, and oblique Procrustes
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with centering) after specific tests performed on different VHR aerial images,
selecting areas where well identifiable surfaces appeared in shadow and in non-
shadow conditions, and applying the various transformations to recover the
shadow [110]. The oblique Procrustes without centering (ObP) presented into
Equation 3.3 [65]:

L = S·R (3.3)

where R is computed like in the Equation 3.4:

R = (ST ·S)− 1·ST ·L (3.4)

The extended anisotropic orthogonal Procrustes, has a fast convergent it-
erative computation [60]. In this model, the RGB color rotation matrix R is
orthogonal and an independent scale factor is applied to each RGB component.
After having initialized the scale factors vector as d = [1 1 1], the following
quantities (Equations 3.5, 3.6, 3.7, 3.8) are repeatedly computed until conver-
gence:

B = [S − 1·mean(S)T ]T ·L (3.5)

[V,D,W ] = svd {B·diag(d)} (3.6)

R = V·WT (3.7)

d = diag(BT ·R)./diag([S − 1·mean(S)T ]·S) (3.8)

where 1 is a 1 × n auxiliary vector of all ones, V and W are eigenvector
matrices, D is the eigenvalue matrix resulting from the singular value decompo-
sition of the product B · diag (d), ./ represents the element-wise division, and
diag() acts as the corresponding Matlab© function. The final Equation 3.9 is
the following:

LS = S·diag(L)·RT + 1·gT (3.9)

where g derives from the Equation with n , total number of pixels, is given
by n=1·1T [57].

g = (L− S·diag(L)·RT )T ·1/n (3.10)

To test the efficiency of the developed algorithms the Cholesky method,
already employed in literature [99, 100], was chosen, whose form is reported
below (Equation 3.11):

L = R·ST + g·1T (3.11)
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Entire image Shadow areas
Original image 38.10% 17.85%
EAOP 63.02% (+24.92%) 62.06% (+44.21%)
Cholesky 63.07% (+24.97%) 64.03% (+46.18%)
ObP 65.64% (+27.54%) 63.33% (+45.48%)

Table 3.8: Agreement between the supervised and K-means classification of the
original image (with shadows), and of the three de-shadowed for shadow areas
and for the entire image

where R is directly computed by the Cholesky decomposition of the covari-
ance matrices of S and L, g is a translation vector, and 1 is a 1 × n vector of
all ones.

In particular, ObP proves to be suited for half-light and irregularly textured
conditions, while EAOP, by applying an individual scale factor to each RGB
component, gives better results for uniformly cast shadows (see e.g. [9] about
color scaling).

These techniques are well suitable for recovering shadows thanks to their
ability to directly estimate coordinate transformations between point configu-
rations indefinitely rotated, translated, and scaled.

The three algorithms used, produce corresponding images with a residual
amount of shadows: some slight shadows still persist after the de-shadowing
operation, despite being correctly detected; in any case the majority of shadows
appear compensated or mitigated. Residual dark pixels are located at the orig-
inal shadow borders, as a consequence of the high resolution and complexity of
the image.

Table 3.8 illustrates again how the brightness restoration is a crucial and
fundamental step to achieve a good classification.

Considering the entire municipality, EAOP, ObP, and the Cholesky methods
have been used to generate three shadow-free images: the procedure of shadow
restoration method was recently improved and re-classified using a previous
unsupervised method of classification consisting of first classifying shadows and
then non-shadow pixels into three main classes.

Identifying the exact correspondence between the classes can help in restor-
ing the light in shadow pixels matching surfaces of the same nature (vegetation
with vegetation, urban with urban and bare soil with bare soil). Figure 3.15
demonstrate that this new approach enhances the results and so improves the
final classifications.
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Figure 3.15: Images obtained after shadow removal by EAOP (up), Cholesky
(center) and ObP (down) method
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Image classification

After the shadow removal process, the three obtained shadow-free images have
been individually classified using the K-mean unsupervised classification method.
The previous experimental comparison [109]shows that classification results
could be considerably different depending on the de-shadowing algorithm ap-
plied and from those results it is possible to choose the best classifier which was
the k-means.

In a VHR image the essential information is contained in the red-green-
blue color components (RGB) and in the texture, therefore a preliminary step
in image analysis concerns the classification in order to detect pixels having
similar characteristics and to group them in distinct classes. Common land use
classification approaches use color at a first stage, followed by texture analysis,
particularly for the evaluation of landscape patterns.

The procedures developed [110] considered the use of invariant color compo-
nents, image re-sampling, and the evaluation of a RGB texture parameter for
various increasing sizes of a structuring element: to identify the most efficient
solution, the classification vectors obtained were then processed by a K-means
unsupervised classifier using different metrics, and the results were compared
with respect to corresponding user supervised classifications.

The experiments performed on other samples let us evaluate the effective
contribution of texture information, and compare the most suitable vector com-
ponents and metrics for automatic classification of very high resolution RGB
aerial images.

As reported in previous studies [110] and illustrated in Table 3.9 only for
the samples of 2011, results showed that significant classification improvements
can been obtained after substituting RBG with CIELab, CIELuv, and C1C2C3
respectively1, or by stretch-decorrelating the color bands. Generally, invariant
parameters provide better classification results than those based on RGB. Fur-
thermore, the introduction of texture information in the classification vector, or
the application of a different clustering distance – Euclidean vs. cosine – does
not appear to give effective improvements for the segmentation process.

Table 3.9 demonstrates that the classification of the area with a previous
stretch-decorrelation of the bands gives the best classification results.

Landuse classifications of Tavagnacco municipality are reported in Figure
3.16 and Table 3.10 and 3.11 summarize the total amount of area of the five
classes identified: grass, that include gardens but also some cultivated fields,
urban areas that consist of industrial and civil building but also streets, bare
soil and dark bare soil include fields that are not already ploughed and fields
that are already tilled (have been ploughed), and finally high vegetation which
includes areas with trees and also, possibly a single tree.

Based on the results and the previous studies the landuse map chosen is
that derived from the ObP shadow reconstruction method and it is reported on
Figure 4.24

1Definition of these indexes is reported in [110]
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M 1 @9 1@27 1@45 2@9 2@27 2@45 Mean Med
RGB decor E 69.15 85.80 72.42 71.47 76.67 67.53 73.84 71.95

LAB E 68.99 86.59 69.89 71.55 74.17 68.35 73.26 70.72
LUV E 68.98 85.33 68.95 72.89 76.38 68.92 73.58 70.94
RGB C 68.81 75.53 73.66 67.68 74.72 67.57 71.33 71.24

C1C2C3 C 65.21 73.24 72.85 63.10 68.15 61.80 67.39 66.68
C1C2C3 E 66.76 73.45 72.65 64.07 69.43 62.31 68.11 68.10

HSV E 63.72 83.38 68.17 73.18 73.92 68.54 71.82 70.86
RGBdecor C 52.66 66.51 62.56 62.45 69.04 65.93 63.19 64.25
RGB+t3 C 69.41 66.32 61.71 67.67 68.61 58.26 65.33 67.00
R1G1B1 E 64.81 78.42 63.13 61.34 64.82 57.87 65.07 63.97

RGB E 64.77 78.37 63.07 61.32 64.68 57.79 65.00 63.88
RGB+t3 E 65.20 77.46 61.92 61.63 63.28 66.46 65.99 64.24
RGB+t9 E 64.96 73.88 57.57 60.39 61.05 61.09 63.16 61.07

l1l2l3 E 45.31 51.01 60.01 53.47 51.18 56.56 52.92 52.33

Table 3.9: Agreement percentages between the various unsupervised K-means
classifications of the different pixel components, and the supervised classifica-
tions assumed as reference. Column M specifies the metrics (E=Euclidean,
C=cosine), Med. the median values, t3 and t9 for texture evaluation

% Grass Urban Bare soil Dark bare soil High vegetation Total
EAOP 20.97 21.46 28.56 16.57 12.41 100

Cholesky 21.27 15.27 26.67 35.98 0.79 100
ObP 21.12 21.39 28.44 16.56 12.47 100

Table 3.10: Percentage of the five identified classes

km2 Grass Urban Bare soil Dark bare soil High vegetation Total
EAOP 3.22 3.29 4.41 2.54 1.90 15.36

Cholesky 3.26 2.34 4.09 5.52 0.16 15.36
ObP 3.24 3.28 4.37 2.54 1.93 15.36

Table 3.11: Area (km2) of the five identified classes
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Figure 3.16: Classification results of the images obtained after shadow removal
by EAOP (up), Cholesky (center) and ObP (down) method
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Figure 3.2: Energy (methane) and electric consumption over residents distribu-
tion
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Figure 3.6: Heatmap of light and heavy vehicles
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Chapter 4

Design and choice phase

A model for achieving sustainable solutions in endogenous and exogenous areas
has been designed with a holistic approach. This model allows to make a choice
between systems that use different sustainable combinations of technologies.
The ultimate goal is to create a tool that gives the opportunity to put the
various actors with different roles in decision-making, in conditions to better
understand how their actions can affect social, environmental and economic
costs within the territory.

The outcomes can be considered an example of how the tool can be useful
in decision making process, but the model can have a wide use due to the fact
that there is a broad number of politics that can be adopted.

The model is based on the three characteristic phases of a DSS: investiga-
tive phase, design phase and decision phase. After having reviewed the data
acquired, the multi-objective model has been structured and then applied. In
order to have a better comprehension of how results have been reached, the
conceptual model has been reported in Figure 4.1.

It should be noted that the thesis work has focused mainly on the first
phase of the model because the spatial vision of it requires the elaboration
of data from various sources, which often can not be directly integrated with
each other. This allowed the identification of guidelines for the creation of
environmental databases that can dialogue each other and to allow processing
by the institutions in order to be useful for environmental monitoring.

Energy and environmental diagnosis have been developed with two approaches
and in two directions: a classical approach to the identification of solutions that
provides for the assessment of a single configuration chosen and a simulation.

The classic approach involves the identification of the territorial configu-
ration and set the variables, a technical-economic evaluation is made for the
environmental solution.

The simulation approach instead is divided into several steps. The first step
is the identification of alternative scenarios that may be generated by the choice
of the different technologies. For choice and scenario analysis, the Formative
Scenario Analysis (FSA) was used, which provides for the creation of scenarios
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Figure 4.1: Conceptual model of the SDSS developed

by means of a factor analysis and a deletion of some of them thanks to the
introduction of constraints such as, for example, the illogical conjunction of
variables from a technical point of view or, as not meeting regulatory constraints.

4.1 Investigative phase
The first phase consists of two steps: a data collection and a processing and
estimation of performance indices of the territory. In order to evaluate the
performance of the territory these indices can be compared, on the one hand,
with the theoretical energy ones derived from a theoretical approach or from
European or national objectives and, with the other key environmental indices
derived from industry or scientific literature which allows a first comparison
with similar realities. The indices examined in the study are shown in the maps
in Figure 4.15, 4.16 and 4.17.

The energetic performance indices can be divided into electrical IPEel (Equation
4.1), thermal IPEth (Equation 4.2) and total IPEtot (Equation 4.3) which eval-
uate the energetic performances with reference to the single residential and
industrial buildings.

IPEel = Eel

buildingres/ind

[
kWhel

inh/m2

]
(4.1)

IPEth = Eth

buildingres/ind

[
kWhth

inh/m2

]
(4.2)
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IPEtot = Etot

buildingres/ind

[
kWhtot

inh/m2

]
(4.3)

Electrical consumption data Eel stated in kWh per residential or industrial
building and their relative costs (in €) are directly provided from the munici-
pality which has received them from “Agenzia delle Entrate” with the aim of
verify local taxes.

Thermal energy Eth(Equation 4.4) stated as kWh was calculated as the out-
put of the global performance of the boiler power from the j fuel ηgj (assumed
to be 0,85 oil boiler e 0,9 for the methane one) and the amount of the j fuel
mj used by the residential and industrial buildings provided by “Agenzia delle
Entrate” e Hi, calorific value of the j fuel.

Eth =
∑

j

ηgj·mj·Hij (4.4)

The total performance index, is given by the sum of thermal and electrical
energy and is stated in toe per civil or industrial building.

As far as environmental indeces are concern the Water Consumption Index
(IPWo, calculated as in Equation 4.5) and waste production index (IPWa, cal-
culated as in Equation 4.6) were considered and reported in Figure 4.18 and
4.23. The first one considers the water consumption mH2O in m3 in a munici-
pality for single residential or industrial building. It is directly evaluated from
the database of water management company. The second one evaluates the
waste production considering the single residential or industrial building.

The industrial waste has not been considered into the elaborations of the
model because companies waste are already minimized due to the fact that
wastes are costs for them.

ICWo = mH2O

buildingres/ind

[
m3

inh/m2

]
(4.5)

IPWa = mw

buildingres/ind

[
t

inh/m2

]
(4.6)

For the territory characterization the green index (IG, calculated as in Equa-
tion 4.7) was defined. It represents the CO2 absorption capacity for the analyzed
territory. It is calculated as the relation between the area (a) cover by vegeta-
tion, trees, and gardens, and S the total area of the considered territory.

IG = a

S
(4.7)

The outputs of this first phase are the following:

• cluster Maps of the territory based on consumption and requirements that
give the opportunity to identify possible actions in the area (Figures at
the end of the chapter),
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• identification of comparison indeces which can give a first approximation
of the energetic and environmental performances of the area and can give a
monitoring of the territory, if annually repeated. If environmental actions
will be implemented, they can monitoring if results are in line with that
awaited but, if not it is possible to suggest novel and better actions,

• visual identification of requirements and availability in order to plan the
possible actions in the area.

4.2 Scenario analysis
The second phase considers the simulative approach that can be divided into
various step. The first step is the identification of the possible scenario that can
be adopted from the choice of different actions for politics execution.

For analysis scenario and choice the Formative Scenario Analysis (FSA) was
used. The FSA involves scenario creation by means of a factor analysis and a
deletion of some of them thanks to the introduction of constraints.

In the specific case, the adoption of a measure of energy or environmen-
tal improvement considerably influence the decision (two levels: presence or
absence).

Nevertheless some values of these variables are not able to produce different
scenarios. The number of possible levels assumed by the variables are n equal to
the number of measures you want to implement on a territory. This generates
a number of scenarios equal to 2n. The 2n scenarios are then reduced consid-
ering technical, economic and social constraints. As an example, the model
was applied in the case of implementation of 5 measures (agreed with the local
authority) in particular:

1. promote the efficiency improvements of residential and industrial build-
ings,

2. implementation of electricity production by the photo-voltaic (in loco),

3. variation of waste collection method,

4. dismiss Euro 0 and 1 vehicles, in favor of more sustainable ones,

5. increase of green areas, despite of agricultural one.

So, in this case it is possible to have 32 scenarios.
The next step is the simulation phase itself which consists of 4 stages de-

scribed in Figure 4.2., each of which can be done with different tools. In par-
ticular, in this case most of the stages is performed thanks to the use of Mode-
FRONTIER ® software.

The four stages referred to:

1. initial DOE: in order to define the experiment,
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2. scheduler: Multi-Objective Genetic Algorithms (MOGA–II) has been cho-
sen as the optimization algorithms,

3. simulator parameters: a range of optimization parameters could have been
chosen at this stage (in our case we chose 10.000 repetition of DOE and
500 of the algorithm),

4. finally, scenario analysis was considered.

Figure 4.2: Structure of the phase

4.3 Design Of Experiment
The first stage involves the determination of what is the initial set of the pop-
ulation on which to perform the simulation and optimization operations. This
step is defined by design of experiments (DOE) or the determination of what is
the set of samples that constitute the initial population.

This instrument enables the provision of a number of individuals data by
the combination of the different variables significant for the system, to use for a
resolution of the first attempt of the algorithm. Based on the results obtained, it
will change this population by isolating the most suitable individuals to achieve
the objectives.

In the computations it was chosen to use the generation based on Sobol
sequence, which allows the production of multiple sequences of parameters in
order to be as uniform as possible in the multi-dimensional space. The big
difference compared to the pseudo-random numbers is that the sampled values
are chosen based on previous samples, so this allows to avoid the presence of
aggregate points.

4.4 Mathematical model
The simulation approach involves the identification of a basic solution, for our
purposes, it is given by the system solutions defined by the solution found with
the classic method and a set of variables that are the most critical variables that
can affect the choice of decision maker.

In this case the basic solution was implemented in Excel and then imported
into modeFRONTIER® software.
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The mathematical model also includes the identification of the most sig-
nificant variables to be taken into account to describe the problem and the
constraints which, the produced solutions, must comply.

The Mathematical model, calculating consumption, costs and possible tox-
icity associated with the UM considered process, makes possible to highlight
(for comparison) between the different scenarios provided, those that allow a
more distinct minimization of the environmental factor (Equation 4.8), of the
investment costs (Equation 4.9), and of the social one (Equation 4.10).

En = minCO2eq =

∣∣∣∣∣∣
∑

ij

Aj·FEi

∣∣∣∣∣∣ (4.8)

where:

• i, considered emission;

• j, type of activity;

• Aij activity index;

• FEijis the emission factor.

Ec = minCgs = min
∑

h

Cgh (4.9)

where
h includes the costs for efficiency enhancement of buildings, PV, collection,

treatment and disposal of wastes, fuel and management of systems costs.

S = min
∑

j

∑
mamb,j·HTPamb,j (4.10)

where

• j is the type of pollutant,

• amb the environment considered,

• m the amount of the considered pollutant and

• HTP the Human Toxicity Potential coefficient.

To assess the social sustainability it was chosen to measure the well-being of
the population; for this purpose it is chosen to minimize the toxicity in humans
(objective 3).

For the definition of the objective functions of both CO2eq and toxicity, the
emission factors method was used.

The emission factor is the emission per unit of source activity, expressed, for
example, as the quantity of pollutant emitted per unit of processed product, or
as the quantity of pollutant emitted per unit of fuel consumed, etc.
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Methane MWh %

Civil consumption 34.803 28,63

Industrial consumption 86.722 71,37

Total 121.525 100

Table 4.1: Distribution of civil and industrial methane consumptions. Source:
[PAES]

Electricity MWh %

Civil consumption 15.960 26,34
Industrial consumption 44.627 73,66

Total 60.587 100

Table 4.2: Distribution of civil and industrial electricity consumptions. Source:
[PAES]

The choice of the emission factors constitutes a critical aspect and presents
few problems of reliability. In fact, the emission factors should be chosen based
on the characteristics of the case, pulling the data from the technical and sci-
entific literature in the field, and adapting bibliographic data to the particular
application situation.

The emission factors used are those given in the classification SNAP 1997,
developed by the EEA and adopted in Europe, which identifies 409 individual
emission activities, and organizes them into 76 sectors and 11 macro sectors.
Some factors are average (the road transport sector), others are derived from
specific and timely reality.

The main source of reference emission factors is the European driving ”At-
mospheric Emission Inventory Guidebook” (EMEP / CORINAIR, 1999), others
have been created in the international arena (IPCC), yet others come from the
EPA (Environmental Protection Agency) of United States, where a precise Eu-
ropean reference was not possible.

4.4.1 CO2 emissions model for energy
In order to complete the database of energy consumption, the use of heating
oil in the municipality has been estimated but it is not possible to identify the
single use so this data cannot be georeferenciate and will be used only in the
model evaluations.

From the PAES of Tavagnacco [PAES] it was possible to know the total
amount of consumption of civil, and industrial and commercial buildings for
electricity (Table 4.2), methane (Table 4.1), and heating oil (Table 4.3).

In order to determinate the total consumption of heating oil, first of all
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Heating oil MWh %

Civil consumption 3.540 30,72

Industrial consumption 7.982 69,28

Total 11.522 100

Table 4.3: Distribution of civil and industrial heating oil consumptions. Source:
[PAES]

m3 Conversion factor from m3to MWh MWh

Civil 4.188.026
0,01065

44.602,477
Industrial 6.591.909 70.203,83

Total 10.779.935 114.806,30

Table 4.4: Civil and industrial methane consumption (available data-set)

a check of the available data has been exploited. It is supposed that if the
electricity and methane consumptions of PAES [PAES] and the available data-
set will be comparable, it is possible to estimate the amount of buildings that
used heating oil.

The methane consumption will be comparable after a transformation from
m3 to MWh: results in Table 4.4 with respect to Table 4.1 attests that the
data-set are comparable.

The same hypothesis has been formulated for the electricity consumption:
in order to compare the values reported in Table 4.2, a transformation should
be elaborate.

Comparing Table 4.2 and Table 4.5 it is possible to assume that results can
be again compared.

Based on the fact that the previous results are comparable, it is possible to
derive the amount of building that used heating oil in the municipality using
the Equation 4.11.

Qi,j = Hj·mj (4.11)

kWh MWh

Civil 15.493.800 15.493,8
Industrial 27.241.192

45.005,4
Commercial center 17.764.200

Total 45.005.392 60.499,2

Table 4.5: kWh consumption of electric energy
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Energetic class Consumption per year
A < 30 kWh/sq.m
B 30-50 kWh/sq.m
C 50-70 kWh/sq.m
D 70-90 kWh/sq.m
E 90-120 kWh/sq.m
F 120-150 kWh/sq.m
G > 150 kWh/sq.m

Table 4.6: Energetic class classification

Electric Energy production 1998 2012 2015

Hydroelectric 19,89 15 16
Traditional thermoelectrical 79,4 73 67

Geothermoelectrical 1,6 1,87 3
Eolic 0,05 4,48 6

Photovoltaic 0,05 6,3 8

Table 4.7: Electric energy production in Italy: the fuel-shift

Where Hj is the calorific value, mj is the mean consumption and Qjis the
heat.

Further, in order to understand the energetic class of the buildings of Tavagnacco,
a spatial join with civic number and cadastral database was applied.

When the process was completed, the energetic class of each building was
estimated based on their energetic consumption and the area of the buildings,
based on the classification reported in Table 4.6. In the model, in order to
promote the efficiency improvements of residential and industrial buildings the
expedients taken into account were roof remake, insulation and window fixtures
remake.

In order to evaluate CO2 emissions deriving from electric energy consump-
tion, the electric energy production methods were investigated.

In the recent years, Italy has conducted a fuel-shift has reported in Table
4.7, that has given a reduction of the CO2 emissions.

In the baseline scenario in the considered year (2012) it was evident in Figure
4.3 the amount of electric energy production from traditional thermoelectrical
methods.

As far as no-renewable energy production, the traditional thermoelectrical
plants have been shift the fuel used from 1998 to 2015.

In Table 4.8 it was reported the main fuel used to produce electric energy: it
shows the important decrease in the use of fuel oils and the increase of biomass
during the recent years.
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4.4. Mathematical model

Figure 4.3: Energy typology production in Italy during 2012

Traditional thermoelectrical 1998 2012 2015

Methane 20 40 59
Carbon 11 11 21
Fuel oil 53 28 2
Biomass 0 3 11
Other 16 19 6.4

Table 4.8: Fuel used in the traditional thermoelectrical plants

4.4.2 CO2 emission model for waste
Every type of waste has a different process (and as a consequence, a different
recycle percentage) and a different cycle (Figure 4.4, 4.6, 4.7, 4.8, 4.9, 4.10, 4.11,
4.12) that should be take into account inside the model.

Figure 4.4: Cycle of unsorted waste
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4.4. Mathematical model

Figure 4.5: Cycle of organic waste

Figure 4.6: Cycle of plastic

Figure 4.7: Cycle of paper waste

Figure 4.8: Cycle of glass waste

Figure 4.9: Cycle of durable goods
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4.4. Mathematical model

Figure 4.10: Cycle of dangerous urban waste

Figure 4.11: Cycle of construction and demolition waste

Figure 4.12: Cycle of electrical and electric waste

Transport is a vital element for most of the production processes and man-
agement and often the amount of energy linked to them is a significant part
of the total energy expenditure in the process under consideration. The same
report concerns therefore also the emissions resulting from these operations. As
a consequence, it is important to evaluate not only the impact of the waste but
also that of transport for the collection of them (Figure 4.13).

Data available for the elaborations, consider only the amount of kilometers
traveled by the vehicles to pick up few typology of waste and not to bring them
to the specific plant (Table 4.10).

As a first approximation it was decided to assign CO2 emissions deriving
from waste collection to every resident of the municipality.

For the organic waste, NET spa provided data on two collection of organic
waste, one collection every week for inorganic waste and grass, and one collection
every two weeks for plastic, paper and glass (Table 4.9).
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4.4. Mathematical model

Figure 4.13: Destination of waste

Waste typology Destination

Glass Veritas (VE)
Plastic Rive d’Arcano (UD)
Paper Cartiera Romanello (UD)

Ferrous Pittini or ABS-Osoppo (UD)
Nonferrous Veritas (VE)

Wood Bipan-Bicinicco (UD) or Fantoni-Osoppo (UD)
Durable goods Friul Julia Appalti- (UD)

Electronic waste
Exaust oils

Construction and demolition waste
Pneumatics

Table 4.10: Waste destination in FVG

Waste typology km for collections km per year l of diesel km / resident

Organic waste 794 41288 16523,20 2,78
Inorganic waste 482 25064 10030,45 1,69

Green waste 450 23400 9364,53 1,58
Paper 338 8788 3516,90 0,59

Plastic and glass 338 8788 3516,90 0,59
Other fractions 0 0 0 0

Table 4.9: Impact of transport for waste collection

4.4.3 CO2 traffic emissions model
In order to evaluate the total amount of CO2 that a vehicle fleet can emit in a
specific context the software open source COPERT 4 was used.

COPERT 4 needs to know the number of vehicles per typology that is re-
ported in Table 4.11, age and fuel typology, reported in Table 4.12.

This data were acquired from a report of ACI [2011] where was reported the
% of vehicle fleet at 31/12/2011 according to the first year of registration for
the municipality of Udine; it was assumed that the same percentage exists also
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4.4. Mathematical model

Cars Motor Buses Commercial v. Special v. Tractor Total

12238 1621 0 1314 283 109 15565

Table 4.11: Number of vehicles per typology

in the municipality of Tavagnacco.
To fit with the previous traffic elaborations cars and motorcycles are aggre-

gated into the class urban passengers vehicles instead the others are aggregated
into the class heavy vehicles.

It was supposed that the type of vehicles that travel in the municipality is
similar to the fleet of Tavagnacco.

In the case of road transport, the emission factor is expressed as the quantity
of pollutant emitted per km traveled and vehicle (for example: g / km * VEH.)
Or as the quantity of pollutant emitted per kg of fuel consumed (for example:
g / kg of fuel). The Equation 4.12 was used:

PEUIItot
=

n∑
i=1

PEUIIij
(4.12)

where:

• PEUIItot = total annual travelling of the all fleet,

• PEUIIi= annual traveling of the i vehicle,

• n = number of vehicles.

Calculated the annual trips, it has been scheduled a spreadsheet which can
calculate the pollutants emitted by road type and vehicle class. The formula
implemented for these calculations is the following:

Eij

year
= Aij

year
·FEij (4.13)

where:

• Eij emissions from vehicles with class i on the j type of road;

• i, vehicle class (Conventional, Euro I, Euro II, Euro III, Euro IV, Euro
V);

• j, type of road (Highways, Urban and rural roads);

• Aij activity index (in this case the distance traveled from the vehicles of
class i on j type of road);

• FEijis the emission factor of the vehicles of class i on the j road type.
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4.4. Mathematical model

Year Euro type Age Heavy
vehicle

Motor
cycles

Cars
benzine

Cars
gasoline

Cars
other

2012 Euro 5 0-1 68 60 357 284 8
2011 Euro 5 1-2 90 63 349 260 52
2010 Euro 4 2-3 77 97 396 268 95
2009 Euro 4 3-4 111 86 409 340 34
2008 Euro 4 4-5 107 89 438 417 14
2007 Euro 4 5-6 104 75 376 385 10
2006 Euro 4 6-7 102 76 376 374 8
2005 Euro 3 7-8 92 75 357 360 5
2004 Euro 3 8-9 99 73 428 265 4
2003 Euro 3 9-10 104 66 488 206 4
2002 Euro 3 10-11 89 76 497 134 6
2001 Euro 3 11-12 72 96 509 94 9
2000 Euro 2 12-13 65 58 454 66 7
1999 Euro 2 13-14 48 41 440 42 8
1998 Euro 2 14-15 41 24 398 25 5
1997 Euro 2 15-16 39 15 258 18 5
1996 Euro 2 16-17 38 16 218 10 4
1995 Euro 1 17-18 22 15 187 7 3
1994 Euro 1 18-19 19 15 152 5 2
1993 Euro 1 19-20 27 19 160 8 3
1992 Pre- Euro over 20 293 486 998 100 39

TOTAL 1708 1621 8244 3669 325

Table 4.12: Number of vehicles and Euro typology in relation to age
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4.5. Optimization algorithm

4.5 Optimization algorithm
The optimization algorithm has the aim to select the population produced on the
basis of the generated problem solutions, classify them according to a hierarchy
of affinities with the objectives of the problem and finally determine which can
be reproduced.

The optimization algorithm used in this work for multi-objective decision
making among candidates solutions is part of the Evolutionary Algorithms
(EAs) that are widely used in several optimization problems that are too com-
plex to be solved by traditional methods [rigoni].

The Evolutionary Algorithms (EA), meta-heuristic optimization algorithms
based on the characteristics of the population that use biologically inspired
mechanisms, such as mutation, recombination (crossover), the natural selection
and the survival of the strongest; this in order to refine, iteratively, the selection
of possible solutions to the problem. As said, EA are based on biology, especially
on the laws of ”natural selection” and ”survival of the fittest” produced by
Darwin. The work cycle of an evolutionary algorithm is performed using the
following steps:

• initially it creates a population of individuals having a random genome,

• by implementing these individuals within models of calculation you ob-
tained by the determination of the value assumed by the objective func-
tions,

• through the objective functions it is assigned to each candidate solution
as suitable value for the solution of the problem,

• following the selection process, in which the solutions are filtered to allow
the entrance of the playback section with higher probability,

• on playback, you can create a new set of individuals by varying or com-
bining the genotypes of selected ones,

• in the absence of further guidance, it iterates the process starting from
the second step.

The particular advantage in using evolutionary algorithms is that the method
adopted allows to solve the problem without the need to provide a large number
of information on the objectives, guaranteeing the possibility of resolving with
good performance a good number of categories of problems.

The set of all vectors that respect the rule of Domain according to Pareto,
are defined feasible solutions of the problem, or even, Pareto Front.
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4.5. Optimization algorithm

.

Figure 4.14: Map of industrial and commercial activities
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4.5. Optimization algorithm

Figure 4.15: Energy (methane) consumption map
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4.5. Optimization algorithm

Figure 4.16: Electricity consumption map
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4.5. Optimization algorithm

Figure 4.17: Energy consumption - toe evaluation
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4.5. Optimization algorithm

Figure 4.18: Waste production
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4.5. Optimization algorithm

Figure 4.19: Light traffic of the main streets of Tavagnacco
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4.5. Optimization algorithm

Figure 4.20: Heavy traffic of the main streets of Tavagnacco92



4.5. Optimization algorithm

Figure 4.21: Traffic of the main streets of Tavagnacco
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4.5. Optimization algorithm

Figure 4.22: Impacting waste
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4.5. Optimization algorithm

Figure 4.23: Water consumption

95



4.5. Optimization algorithm

Figure 4.24: Landuse map
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Chapter 5

Conclusions

In this study a new methodology to evaluate possible low carbon strategies was
developed.

This method takes advantage from its flexibility: it is possible to evaluate
CO2eq impacts of emissions from the point of view of production chain (specif-
ically for waste and traffic and electrical energy) and also from the sector one
(civil, industrial and transports).

These hybrid model include both spatially dynamic and sector data inside
the Urban Metabolism of a municipality with the aim to integrate sustainability,
ecosystem services and eco-health as suggest from Chen et al. [2014].

The model has been applied to five possible measures and it is useful for the
municipality to highlight how the measures about improvements efficiency of
residential and industrial buildings is the first one that can give a first significant
improvement in reducing CO2eq emissions.

The increase of green areas (with vegetation and trees) can mitigate the
environmental impact of CO2eq emissions but can not compensate it as there
are no agricultural areas that can balance the impacts resulting from human
activities.

The simulations show that the implementation of electricity on site by pho-
tovoltaic system would improve the environmental impact if adopted in all the
housing, allowing for a reduction of the electricity needs from traditional sources
by 3% with respect to the actual needs.

The measure of efficiency of the vehicle fleet offers significant environmen-
tal, energy and social improvements of 11% with respect to the parameters of
the actual fleet. It would be important to assess that not only the efficiency
of the fleet but also of the fuel switching (ex.methane) that generally have bet-
ter environmental performance than existing ones, but currently have limited
distribution logistics.

In the waste sector instead the different material collected does not com-
pensate for the economic, environmental and social costs of transports needs.
It is therefore considered useful to push different types of waste collection as
the local deficit makes a situation not feasible, and it is considered necessary to
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promote the collection of the organic material for energy production and sepa-
rating the paper while the remaining waste materials can be recovered together.
The implementation of this measure involves a global improvement of 3-4% with
respect to the actual waste collection.

Not all energy improvements of buildings are sustainable from an environ-
mental, economic and social point of view but it is necessary to consider the
improvements of the energy classes of buildings E and F and with the suggested
measures they can be brought in C and D classes.

In a context of limited budget we have been chosen to implement and rep-
resent the measure that allows the best energetic, social and economic perfor-
mances.

As an example highlight the current status (Figure 5.1) and the results
obtained after the implementation of the measure (Figure 5.2).

Figure 5.1: Energetic class of Tavagnacco buildings
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Figure 5.2: Energetic class of Tavagnacco buildings after energetic measures

Finally, despite of the difficulties in finding data, a set of different data
deriving from various authorities was used; for the purpose of extend the study
area but also to not waste time it is important that in the future there will
construct a structure to find and organize useful data-set. From the analysis of
the necessary database for implementing the model a simple expedient to do is
to enable these database to use the civic number as reference key so, in this way
all the database could easily communicate with each other.
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