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Abstract
1.	 Ensembles of Small Models (ESM) represent a novel strategy for species distribu-

tion modelling with few observations. ESMs are built by calibrating many small 
models and then averaging them into an ensemble model where the small models 
are weighted by their cross-validated scores of predictive performance. In a previ-
ous paper (Breiner, Guisan, Bergamini, & Nobis, Methods in Ecology and Evolution, 6, 
1210–1218, 2015), we reported two major findings. First, ESMs proved largely 
superior to standard models in terms of model performance and transferability. 
Second, ESMs including different modelling techniques did not clearly improve 
model performance compared to single-technique ESMs. However, ESMs often re-
quire a large computation effort, which can become problematic when modelling 
large numbers of species. Given the appealing new perspectives offered by ESMs, 
it is especially important to investigate if some techniques yield increased perfor-
mance while saving computation time and thus could be predominantly used for 
building ESMs.

2.	 Here, we present results from a reanalysis of a subset of the data used in Breiner 
et al. (2015). More specifically, we ran ESMs: (1) fitted with 10 modelling tech-
niques separately (in Breiner et al., 2015 we used only three techniques); and (2) 
using various parameter options for each modelling technique (i.e., model tuning).

3.	 We show that ESMs vary in model performance and computation time across tech-
niques, and some techniques are advantageous in terms of optimizing model per-
formance and computation time (i.e., GLM, CTA and ANN). Including one of these 
modelling techniques could thus optimize computation time compared to using 
more computing-intensive techniques like GBM. Next, we show that parameter 
tuning can improve performance and transferability of ESMs, but often at the cost 
of computation time. Parameter tuning could therefore be used when computing 
resources are not a limiting factor.

4.	 These findings help improve the applicability and performance of ESMs when 
applied to large numbers of species.
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1  | INTRODUCTION

The use of Ensembles of Small Models (ESMs) is a novel strategy 
proposed for predicting the distribution of rare species (Lomba et al., 
2010), now available in the ecospat r package (Broennimann et al., 
2015; Di Cola et al., 2017). In our recent article (Breiner, Guisan, 
Bergamini, & Nobis, 2015), we showed that the predictive power of 
ESMs was significantly better than that of their standard model coun-
terparts (i.e., using biomod2 in a standard model, Thuiller, Lafourcade, 
Engler, & Araújo, 2009). The ESM strategy involves building many 
models with small subsets of predictors—two as implemented here 
(i.e., bivariate models). Each of these small models is then evaluated 
according to a cross-validated model performance measure. In the last 
step, all small models are averaged into a weighted ensemble, where 
weights are based on the small model performances, to produce the 
final ESM (Figure 1; for a more detailed description see Breiner et al., 
2015). The great strength of ESMs is that model overfitting is avoided 
in each small model, where the ratio of the number of predictors to 
the number of observations remains appropriate even for species with 
few occurrences, while all important predictor variables can be con-
sidered within the final model. As a main result, we showed that the 
lower the sample size of a species the greater the gain in ESM per-
formance compared to standard models. However, we also showed 
that building ESMs with an ensemble of different techniques (GLM, 
gradient boosting machine [GBM] and maximum entropy [Maxent])—
thus a double ensemble—did not improve performance compared to 
single-technique ESMs. It therefore seemed sufficient to fit ESMs with 
only one technique. However, only three techniques were tested in 
Breiner et al. (2015), and many others are available which potentially 
perform better than those tested so far. Furthermore, computation 
time varied considerably among the three techniques used. It may 

thus be critical to select not only the best performing but also the 
fastest technique. Finding the optimal balance between high model 
performance and short computation time is especially important if 
ESMs are to be applied to a large number of species, e.g., when adding 
rare species to stacked models of species assemblages to account for 
rare species when modelling communities (e.g., D’Amen, Pradervand, 
& Guisan, 2015), or when using models to support real-time conserva-
tion practices for rare species (Guisan et al., 2013; Platts et al., 2014).

Here, we reanalyse the data from Breiner et al. (2015) by fitting 
ESMs with a large range of modelling techniques to assess how ESMs 
could be further improved, considering in particular the relationship 
between model performance and computation time. More specifically, 
we tested whether models are improved by: (1) comparing a larger 
range of modelling techniques to build bivariate models; and (2) op-
timizing tuning parameters in the bivariate models and allowing more 
complex relationships among parameters.

2  | MODELLING TECHNIQUES APPLIED 
WITH ESMS AND STANDARD MODELS

We explored 10 modelling techniques available in the biomod2 r pack-
age for ensemble modelling (Thuiller et al., 2009). In addition to GLM, 
GBM and Maxent (Max.P as implemented by Phillips, Anderson, & 
Schapire, 2006) that were applied in Breiner et al. (2015), we addition-
ally used multivariate adaptive regression splines (MARS; Friedman, 
1991), generalized additive models (GAM; Hastie & Tibshirani, 1986), 
random forests (RF; Breiman, 2001), classification and regression trees 
(CTA; Breiman, Friedman, Olshen, & Stone, 1984), artificial neural net-
works (ANN; Ripley, 1996), surface range envelopes (SRE; also known 
as Bioclim; Busby, 1991; Booth, Nix, Busby, & Hutchinson, 2014) and 

F IGURE  1 Framework to build an 
Ensemble of Small Models (ESM) to predict 
a species’ distribution. First, many models 
with small subsets of predictors, in our case 
bivariate models (biva), are calibrated. Each 
of these small models is then evaluated 
according to a cross-validated model 
evaluation index (EI). To produce the final 
ESM, all small models are averaged into 
an ensemble weighted by the specific 
model EI. Tmean (T = temperature), Pmean 
(P = precipitation), topo (topographical 
index) are examples of environmental 
predictors used for modelling
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a distinct implementation of Maxent (Max.T; Jurka & Tsuruoka, 2013; 
Tsuruoka, Tsujii, & Ananiadou, 2009). All the modelling techniques 
tested here are already implemented in the existing ESM functions of 
the ecospat r-package (Broennimann et al., 2015; Di Cola et al., 2017).

Additionally, we compared ESMs with standard Maxent mod-
els (Max.P.s; where s stands for standard). We selected Max.P.s be-
cause Maxent is often reported as performing well with low sample 
sizes (Pearson, Raxworthy, Nakamura, & Peterson, 2007; Wisz et al., 
2008). For Max.P.s, we used a betamultiplier value of 2.5 to reduce 
the complexity of calibrated models, as recommended for modelling 
rare species (i.e., optimal values set between 1.5 and 4; Elith, Kearney, 
& Phillips, 2010; Moreno-Amat et al., 2015; Muscarella et al., 2014; 
Shcheglovitova & Anderson, 2013). This differed from the methods in 
Breiner et al. (2015), where we used standard parameters for Maxent 
(betamultiplier = 1). All models were computed on a high-performance 
cluster (www.vital-it.ch) equipped with 2.3 to 3 GHz processors (varia-
tions in processor speed should be averaged out given the large num-
ber of repetitions) and using up to 50 processors to run jobs in parallel. 
We provided 2 GB of memory to run each modelling algorithm, except 
for GBMs were available memory size needed to be doubled to 4 GB.

3  | MODEL BUILDING PROCESS

We used two subsets of the data from Breiner et al. (2015). The first 
subset contained all 34 vascular plant species from Switzerland with 
a sample size of 26 to 50 occurrences. We split the data four times 
geographically (across cardinal directions) so that 50% of the data 
were used for calibrating and 50% for evaluating the models inde-
pendently (i.e., a transferability assessment: Wtrain − Etest; Etrain − Wtest; 
Strain − Ntest; Ntrain − Stest), using AUC (Swets, 1988), the continuous 
Boyce index (Hirzel, Le Lay, Helfer, Randin, & Guisan, 2006), maxTSS 
and maxKappa (see Guisan, Thuiller, & Zimmermann, 2017 for details) 
as evaluation scores.

Bivariate models, i.e., all possible bivariate combinations of the 
predictor set, were then calibrated for each species and for each of 
the four training subsets. We first varied the model parameters and 
complexity separately for each bivariate model per technique and 
species and evaluated them using 10-fold cross-validation. For each 
bivariate model, the parameter setting yielding the highest 10-fold 
cross-validated AUC value was kept. These “tuned” bivariate models 
were then averaged, weighted by their mean cross-validated evalu-
ation score, to form a final “tuned” ESM (ESMtuned) for each of the 
four regions per species. For model tuning, we used the BIOMOD_tun-
ing function, which is a wrapper function in the biomod2 r-package. It 
uses tuning functions from the caret r-package (to tune GBM, ANN, 
GAM, MARS, GLM and CTA; Kuhn, 2008; Kuhn & Johnson, 2013), 
enmeval r-package (to tune Max.P; Muscarella et al., 2014) and the 
maxent r-package (to tune Max.T; Jurka & Tsuruoka, 2013; Tsuruoka 
et al., 2009). In doing so, we aimed at calibrating bivariate models that 
better fit species’ response curves, thereby increasing their predictive 
performance. All parameters, and their ranges, used to tune the bi-
variate models are presented in Table S1. Model tuning was used for T
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all techniques except for RF because in this case the mtry parameter 
value could not exceed 2 for bivariate models.

Next, we refitted an ESM for each technique, with the parameters 
performing, on average, best with bivariate model tuning over all spe-
cies (ESMbest). All parameter values used for ESMbest are presented in 
Table S1 and will be made available in the next ESM functions in the 
ecospat package (Di Cola et al., 2017). ESMtuned and ESMbest were built, 
using Somers’ D, a rescaled version of the AUC (between 0 and 1), and 
the Boyce index to weight the bivariate models.

Each final ESM and the standard SDM Max.P.s were then evalu-
ated using a procedure similar to that applied in Breiner et al. (2015), 
i.e., a transferability assessment with four, instead of only one, 50:50 
splits for evaluating the models independently as well as an internal 
10-fold cross-validation procedure on the training data instead of 50-
fold split-sampling which increases computation time considerably.

For the second subset, we used the five most common species 
(sample sizes: 140, 128, 123, 115 and 112) in the data of Breiner et al. 
(2015). To simulate strongly undersampled species, we sampled this 
data randomly to 20, 15 and 10 occurrences for calibrating the mod-
els. Hold-out data for evaluation ranged thus from 92 to 130. The sam-
pling procedure was repeated five times. For building ESMs with the 
second subset, we only used the best performing parameters without 
tuning and built ESMs using Somers’ D only as the weighting score.

4  | TRADE-OFF BETWEEN MODEL 
PERFORMANCE AND COMPUTATION TIME

In agreement with our initial study, Max.P and GLM were among the 
best performing techniques in ESMs (Table 1, Figure 2). This was also 

true for the simulated undersampled species (Figures S1 and S2). ANN 
was also among the best performing techniques, but in contrast to 
our previous findings, GBMs showed only intermediate performance. 
The algorithms performing worst with ESMs were RF, SRE, MARS 
and Max.T. Standard Maxent models (Max.P.s) were on average bet-
ter than those techniques (Figure 2). The tuning of bivariate models 
generally improved the performance of ESMs (Figure 2; Figures S3 
and S4). However, many algorithms require intensive computation 
times, e.g., model tuning of GBMs, GAM, MARS and Maxent (Figure 2; 
Figure S4). SREbest and standard Maxent (Max.P.s) were the fastest 
techniques to compute but model performance was rather low for 
SRE and intermediate for Max.P.s (Table 1).

We identified four modelling algorithms which were especially 
advantageous in terms of optimizing the trade-off between ESM per-
formance and computation time for both subsets: ANN, GLM, Max.P 
and CTA. The trade-off between model performance and computa-
tion time was generally better for ESMs where the bivariate mod-
els were not optimized by model tuning (Figure 2; Figure S4): these 
models performed only slightly less well than the tuned models, but 
computation time was considerably smaller. We, therefore, promote 
using model tuning for bivariate models, at least when computation 
time is not a limitation. We further recommend using the parameters 
which turned out to perform best (Table S1) and the techniques with 
an optimal trade-off mentioned above if computing time is an issue. 
However, similar to other studies (Qiao, Soberón, & Peterson, 2015), 
we could not find a single best modelling technique (Table 1) and there 
are also no tuning parameters for the single techniques existing which 
are always best (Table S1) because many factors, e.g., sampling design, 
a missing covariate, spatial autocorrelation or species characteristics, 
affect model predictions (Thibaud, Petitpierre, Broennimann, Davison, 

F IGURE  2 Evaluation scores (left: AUC; right: Boyce index) of ESMs for different techniques, based on 10-fold cross-validation (x-axes) and 
transferability assessment (y-axes) for tuned ESM models (small t after techniques’ name) and ESMs with best-tuning parameters (small b after 
techniques’ name), as well as for standard Maxent models (Max.P.s). The computation time of each model is indicated by the size of the point
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& Guisan, 2014). Hence, it remains difficult to give a definitive conclu-
sion about which model technique should be selected, as the suitable 
level of performance and the limitation of computation time must be 
defined by the goals of the application.

With improving technologies, computation time will likely further 
decrease. However, as the fastest and the slowest algorithm took on 
average 75 s (SREbest) and 54 hr (GBMtuned) respectively to run, such 
differences might hardly be compensated so quickly by increasing 
technologies (Figure S4).

While it is straightforward to compare model performance and 
transferability between the different techniques, it is not that easy to 
explain the observed differences. Although a detailed understanding 
of the methodological causes behind these ESM performance differ-
ences between modelling techniques would require more detailed in-
vestigations, some preliminary interpretations can still be drawn. ESMs 
built with RF produced the worst results. Interestingly, ESMs built with 
RF also performed worse compared to ESMs built with CTA, possibly 
because, in contrast to CTA, RF uses a large number of bootstrap sam-
ples of the data to fit an average model, and is thus itself an ensemble 
of submodels. This might lead to severe overfitting of the single trees 
which are used to build the ensemble RF model (i.e., a “forest of trees 
models”) because, within these, the ratio of the number of predictors 
to the number of observations is low. SRE was also performing poorly 
with ESMs, as shown before in SDMs (Guisan et al., 2007), likely be-
cause SRE follows a too simplistic approach (i.e., rectangular view of 
species’ niches) and is not able to project species occurrences beyond 
the range of model calibration. Our results, therefore, advise against 
building ESMs with RF and SRE.

5  | LIMITATIONS AND PERSPECTIVES

In this study, we used rare and undersampled species with 10–25 oc-
currences. Using ESMs with even lower numbers of occurrences (<10) 
was not tested, but would be useful to further evaluate the usability 
of ESMs to very rare species.

We applied internal 10-fold cross-validation, a transferability as-
sessment to calibrate and predict the models in four different regions 
within the study area, as well as an approach with hold-out data for 
testing the effect of strong undersampling. However, there are still 
other options available to evaluate models, like using a checkerboard 
stratification (Muscarella et al., 2014), which might be an appropriate 
addition to the stratifications selected here.

We evaluated ESMs using four different evaluation metrics, namely 
AUC, the continuous Boyce index, maximum TSS and maximum 
Kappa, but other evaluation metrics like the partial AUC (Peterson, 
Papeş, & Soberón, 2008; Robin et al., 2011) could also be useful for 
further evaluating the performance of ESMs, comparing them with 
each other and with standard models. The implementation of more 
evaluation metrics, like partial AUC, into existing modelling software 
like biomod2, could be valuable future developments.

A useful next extension to ESMs would be the visualization of pre-
dicted responses of species distribution to environmental variables 

(Elith, Ferrier, Huettmann, & Leathwick, 2005), which would comple-
ment current evaluation practices (e.g., helping to understand cases 
where overfitting occurs) and support a better ecological understand-
ing of a less known species.

We used the standard Maxent models by applying a betamu-
ltiplier value of 2.5 because higher values were performing best 
with rare species according to recent literature (Elith et al., 2010; 
Moreno-Amat et al., 2015; Muscarella et al., 2014; Shcheglovitova 
& Anderson, 2013), but it might be worth to compare ESMs also to 
tuned standard Maxent models in the future. Here, we used AUC to 
tune predictive performance of SDMs but it might be also very use-
ful to test model tuning using other metrics, like the Boyce index or 
partial AUC.

Another option worth to be tested for tuning parameters, is the 
use of information criteria like AICc and BIC. Information criteria were 
even outperforming AUC-based parameter selection for finding the 
optimal model complexity for Maxent models in a previous study 
(Warren & Seifert, 2010). While information criteria can easily be ap-
plied for many techniques (like GLMs and Maxent), implementing them 
to other machine-learning algorithms (like RF, ANN and GBM) is not an 
easy task and was outperformed by cross-validation in other studies 
(Hauenstein, Dormann, & Wood, 2016).

Unfortunately, all these metrics are not implemented yet in the 
caret package, which was used to tune most of the modelling tech-
niques, and building tuning functions from scratch is a difficult and 
time intensive task.

6  | CONCLUSIONS

Our results allow proposing new recommendations on how to build 
optimal ESMs for modelling species with low sample sizes. The se-
lection of the most useful algorithm depends on the computation re-
sources available and on all the factors increasing computation time 
(e.g., the number of species to be modelled or whether the models 
should be projected to a large number of cells in the study area). It 
is also important to consider whether one wants models to perform 
well within a given study area or to transfer well to other areas. When 
the overall aim is to produce models with a high predictive perfor-
mance, as measured by cross-validation, the best choices are ESMs 
with ANNtuned and GBM. When the overall aim is to build robust mod-
els which are transferable to other regions, Max.P with tuned feature 
types would be the optimal solution. However, when computation 
time is particularly limited, e.g., when large numbers of species have 
to be modelled, then ESMs based on ANN, GLM and CTA are optimal. 
The remaining algorithms—SRE, MAX.T, GAM and MARS - performed 
less well and/or had a longer computing time than the previously men-
tioned modelling techniques.
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