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Foreword from the General Chair

As president of the European Association for Machine Translation (EAMT), it is a great pleasure
for me to write the foreword to the Proceedings of the 21th annual conference of the EAMT.

The EAMT started organizing annual workshops in 1996; later, these workshops became
annual conferences, and were hosted all around Europe. Years ago, the venue was steadily
moving from west to east: from Barcelona (2009) to Saint-Raphaél (2010) to Leuven (2011) to
Trento (2012) to Dubrovnik (2014) —after skipping one year to host the successful world-wide
MT Summit 2013 in Nice— , but recently turned around to go west again at Antalya (2015),
to go to Riga (2016), then Prague (2017) and now Alacant (2018). There will be no EAMT
2019, as it is the Association’s turn to organize the Machine Translation Summit, which will
take place in Dublin, but EAMT 2020 will inevitably take place west from Alacant: it will be
soon announced.

By the way, if you have not done so yet, and live in Europe, North Africa, or the Middle East,
please consider joining the EAMT. Our membership rates are low, particularly for students
and people not based in Europe. You will benefit from discounts when attending not only
our conferences, but also the conferences held by our partner associations the Asia-Pacific
Association for Machine Translation (AAMT) and the Association for Machine Translation in
the Americas (AMTA). You will also have an exclusive chance to benefit from funding for your
activities related to machine translation. And perhaps you can get even more involved and
participate in serving the European machine translation community by becoming a member of
the Executive Committee of the EAMT.

But let me go back to EAMT 2018. As in previous conferences, I am so happy to see the
strong programme put together by our programme chairs: Maja Popovié, research track chair,
André Martins and Joachim van Bogaert, user track co-chairs, and Celia Rico, who will chair
the new translators’ track, aiming at bringing machine translator researchers, developers, and
vendors closer to the actual individuals using them. To accommodate this new track, EAMT
2018 will for the first time be a full three-day conference.

As in previous editions, there will also be a projects and products session showcasing the
advance of machine translation in Europe. And, last but not least, I also feel very fortunate to
have Sharon O’Brien from Dublin City University as our invited speaker.

EAMT 2018 would have never been possible without the generous offer to host and the
hard work subsequently done by the local organizing committee at the Transducens research
group of the Universitat d’Alacant, headed by Juan Antonio Pérez-Ortiz. I warmly thank my
local colleagues (especially Juan Antonio, Felipe Sanchez-Martinez, and Miquel Espla-Gomis)
for putting EAMT 2018 together!

It is also with great pleasure that I thank our sponsors: Pangeanic (gold sponsor), Star
Group and text&form (silver sponsors), Vicomtech (bronze sponsor), and Prompsit, Aper-
tium, Linguaserve, and Unbabel (supporting sponsors), and ample support from the Universitat
d’Alacant. Finally, I would like to thank EAMT 2018 attendees for coming to Alacant. I hope
the conference leads to new friendships and fruitful collaboration.

Mikel L. Forcada
EAMT President
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Message from the Organising
Committee Chair

I want to take this opportunity to give you a big thank you for joining us in the 21st Annual
Conference of the European Association for Machine Translation, EAMT 2018. On behalf of the
organising committee, it is my pleasure to welcome you to Alacant. This year the Transducens
research group and the Universitat d’Alacant proudly assume hosting the conference from the
28th to the 30th of May 2018. We decided to set the conference venue in downtown, but the
main campus of our university is only six kilometres away. Regarded as one of the most beautiful
European campuses, I encourage you to visit us there someday.

The city has held many different names: the Carthaginians called it Akra Leuka (white
mountain), then the Romans changed its name to Lucentum, and the Moors—who ruled the
region for a few centuries and started the building of the Santa Barbara castle on top of Mount
Benacantil-—called it Medina Laqant or al-Lagant. The Moorish name later resulted in the
Catalan toponym Alacant and the Spanish Alicante. If you stand by the Postiguet beach and
look up to the Mount Benacantil you will notice a rock formation that clearly resembles a
man’s face, a face that we have chosen as the main motif in the EAMT 2018 logo, where it is
accompanied by some blue waves from the Mediterranean Sea. Legends tell us that the face is
that of a Moorish king who was doomed to eternal damnation when her heartbroken daughter
threw herself off the castle on to the rocks of Mount Benacantil after the king had disapproved
her marriage with the one she truly loved. The king was condemned this way to watch all the
lovers in the city and remember for all the eternity what he sadly forbade.

According to our predictions, this is going to be one of the most crowded editions ever of
the EAMT conference. The unexpectedly high number of attendees have forced us to make
some unavoidable last-minute changes that I hope will not negatively affect your enjoyment of
the scientific and social activities of the conference.

We look forward to your active participation during the three days of the conference. Do not
hesitate to ask questions when the session chairs invite you to do so. Please, contribute to make
this edition of the conference a fruitful forum where a multidisciplinary group of researchers,
developers, practitioners, leaders, vendors, users, and translators all share experiences and
motivating ideas.

Finally, I would like to express my sincere appreciation to the persons and organisations that
have made this conference possible: the European Association for Machine Translation, our gold
sponsor (Pangeanic), silver sponsors (text&form and Star Group), bronze sponsor (Vicomtech),
supporters (Apertium, Linguaserve, Prompsit, Unbabel), media sponsor (Multilingual), insti-
tutional partners (Universitat d’Alacant, Institut Universitari d’Investigacié Informatica), pro-
gramme chairs (Maja Popovié¢, Celia Rico, André Martins, Joachim Van den Bogaert), keynote
speaker (Sharon O’Brien), and, finally but so importantly, my colleagues Miquel Espla-Gomis,
Mikel L. Forcada and Felipe Sanchez-Martinez who have worked extraordinarily hard to make
your stay as pleasant and inspiring as possible.

Juan Antonio Pérez-Ortiz
Universitat d’Alacant
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Preface by the Programme Chairs

It is our pleasure to welcome you to the 21st annual conference of the European Association
for Machine Translation (EAMT) to be held in Alicante, Spain. We have really enjoyed serving
as programme chairs for this edition of the conference. The EAMT conference has become
the most importan event in Europe in the area of machine translation for researchers, users
and professional translators. This year, there are four different tracks: research, user and
project/product track, as in previous editions, and for the first time, translators’ — individual
translators are invited to share their insights in the use of MT.

The research track concerns novel and significant research results in any aspect of machine
translation and related areas while the user track reports users’ experiences with machine trans-
lation in industry, government, NGOs, as well as innovative uses of MT. The project/product
track offers project and products the opportunity to be presented to the wide audience of the
conference. Finally, the machine translation community needs to hear the translators’ voice in
a fresh and unfiltered way and learn from their insights through the translators’ track.

This year we have received 46 submissions to the research track, 16 submissions to the
user track, 22 descriptions of projects and products and 10 submissions to the translators’
track. Each submission to the research, user and translator tracks was peer reviewed by three
independent members of the Programme Committee. In the research track, 27 papers (58.7%)
were accepted for publication, whereas 7 papers (44%) were accepted for the user track and 8
submissions (80%) for the translators track. Aside from regular papers from the four tracks,
the programme includes an invited talk by Sharon O’Brien from Dublin City University on
“Human-centred translation technology”. We will also have a presentation by Barry Haddow
on “The WMT Shared Tasks”, and a presentation by the winner of the EAMT Best Thesis
Award.

We would like to thank the Programme Committee members whose names are listed below
for their high quality reviews and recommendation which have been very useful for the Pro-
gramme Chairs to make decisions. We would also like to thank all the authors for trying their
best to incorporate the reviewers’ suggestions when preparing the final versions of their papers.
For the papers which were not accepted, we hope that the reviewers’ comments will be useful
for improving them. Special thanks to Mikel Forcada for all his help and advices.

Maja Popovié Celia Rico
Humboldt-Universitét zu Berlin - Universidad Europea

André Martins Joachim Van den Bogaert
Unbabel CrossLang

X






EAMT 2018 Committees

General Chair

Mikel L. Forcada, EAMT President, Universitat d’Alacant

Programme Chairs

Research track

Maja Popovi¢, Humboldt-Universitat zu Berlin

User track

André Martins, Unbabel
Joachim Van den Bogaert, CrossLang

Translators’ track

Celia Rico, Universidad Europea

Organising committee

Juan Antonio Pérez-Ortiz, Universitat d’Alacant (chair)
Miquel Espla-Gomis, Universitat d’Alacant
Felipe Sanchez-Martinez, Universitat d’Alacant

Programme Committee

Research track

Ales Tamchyna, Memsource a.s.

Anabela Barreiro, INESC-ID

Andreas Eisele, European Commission, DGT
Andreas Guta, RWTH Aachen University
Andrei Popescu-Belis, IDIAP

Annette Rios Gonzales, University of Zurich
Antonio Toral, University of Groningen
Arianna Bisazza, University of Leiden
Bogdan Babych, University of Leeds

Carla Parra Escartin, Dublin City University
Carolina Scarton, The University of Sheffield

xi



Christian Dugast, tech2biz

Christian Federmann, Microsoft

Christian Hardmeier , Uppsala University

Clare Voss, ARL

Constantin Orasan, University of Wolverhampton
Cristina Espana i Bonet, UdS and DFKI

Daniel Ortiz-Martinez, Universitat Politeécnica de Valencia
David Vilar Torres, Amazon

Dimitar Shterionov, Dublin City University

Ekaterina Lapshinova-Koltunski, Saarland University
Eleftherios Avramidis, DFKI

Eva Vanmassenhove, Dublin City University

Evgeny Matusov, eBay

Federico Gaspari, Dublin City University

Felipe Sanchez-Martinez, Universitat d’Alacant

Francisco Casacuberta, Universitat Politecnica de Valéncia
Francisco Javier Guzman, Facebook

Francis M. Tyers, Higher School of Economics

Franck Burlot, LIMSI-CNRS

Francois Yvon, LIMSI/CNRS et Université Paris-Sud
George Foster, NRC

Helena Caseli, Federal University of Sao Carlos (UFSCar)
Houda Bouamor, Carnegie Mellon University

Tacer Calixto, Dublin City University

Irina Temnikova, University of Sofia

Jan Niehues, Karlsruhe Institute of Technology

Jerneja Zganec Gros, Alpineon R&D

Joachim Daiber, Apple

Joke Daems, Ghent University

Jorg Tiedemann, University of Helsinki

José G. C. de Souza, eBay Inc.

Joss Moorkens, Dublin City University

Juan Antonio Pérez-Ortiz, Universitat d’Alacant

Laura Jehl, Universitdt Heidelberg

Lieve Macken, Ghent University

Luisa Bentivogli, FBK-irst

Marcis Pinnis, Tilde

Marco Turchi, Fondazione Bruno Kessler

Maria Nadejde, The University of Edinburgh

Marianna Apidianaki, LIMSI-CNRS

Marija Brki¢, University of Rijeka

Marion Weller-Di Marco, University of Amsterdam

Mark Fishel, University of Tartu

Markus Freitag, IBM

Marta R. Costa-Jussa, Universitat Politecnica de Catalunya
Martin Volk, University of Zurich

Matteo Negri, Fondazione Bruno Kessler (FBK-irst)
Matthias Huck, Ludwig Maximilian University of Munich
Michel Simard, National Research Council Canada (NRC)

xil



Mihaela Vela, Saarland University

Milo§ Stanojevi¢, The University of Edinburgh
Miquel Espla-Gomis, Universitat d’Alacant

Mireia Farrts, Universitat Pompeu Fabra

Mirjam Sepesy Maucec, University of Maribor
Nicola Ueffing, eBay

Nizar Habash, New York University Abu Dhabi
Ntria Bel, Universitat Pompeu Fabra

Parnia Bahar, RWTH Aachen University

Philipp Koehn, Johns Hopkins University

Philip Williams, The University of Edinburgh
Preslav Nakov, Qatar Computing Research Institute
Qun Liu, Dublin City University

Rudolf Rosa, Charles University Prague

Samuel Laubli, University of Zurich

Sanja Stajner, University of Mannheim

Sara Stymne, Uppsala University

Sharon O’Brien, Dublin City University

Sheila Castilho, Dublin City University

Spela Vintar, University of Ljubljana

Stephan Peitz, Apple

Tamer Alkhouli, RWTH Aachen University

Teresa Herrmann, Fujitsu

Victor M. Sanchez-Cartagena, Universitat d’Alacant
Vincent Vandeghinste, Katholieke Universiteit Leuven
Violeta Seretan, University of Geneva

Yvette Graham, Dublin City University

User track

Aljoscha Burchardt, DFKI

Andrzej Zydron, XTM Internation Ltd.

Andy Way, ADAPT Centre — Dublin City University
Arda Tezcan, Ghent University

Arle Lommel, CSA Research

Bianka Buschbeck, SAP

Bruno Pouliquen, World Intellectual Property Organization
Charlotte Tesselaar, LexisNexis

Christine Bruckner, Freelance

Fabio Kepler, Unbabel

Gema Ramirez-Sanchez, Prompsit Language Engineering, S.L.
Heidi Depraetere, CrossLang

Heidi Van Hiel, Yamagata Europe

Helena Moniz, Unbabel

Joao Almeida Graca, Unbabel

Jost Zetzsche, IWG

Julie Beliao, Unbabel

Kim Harris, text & form

Lena Marg, Welocalize

Matiss Rikters, University of Latvia

xiii



Matthias Heyn, SDL

Maxim Khalilov, Booking.com

Miriam Kaeshammer, SAP

Olga Beregovaya, Welocalize

Ramon Astudillo, Unbabel / INESc-ID

Samuel Laubli, University of Ziirich

Sara Szoc, CrossLang

Tatjana Gornostaja, Tilde

Teresa Herrmann, Fujitsu, Luxembourg

Tony O’Dowd, Xcelerator Machine Translations Ltd.

Translators’ track

Ana Gonzdlez, freelance translator

Ana Guerberof, Adapt Centre, Dublin

Enrique Torrejon, Deloitte, European Union Intellectual Property Office
Gabriel Cabrera, freelance translator

Ignacio Garcia, Western Sydney University

Javier Mallo, freelance translator

Javier Sanchez, Donnelley Language Solutions

Julia Aymerich, PanAmerican Health Organization
Marfa Azqueta, Seprotec Multilingual Solutions

Livia Florensa, CPSL

Lucia Morado, Université de Geneve

Luis Gonzalez, DGT — European Commission

Manuel Mata, freelance translator

Olga Blasco, Consultant, Business strategy

Olga Torres-Hostench, Universitat Autonoma de Barcelona
Pilar Sanchez-Gijon, Universitat Autonoma de Barcelona
Rubén Rodriguez de la Fuente, PayPal

Uwe Muegge, Anthrex

Vanessa Enriquez Raido, The University of Auckland
Vicenta Ten Soriano, SDL Trados Studio

Willem Stoeller, Localization Institute

Xiv



ooooooooooo

text /4 form



Bronze sponsors

vicOmtech

visual interaction & communication technologies

Supporters
o{i ‘i@i
Apertium linguaserve

prfompsit (U] unbabel

Media sponsor

=3
MultiLingual

language | tech | business

multilingual.com
Institutional partners

Universitat d’Alacant
/==X Universidad de Alicante

UNIVERSIDAD DE ALICANTE
UNIVERSITAT D'ALACANT
1.U. INVESTIGACION INFORMATICA

1.U. D'INVESTIGACIO INFORMATICA

trarsducenrs

research group

xXvi



Invited Speech

Human-centered translation technology

Sharon O’Brien, Dublin City University, Ireland

As Al drives advances in technology one recurring question is: what is the role of the hu-
man now and in the (near) future? This question is relevant for many disciplines, including
medicine, law, accounting and, not least, translation. Translation is not a stranger to technol-
ogy disruption and the modern translation pipeline is already highly technologised, at least in
some sectors. However, there are benefits to focusing on users even in this high tech production
pipeline. In my Keynote, I will suggest that we need to move from “computer-aided translation”
and “human-in-the loop” to a human-centered translation technology (HCTT) paradigm. By
focusing on three cohorts - professional translators, ad hoc translators, and end users - I will
demonstrate how attention is shifting to HCTT and I will propose some research and develop-
ment challenges for translation technology to embrace in order to position the human firmly in
the centre of the design and use ecosystem.






EAMT 2018 Best Thesis Award —
Anthony C Clarke Award

Twelve PhD theses defended in 2017 were received as candidates for the 2018 edition of the
EAMT Best Thesis Award, Anthony C Clarke Award, and all twelve were eligible. A panel
of 41 reviewers was recruited to examine and score the theses, considering how challenging the
problem tackled in each thesis was, how relevant the results are for machine translation as a
field, and what the strength of its impact in terms of scientific publications was. It became
very clear that 2017 was a very good year for PhD theses in machine translation. The scores of
the best theses were very close, which made it very hard to select a winner. A panel of three
EAMT Executive Committee members (Barry Haddow, Juan Antonio Pérez-Ortiz, and Mikel
L. Forcada) was assembled to process the reviews and select a winner.

The panel has decided to grant the 2018 edition of the EAMT Best Thesis Award, Anthony C
Clarke Award, to Daniel Emilio Beck for his thesis “Gaussian Processes for Text Regression”,
University of Sheffield, supervised by Lucia Specia and Trevor Cohn.






Gaussian Processes for Text Regression

Daniel Beck!
School of Computing and Information Systems
The University of Melbourne, Australia
d.beck@unimelb.edu.au

This thesis deals with the general problem of
predicting numerical indicators from textual data.
This task, which we call Text Regression, arises in
a range of different applications in Natural Lan-
guage Processing (NLP). For instance, in Qual-
ity Estimation (QE) (Blatz et al., 2004; Specia
et al., 2009), sentences generated from Machine
Translation (MT) systems are evaluated according
to a task-based metric such as post-editing effort
or time. In Emotion Analysis (EA) (Strapparava
and Mihalcea, 2007), natural language sentences
are assigned with numerical scores mapping the
strength of a particular emotion (or a set of emo-
tions).

Standard approaches for Text Regression rely on
architectures similar to the ones used in classifica-
tion tasks. These use engineered features and/or
simple text representations such as bag-of-words
(BOW), and make predictions in the form of single
point estimates. These simplifying assumptions
ignore important aspects of the data. Represen-
tations such as BOW ignore structural aspects of
sentences and fails to capture structural linguistic
phenomena such as word order. Point estimate pre-
dictions lack uncertainty information on the pre-
dicted variable, which can help subsequent deci-
sion making and is particularly important when an-
notations are noisy (such as post-editing time in
QE).

The goal of this thesis is to advance the state-
of-the-art in Text Regression by improving these
two aspects: improved text representations and
better uncertainty modelling in the response vari-
ables. In order to achieve that goal we propose
"This thesis was written while the author was a Ph.D. student
at The University of Sheffield, United Kingdom.

(© 2018 The authors. This article is licensed under a Creative

Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

to use Gaussian Processes (GPs) (Rasmussen and
Williams, 2006) as the regression model. GPs are
a Bayesian kernelised framework which is consid-
ered the state-of-the-art in regression (Hensman
et al., 2013). Perhaps surprisingly, GPs were not
widely investigated in the context of NLP applica-
tions.> Therefore a secondary goal of this thesis
is to disseminate GPs in the NLP community, in
particular for regression tasks.

The theory behind Gaussian Processes regres-
sion makes it ideal to solve the two problems men-
tioned above. Since it models response variables as
well-calibrated distributions, it naturally provides
a measure of uncertainty over the predictions. Fur-
thermore, by employing kernels as the underlying
learning component, we can incorporate complex
text representations through what we named struc-
tural kernels. Combining with the efficient model
selection procedures provided by GPs, we show
in this thesis how to essentially learn representa-
tions by enabling richer kernel parameterisations.
In this thesis, we focus on string kernels (Lodhi
et al., 2002; Cancedda et al., 2003) and tree ker-
nels (Collins and Duffy, 2001; Moschitti, 2006)
but the theory can easily be extended to other kinds
of structures such as graph kernels (Vishwanathan
et al., 2010).

We benchmark our approach in two Text Re-
gression applications. The first one is Emotion
Analysis, where we use a GP model with a soft
string kernel using word embeddings for similar-
ity calculation between words. We show that this
proposed model can obtain better results compared
to simpler baselines. For this task, we also pro-
pose a multi-task model which leverages multiple
emotional labels and show how we can inspect GP

“Notable exceptions are Polajnar et al. (2011) and Cohn and
Specia (2013).
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hyperparameters to cluster similar emotions.

The second benchmark is Machine Translation
Quality Estimation. In this task, we show that can
obtain better results compared to baselines while
also providing uncertainty estimates for predic-
tions. More important, we show how to employ
the predictive distributions in an asymmetric risk
scenario, where over and underestimates of post-
editing time have different costs. This is an exam-
ple application where propagating full uncertainty
information can be beneficial for further decision
making in a translation pipeline. As another appli-
cation example, we also show how to use uncer-
tainty estimates to annotate QE datasets via active
learning.

Finally, as mentioned before, this thesis also
has the goal of disseminating Gaussian Processes
among the NLP community. By providing the the-
oretical grounds and showcasing its application in
two benchmarks, we hope that it will serve as a
starting point for other NLP problems in the future.

Access to the full thesis is open and available
at the White Rose eTheses repository (etheses.
whiterose.ac.uk/17619).
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The WMT Shared Tasks

Barry Haddow
School of Informatics
University of Edinburgh
Edinburgh
Scotland
bhaddow@staffmail.ed.ac.uk

Abstract

The annual WMT Conference in Machine
Translation has been running shared tasks
since 2006. It started with a translation
task based on Europarl, and has grown to
include tasks on all aspects of MT cor-
pus preparation, training and evaluation,
including the flagship task on news trans-
lation. I will review the history of the task,
lessons learnt, and plans for future tasks.

1 Introduction

We began organising shared tasks in machine
translation at the Workshop in Machine Trans-
lation (WMT) in 2006, initially with a transla-
tion task based on Europarl. In later years, fund-
ing from the EU projects EuroMatrixPlus and
MosesCore (FP7) and QT21 and Cracker (H2020),
plus commercial sponsorship, enabled us to in-
crease the number of tasks and to produce pro-
fessionally translated, unseen test sets drawn from
news texts for the translation task. In 2016 WMT
became a conference (retaining the acronym) and
in the last three years the number of shared tasks
has varied between 7 and 10.

The shared tasks have covered translation
(mainly news, but also other domains such as IT
and biomedical and also more specialized tasks
such as pronoun and multimodal), training (both
tuning of SMT and training of NMT), reference-
based evaluation, quality estimation, corpus prepa-
ration (document alignment and corpus cleaning)
as well as automatic post-editing. The quality esti-
mation task has included different subtasks on es-
(© 2018 The authors. This article is licensed under a Creative

Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

timating the quality of MT output at word, sen-
tence and document level, as well as trying to pre-
dict the post-editing effort required for a given MT
output. The data from all the WMT tasks, includ-
ing the training data, test data and task submissions
is made available for future research and has been
heavily used in academic publications.

In the news translation task we have tried to
innovate in MT evaluation, whilst still providing
for comparison with previous years. After sev-
eral years using a relative ranking approach, where
evaluators compare output from different systems,
we switched to direct assessment (DA) in 2017. In
DA, evaluators provide an assessment of adequacy
on a scale from O to 100, which we find offers a
reliable system ranking and a more interpretable
and comparable final score. The news task cov-
ers a variety of languages, mainly European, with
English—-German and English—Czech as our “core”
languages. We have included both low-resource
(e.g. Estonian-English and Hindi-English) and
high-resource (e.g. French—English) pairs, and we
release our own parallel and monolingual data sets,
as well as using standard sets like Europarl.

In this talk I will review the history of the tasks,
the lessons learnt and plans for future tasks, focus-
ing on the news translation task. I will explain how
this task provides a common benchmark for com-
paring different MT systems, which helps to drive
MT research. I will also show how running the
task reveals difficulties and pitfalls in comparative
evaluation of MT systems.

2 Website

The URL for the latest conference/task is www .
statmt.org/wmt18, where you will find links
to all previous conferences/workshops, tasks and
papers.
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Contextual Handling in Neural Machine Translation:
Look Behind, Ahead and on Both Sides

Ruchit Agrawal"?), Marco Turchi"), Matteo Negri(")
(DFondazione Bruno Kessler, Italy
(2)University of Trento, Italy
{ragrawal, turchi, negri}@fbk.eu

Abstract

A salient feature of Neural Machine Trans-
lation (NMT) is the end-to-end nature of
training employed, eschewing the need of
separate components to model different
linguistic phenomena. Rather, an NMT
model learns to translate individual sen-
tences from the labeled data itself. How-
ever, traditional NMT methods trained on
large parallel corpora with a one-to-one
sentence mapping make an implicit as-
sumption of sentence independence. This
makes it challenging for current NMT sys-
tems to model inter-sentential discourse
phenomena. While recent research in
this direction mainly leverages a single
previous source sentence to model dis-
course, this paper proposes the incorpora-
tion of a context window spanning previ-
ous as well as next sentences as source-
side context and previously generated out-
put as target-side context, using an effec-
tive non-recurrent architecture based on
self-attention. Experiments show improve-
ment over non-contextual models as well
as contextual methods using only previous
context.

1 Introduction

Neural Machine Translation (Kalchbrenner and
Blunsom, 2013; Sutskever et al., 2014; Bahdanau
et al., 2014; Cho et al., 2014) has consistently out-
performed other MT paradigms across a range of
domains, applications and training settings (Ben-
tivogli et al., 2016; Castilho et al., 2017; Toral
(© 2018 The authors. This article is licensed under a Creative

Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

and Sanchez-Cartagena, 2017), thereby emerging
as the de facto standard in Machine Translation.
NMT models are typically trained at the sentence
level (Cho et al., 2014), whereby the probability of
an output sentence given an input sentence is max-
imized, implicitly making an assumption of sen-
tence independence across the dataset. This works
well for the translation of stand-alone sentences or
datasets containing shuffled sentences, which are
not connected with each other in terms of discur-
sive dependencies. However, in real life situations,
written text generally follows a sequential order
featuring a number of cross-sentential phenomena.
Additionally, speech-like texts (Bawden, 2017)
exhibit the trait of contextual dependency and se-
quentiality as well, often containing a greater num-
ber of references that require a common knowl-
edge ground and discourse understanding for cor-
rect interpretation. Figure 1 shows an example
of such inter-sentential dependencies. These de-
pendencies are not fully leveraged by the majority
of contemporary NMT models, owing to the treat-
ment of sentences as independent units for transla-
tion.

In order to perform well on sequential texts,
NMT models need access to extra information,
which could serve as the disambiguating context
for better translation. Recent work in this direc-
tion (Zoph and Knight, 2016; Jean et al., 2017;
Tiedemann and Scherrer, 2017; Bawden et al.,
2017; Wang et al., 2017) has primarily focused
on previous source-side context for disambigua-
tion. Since all of these approaches utilize recurrent
architectures, adding context comprising of more
than a single previous sentence can be challeng-
ing due to either (i) the increased number of esti-
mated parameters and training time, in case of the
multi-encoder approach (Jean et al., 2017), or (ii)
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Disambiguation using next source context:
lexical coherence (hene vs. buono) and
gender resolution (huonao vs. buona)

/'

A : ltis good. | love this pizza.

B : Indeed good. This one is well-cooked.

=

O\

A : E buona. Adoro questa pizza.

B: Buona davvero. Questa & ben cotta.

Disambiguation using previous source / target context:
lexical cohesion (buona vs. bene), coreference (guesta vs.
questo), gender agreement (cotia vs. cotto)

Figure 1: Inter-sentential dependencies requiring previous (source and target) and next (source) context

performance drop due to very long inputs (Koehn
and Knowles, 2017), in case of extended transla-
tion units (Tiedemann and Scherrer, 2017). Hence,
the impact of utilizing a large-sized context win-
dow on the source as well as the target side re-
mains unclear. Additionally, the impact of incor-
porating the next sentences as context in the source
side also needs to be examined, owing to discourse
phenomena like cataphora and gender agreement,
illustrated in Figure 1.

We address this gap and investigate the con-
tribution of a context window looking behind as
well as ahead on the source-side, combined with
previous target-side context, in an efficient non-
recurrent “Transformer” architecture with self-
attention (hereafter Transformer), recently pro-
posed by Vaswani et al. (2017). We choose this
architecture due to its effective handling of long-
range dependencies and easily achievable compu-
tational parallelization. These characteristics are
due to the fact that the Transformer is based en-
tirely on self-attention, as opposed to LSTMs or
GRUs. The non-recurrent architecture enables ef-
fective parallelization, which is not possible with
RNNSs due to their sequentiality, thereby reducing
the computational complexity considerably. We
perform experiments using differently sized con-
text windows on the source and target side. This
is the first effort towards contextual NMT with
Transformer to the best of our knowledge. On
the English-Italian data from the IWSLT 2017
shared task (Cettolo et al., 2017), the best of our
models achieves a 2.3% increase in BLEU score
over a baseline Transformer model trained without
any inter-sentential context and a 2.6% increase in
BLEU score over a multi-source BiLSTM model
trained using a previous source sentence as addi-
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tional context.
The major contributions of this paper are sum-
marized below:

e We demonstrate that looking ahead at the
following text in addition to looking behind
at the preceding text on the source-side im-
proves performance.

We demonstrate that both source-side context
as well as target-side context help to improve
translation quality, the latter however is more
prone to error propagation.

We demonstrate that looking further beyond
a single previous sentence on the source-side
results in better performance, especially in
absence of target-side context.

We show that a simple method like concate-
nation of the multiple inputs, when used with
the Transformer, generates efficient transla-
tions, whilst being trained more than three
times faster than an RNN based architecture.

The rest of the paper is organized as follows: We
describe an outline of the related work in Section
2, and provide a theoretical background in Section
3. Section 4.1 briefly describes the discourse phe-
nomena which we would like to capture using our
contextual NMT models. Our approach to model
discourse and the experiments conducted are de-
scribed in Section 4. Section Section 5 presents
the results obtained by our models, along with a
linguistic analysis of the implications therein. We
present the conclusions of the present research and
highlight possible directions for future work in
Section 6.



2 Related Work

Discourse modeling has been explored to a sig-
nificant extent for Statistical Machine Translation
(Hardmeier, 2012), using methods like discrim-
inative learning (Giménez and Marquez, 2007;
Tamchyna et al., 2016), context features (Gim-
pel and Smith, 2008; Costa-Jussa et al., 2014;
Sanchez-Martinez et al., 2008; Vintar et al.,
2003), bilingual language models (Niehues et al.,
2011), document-wide decoding (Hardmeier et
al., 2012; Hardmeier et al., 2013) and factored
models (Meyer et al., 2012). The majority of these
works, however, look mainly at intra-sentential
discourse phenomena, owing to the limited capa-
bility of SMT models to exploit extra-sentential
context. The neural MT paradigm, on the other
hand, offers a larger number of avenues for look-
ing beyond the current sentence during translation.

Recent work on incorporating contextual infor-
mation into NMT models has delved primarily into
multi-encoder models (Zoph and Knight, 2016;
Jean et al., 2017; Bawden et al., 2017), hierarchy
of RNNs (Wang et al., 2017) and extended transla-
tion units containing the previous sentence (Tiede-
mann and Scherrer, 2017). These approaches build
upon the multi-task learning method proposed by
Luong et al. (2015), adapting it specifically for
translation. Zoph and Knight (2016) propose a
multi-source training method, which employs mul-
tiple encoders to represent inputs coming from dif-
ferent languages. Their method utilizes the sources
available in two languages in order to produce bet-
ter translations for a third language. Jean et al.
(2017) use the multi-encoder framework, with one
set of encoder and attention each for the previous
and the current source sentence as an attempt to
model context. However, this method would be
computationally expensive with an increase in the
number of contextual sentences owing to the in-
crease in estimated parameters.

Wang et al. (2017) employ a hierarchy of RNNs
to summarize source-side context (previous three
sentences). This method addresses the computa-
tional complexity to an extent, however it does
not incorporate target-side context, which has been
shown to be useful by (Bawden et al., 2017).
Bawden et al. (2017) present an in-depth analysis
of the evaluation of discourse phenomena in NMT
and the challenges faced thereof. They provide a
hand-crafted test set specifically aimed at captur-
ing discursive dependencies. However, this set is
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created with the assumption that the disambiguat-
ing context lies in the previous sentence, which is
not always the case (Scarton et al., 2015).

Our work is most similar to (Tiedemann and
Scherrer, 2017), who employ the standard NMT
architecture without multiple encoders, but using
larger blocks containing the previous and the cur-
rent sentence as input for the encoder, as an at-
tempt to better model discourse phenomena. The
primary limitation of this method is the inability to
add larger context due to the ineffective handling
of long-range dependencies by RNNs (Koehn and
Knowles, 2017). Additionally, this method does
not look at the following source-text, due to which
phenomena like cataphora and lexical cohesion are
not captured well.

While the above-mentioned works employ the
previous source text, we propose employing a con-
text window spanning previous as well as next
source sentences in order to model maximal dis-
course phenomena. On the target-side, we decode
the previous and current sentence while looking
at the source-window, thereby employing target-
side context as well. Additionally, we employ the
Transformer for our contextual models, as opposed
to the above-mentioned works using RNNs, due to
the enhanced long-range performance and compu-
tational parallelization.

3 Background

3.1 NMT with RNNs and Transformer

Neural MT employs a single neural network
trained jointly to provide end-to-end translation
(Kalchbrenner and Blunsom, 2013; Sutskever et
al., 2014; Bahdanau et al., 2014). NMT mod-
els typically consist of two components - an en-
coder and a decoder. The components are gener-
ally composed of Stacked RNNs (Recurrent Neu-
ral Networks), using either Long Short Term Mem-
ory (LSTM) (Sundermeyer et al., 2012) or Gated
Recurrent Units (GRU) (Chung et al., 2015). The
encoder transforms the source sentence into a vec-
tor from which the decoder extracts the proba-
ble targets. Specifically, NMT aims to model
the conditional probability p(y|z) of translating a
source sentence X = x1, 3...Z, to a target sentence
y = y1,Y2,...Y». Let s be the representation of
the source sentence as computed by the encoder.
Based on the source representation, the decoder
produces a translation, one target word at a time



and decomposes the conditional probability as:

logp(ylz) = logp(y;ly<j.s) (1)

Jj=1

The entire model is jointly trained to maximize the
(conditional) log-likelihood of the parallel training
corpus:

1 N
max — > logpy(y™[z™,0) ()
0 Nn_1

where (™, z(") represents the n'" sentence in
parallel corpus of size N and 6 denotes the set of
all tunable parameters.

Research in NMT recently witnessed a major
breakthrough in the Transformer architecture pro-
posed by Vaswani et al. (2017). This architec-
ture eschews the recurrent as well as convolution
layers, both of which are integral to the major-
ity of contemporary neural network architectures.
Instead, it uses stacked multi-head attention as
well as positional encodings to model the com-
plete sequential information encoded by the in-
put sentences. The decoder comprises of a sim-
ilar architecture, using masked multi-head atten-
tion followed by softmax normalization to gener-
ate the output probabilities over the target vocab-
ulary. The positional encodings are added to the
input as well as output embeddings, enabling the
model to capture the sequentiality of the input sen-
tence without having recurrence. The encodings
are computed from the position (pos) and the di-
mension (z) as follows:

PE(posQi) = sin(p03/1000()(2i/dmodez)) (3)

PE(pos 2i1+1) = cos(pos/ 100002/ dmodet)) (4

where PFE stands for positional encodings and
dmodel 1 the dimensionality of the vectors result-
ing from the embeddings learned from the input
and output tokens. Thus, each dimension of the
encoding (z) corresponds to a sinusoid.

3.2 Inter-sentential discourse phenomena

Coherence in a text is implicitly established using
a variety of discourse relations. Contextual infor-
mation can help in handling a variety of discourse
phenomena, mainly involving lexical choice, lin-
guistic agreement, coreference - anaphora (Hard-
meier and Federico, 2010) as well as cataphora,
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and lexical coherence. Spoken language espe-
cially contains a large number of such dependen-
cies, due to the presence of an environment facil-
itating direct communication between the parties
(Pierrehumbert and Hirschberg, 1990), where ges-
tures and a common ground/theme are often used
the disambiguating context, thereby rendering the
need for explicit mentions in the text less impor-
tant. A reasonable amount of noun phrases are es-
tablished deictically, and the theme persists until
it’s taken over by another theme.

The deictic references are challenging to resolve
for NMT models using only the current sentence-
pair in consideration, and possible errors involving
gender usage as well as linguistic agreement can
be introduced in the translation. For instance, for
English — Italian translation, establishing the lin-
guistic features of the noun under consideration is
crucial for translation. The co-ordination with the
adjective (buona vs buono), pronominal references
(lui vs lei), past participle verb form (sei andato vs
sei andata) as well as articles (il vs la) depends on
the noun.

Establishing the noun under consideration could
improve MT quality significantly, an example of
which is shown in (Babych and Hartley, 2003),
wherein Named Entity Recognition benefit trans-
lation. This would eventually lead to less post-
editing effort, which is significant for correcting
coreference related errors (Daems et al., 2015).
Other inter-sentential phenomena we would like to
capture include temporality (precedence, succes-
sion), causality (reason, result), condition (hypo-
thetical, general, unreal, factual), implicit asser-
tion, contrast (juxtaposition, opposition) and ex-
pansion (conjunction, instantiation, restatement,
alternative).

4 Experiments

4.1 Context integration

We model discourse using context windows on the
source as well as the target side. For the source,
we use one, two and three previous sentences and
one next sentence as additional context. For the
target, we use one and two previous sentences as
additional context.! We choose the Transformer
for our experiments. The non-recurrent architec-
ture enables it to better handle longer sequences,
without an additional computational cost. This

"ncreasing beyond this caused a drop in performance in our
preliminary experiments.



is made possible by using a multi-headed self-
attention mechanism. The attention is a mapping
from (query, key, value) tuples to an output vec-
tor. For the self-attention, the query, key and value
come from the previous encoder layer, and the at-
tention is computed as:

SAQ,K,V) = softmax(QK" A/d)V  (5)

where Q is the query matrix, K is the key matrix
and V is the value matrix, dj, is the dimensionality
of the queries and keys, and SA is the computed
self-attention. This formulation ensures that the
net path length between any two tokens irrespec-
tive of their position in the sequence is O(1).

The multi-head attention makes it possible for
the Transformer to model information coming in
from different positions simultaneously. It em-
ploys multiple attention layers in parallel, with
each head using different linear transformations
and thereby learning different relationships, to
compute the net attention:

MH(Q, K, V) = Concat(heads, ..., heady,)W©°

(6)
where MH is the multi-head attention, A is the
number of attention layers (also called “heads”),
head; is the self-attention computed over the ‘"
attention layer and WO is the parameter matrix of
dimension hd,*d,0q4e;- In this case, queries come
from the previous decoder layer, and the key-value
pairs come from encoder output.

For training the contextual models, we inves-
tigate the usage of all the possible combinations
from the following configurations for modeling
context on both sides:

e Source side configuration:

— Previous sentence, previous two sen-
tences, previous three sentences, previ-
ous and next sentence, previous two and
next sentence.

o Target side configuration:

— Previous sentence, previous two sen-
tences.

For our experiments using the Transformer
model, we concatenate the contextual information
in our training and validation sets using a BREAK
token, inspired by (Tiedemann and Scherrer,
2017). Since the Transformer has positional
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encodings, it encodes position information inher-
ently and using just a single BREAK token worked
better than appending a feature for each token
specifying the sentence it belongs to. The models
are referred to by the following label subsequently:

Prevy, + Curr + Next, — Prev, + Curr
where m is the number of previous sentences used
as source-side context, z is the number of next sen-
tences used as source-side context, and p is the
number of previous sentences used as target-side
context. Curr refers to the current sentence on
both sides.

For comparison with RNN based techniques, we
trained baseline as well as contextual models using
a BiLSTM architecture. We employed the previ-
ous sentence as source-side context for the contex-
tual models, integrated using the methods of con-
catenation and multi-encoder RNN proposed by
Tiedemann and Scherrer (2017) and Jean et al.
(2017) respectively. These are denoted by the la-
bels concat and Multi— Source. For the concate-
nation, the BREAK token was used, similar to
the Transformer experiments. We also compared
the performance using target-side context (Tiede-
mann and Scherrer, 2017; Bawden et al., 2017).
The contextual models using only source-context
are labeled “2 to 17, while those using the previ-
ous target sentence as context are labeled “2 to 2”.

4.2 Dataset

For our experiments, we employ the IWSLT 2017
(Cettolo et al., 2012) dataset, for the language di-
rection English — Italian (en — it). The dataset
contains parallel transcripts of around 1000 TED
talks, spanning various genres like Technology,
Entertainment, Business, Design and Global is-
sues.” We use the “train” set for training, the
“tst2010” set for validation, and the “tst2017” set
for testing. The statistics for the training, valida-
tion and test splits are as given in Table 1. For
training the models, the sentences are first tok-
enized, following by segmentation of the tokens
into subword units (Sennrich et al., 2015) us-
ing Byte Pair Encoding (BPE). The number of
BPE operations is set to 32,000 and the frequency
threshold for the vocabulary filter is set to 35.

This dataset is publicly available at https://wit3.fbk.eu/



Phase Training  Validation = Test ‘
#Sentences | 221,688 1,501 1,147
#Tokens-en | 4,073,526 27,191 21,507
#Tokens-it | 3,799,385 25,131 20,238

Table 1: Statistics for the IWSLT dataset

4.3 Model Settings

We employ OpenNMT-tf (Klein et al., 2017) for
all our experiments.® For training the Transformer
models, we use the Lazy Adam optimizer, with a
learning rate of 2.0 , model dimension of 512, la-
bel smoothing of 0.1, beam width of 4, batch size
of 3,072 tokens, bucket width of 1 and stopping
criteria at 250,000 steps or plateau in BLEU, in
case of the larger context models, since we ob-
served some instability in the convergence behav-
ior of the Transformer, especially for the contex-
tual models. The maximum source length is set to
be 70 for the baseline model, increasing linearly
with more context. The maximum target length is
set to be 10% more than the source length.* For
training the RNN models, we employ the stochas-
tic gradient descent optimizer, with a learning rate
of 1.0, decay rate 0.7 with an exponential decay,
beam width of 5, batch size 64, bucket width 1
and stopping criteria 250,000 steps or plateau in
BLEU, whichever occurs earlier.

4.4 Evaluation

The evaluation of discourse phenomena in MT is
a challenging task (Hovy et al., 2002; Carpuat
and Simard, 2012), requiring specialized test sets
to quantitatively measure the performance of the
models for specific linguistic phenomena. One
such test set was created by (Bawden et al., 2017)
to measure performance on coreference, cohesion
and coherence respectively. However, the test set
was created with the assumption that the disam-
biguating context always lies in the previous sen-
tence, which is not necessarily the case. Tradi-
tional automatic evaluation metrics do not cap-
ture discourse phenomena completely (Scarton et
al., 2015), and using information about the dis-
course structure of a text improves the quality of
MT evaluation (Guzman et al., 2014). Hence,
alternate methods for evaluation have been pro-

3The code is publicly available at
https://github.com/OpenNMT/OpenNMT-tf
“This is done to ensure no loss in target-side information, a

known sensitivity of the Transformer architecture.
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[ Configuration [ BLEU | TER |
(1) BiLSTM, no context 28.2 52.9
(i1) BiLSTM, Concat, 2 to 1 26.3 53.7
(iii) BiLSTM, Multi-Source, 2 to 1 28.9 52.6
(iv) BiLSTM, Concat, 2 to 2 25.4 53.4
(v) BiLSTM, Multi-Source, 2 to 2 28.9 52.5

Table 2: Performance using RNN based approaches

[ Model Configuration [ BLEU | TER |

@) Curr — Curr 29.2 52.8

(ii) Prevy + Curr — Curr 29.4 52.5

(iii) Prevs + Curr — Curr 29.8 51.9

@iv) Prevs + Curr — Curr 29.2 52.8

v) Curr + Nexty — Curr 29.7 51.9

(vi) Previ + Curr + Next; — Curr 30.6 51.1
(vii) Prevs + Curr + Next; — Curr 29.8 514

Table 3: Results of our models using only source-side con-
text, on en — it, IWSLT 2017

posed (Mitkov et al., 2000; Fomicheva and Bel,
2016) However, these methods do not look at the
document as a whole, but mainly model intra-
sentential discourse. Developing an evaluation
metric that considers document-level discourse re-
mains an open problem. Hence, we perform a pre-
liminary qualitative analysis in addition to the au-
tomatic evaluation of our outputs.

For automatic evaluation, we measure the per-
formance of our models using two standard
metrics: BLEU (Papineni et al., 2002) and
TER (Snover et al., 2006). For comparison with
the test set, we extract the current sentence sepa-
rated by the BREAK tokens from the output gen-
erated by the contextual models. We also measure
the percentage of sentences for which the contex-
tual models improve over the baseline model. This
is done by computing the sentence-level TER for
each generated output sentence, and comparing it
with the corresponding one in the test set.

5 Results and Discussion

5.1 Performance on automatic evaluation
metrics

Tables 3 and 4 show the results obtained by the
different configurations of our models using the
Transformer architecture. For comparison with
previous approaches, we also train four contextual
configurations using RNN-based models, and re-
port the results in Table 2.

The RNN results confirm that:

e Adding contextual information is useful for
RNN models, provided that it is incorporated
using a multi-encoder architecture (= 28.9



Model Configuration | BLEU [ TER | 2017). However, a larger context window on
(i) Prevy + Curr — Prevy + Curr 29.5 52.1 . : .
(if) Prevs + Curr — Prevy + Curr 508 | 519 the source side and a window \'mth one pre-
(iii) Preve + Curr — Prevs + Curr 297 | 52.1 vious sentence on the target side generally
(iv) Prevs + Curr — Prevy + Curr 292 | 522 works better. Our intuition is that going be-
(v) Prevy + Curr — Prevs + Curr 289 | 529 yond one previous sentence on the target side
(vi) Previ + Curr + Next; — Previ + Curr 31.5 49.7 ’ . .
(vii) Prevs + Curr + Next; — Prevy + Curr | 31.1 | 50.5 increases the risk of error propagation (Table
(viii) Prevs + Curr + Next: — Prevs + Curr 30.2 51.2 4, (viii)).

Table 4: Results of our models using source as well as target
side context, on en — it, IWSLT 2017

[ Model Configuration | % sentences |
Previ + Curr — Curr 62.8
Curr + Next; — Curr 61.3
Previ + Curr + Next; — Curr 67.2

Table S: Percentage of sentences for which TER score is
less than or equal to the baseline model, depending upon the
source-context used

BLEU score with multi-source, ~ 0.8 more
than the baseline BLEU score of 28.18).

o RNNs are sensitive to the length of the sen-
tence, both on the source and target side (Ta-
ble 2, (i1) and (iv)). This can be attributed to a
vanishing signal between very long-range de-
pendencies, despite the gating techniques em-
ployed.

e The RNN models need more sophisticated
techniques than concatenation, like multi-
source training, to leverage the information
from the previous sentence (Table 2, (iii),
(v)). This can be attributed to the drop in per-
formance on very long sequences (Cho et al.,
2014; Koehn and Knowles, 2017)5, owing to
concatenation.

For the Transformer architecture, the contex-
tual models achieve an increase of 1-2% in BLEU
score over a baseline model trained without any
inter-sentential context (Tables 3 and 4).

The results suggest that:

e Looking further ahead at the next sentence
can help in disambiguation, evident from the
improved performance of the configurations
involving both previous as well as next sen-
tences on the source side than those looking
only at previous context (Table 3, (v) - (vii)).

e Target-side context also helps to improve per-
formance (Table 4, (i)-(v) vs. Table 3. (ii)-
(iv)). as also suggested by (Bawden et al.,

50On manual inspection, we observed frequent short, incom-
plete predictions in this case.
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e The Transformer performs significantly better
than RNN’s for very long inputs (Table 2, (iv)
vs. Table 4, (i)). This can be attributed to
the multi-head self-attention, which captures
long-range dependencies better.

o Contextual information does not necessarily
come from the previous one sentence. Incor-
porating more context, especially on source-
side, helps on TED data (Table 4, (vi), (vii)),
and can be effectively handled with Trans-
former.

e The self-attention mechanism of the Trans-
former architecture enables a simple strategy
like concatenation of a context window to
work better than multi-encoder RNN based
approaches.

Additionally, the training time for the Trans-
former models was significantly shorter than the
RNN based ones (=~ 30 hours and ~ 100 hours re-
spectively). This can be attributed to the fact that
the positional encodings capture the sequentiality
in the absence of recurrence, and the multi-head
attention makes it easily parallelizable. In addi-
tion to the corpus level scores, we also compute
sentence level TER scores, in order to estimate the
percentage of sentences which are better translated
using cross sentential source-side context. These
are given in Table 5.

5.2 Qualitative analysis

In addition to the performance evaluation using the
automatic evaluation metrics, we also analyzed a
random sample of outputs generated by our mod-
els, in order to have a better insight as to which lin-
guistic phenomena are handled better by our con-
textual NMT models. Tables 6 and 7 compare the
outputs of our best-performing contextual models
(Table 4, (vi)) with the baseline model. The con-
textual models in general make better morphosyn-
tactic choices generating more coherent transla-
tions than the baseline model. For instance, in the
output of the contextual model (Table 6, (iii)), the



Source I went there with my friend. She was amazed to see that it had multiple floors. Each one had
a number of shops.

1) Baseline | Arrivai li con il mio amico. Rimaneva meravigliato di vedere che aveva una cosa piu incredibile.

Transformer Ognuna aveva tanti negozi.

(i1) Contextual | Arrivai la con il mio amico. Era sorpresa vedere che aveva diversi piani. Ognuno aveva un

Transformer certo numero di negozi.

(Prev)

(iii) Contextual | Sono andato con la mia amica. Fu sorpresa nel vedere che aveva piu piani. Ognuno aveva tanti

Transformer negozi.

(Prev + Next)

Reference Sono andato 1a’ con la mia amica. E’ rimasta meraviglia nel vedere che aveva piu’ piani.
Ognuno aveva tanti negozi.

Table 6: Qualitative analysis - Improvement for cataphora, anaphora and gender agreement

Source OK, I need you to take out your phones. Now that you have your phone out, I'd like you to
unlock your phone.

(1) Baseline | Ok, devo tirare fuori i vostri cellulari. Ora che avete il vostro telefono, vorrei che bloccaste il

Transformer vostro telefono.

(1) Contextual | OK, dovete tirare i1 vostri cellulari. Ora che avete il vostro telefono, vorrei che faceste sbloccare

Transformer il vostro telefono.

(Prev)

(iii) Contextual | Ok, ho bisogno che tiriate fuori i vostri telefoni. Ora che avete il vostro telefono, vorrei che

Transformer sbloccaste il vostro telefono.

(Prev + Next)

Reference Ok, ho bisogno che tiriate fuori i vostri telefoni. Ora che avete il vostro telefono davanti vorrei
che lo sbloccaste.

Table 7: Qualitative analysis - Improvement for lexical cohesion and verbal inflections

phrase sono andato employs the passato prossimo
(“near past”) verb form andato, which is more ap-
propriate than the passato remoto (“remote past”)
form arrivai, since the latter refers to events oc-
curred far in the past, while the former refers to
more recent ones. Additionally, the cataphor my
friend is successfully disambiguated to refer to the
postcedent she, apparent from the correctly pre-
dicted gender of the translated phrase la mia amica
(feminine) as opposed to il mio amico (masculine).
Similarly, the anaphora Each one is resolved (og-
nuna as opposed to ognuno). In the second ex-
ample from Table 7, improved lexical choice -che
tiriate (second person plural subjunctive), bisogno
(“I need”) as opposed to devo (“I must”) and lex-
ical cohesion cellulari (“mobile phones”) vs. tele-
foni (“phones”) can be observed.

While our models are able to incorporate con-
textual information from the surrounding text, they
cannot leverage the disambiguating context which
lies very far away from the current sentence being
translated. In such cases, concatenating the sen-
tences would be non-optimal, since there is a high
possibility of irrelevant information overpowering
disambiguating context. This is also evident from
our experiments using n > 2 previous sentences as
additional context using concatenation (Table 3,

(@iv)).
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6 Conclusion

Neural MT methods, being typically trained at sen-
tence level, fail to completely capture implicit dis-
course relations established at the inter-sentential
level in the text. In this paper, we demonstrated
that looking behind as well as peeking ahead in
the source text during translation leads to better
performance than translating sentences in isola-
tion. Additionally, jointly decoding the previous
as well as current text on the target-side helps to
incorporate target-side context, which also shows
improvement in translation quality to a certain ex-
tent, albeit being more prone to error propagation
with increase in the size of the context window.
Moreover we showed that using the Transformer
architecture, a simple strategy like concatenation
of the context yields better performance on spo-
ken texts than non-contextual models, whilst being
trained significantly faster than recurrent architec-
tures. Contextual handling using self-attention is
hence a promising direction to explore in the fu-
ture, possibly with multi-source techniques in con-
jugation with the Transformer architecture. In the
future, we would like to perform a fine-grained
analysis on the improvement observed for specific
linguistic phenomena using our extended context
models.
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Abstract

The overall machine translation quality
available for professional translators work-
ing with the Spanish—Basque pair is rather
poor, which is a deterrent for its adop-
tion. This work investigates the plausi-
bility of building a comprehensive rec-
ommendation system to speed up deci-
sion time between post-editing or transla-
tion from scratch using the very limited
training data available. First, we build a
set of regression models that predict the
post-editing effort in terms of overall qual-
ity, time and edits. Secondly, we build
classification models that recommend the
most efficient editing approach using post-
editing effort features on top of linguistic
features. Results show high correlations
between the predictions of the regression
models and the expected HTER, time and
edit number values. Similarly, the results
for the classifiers show that they are able
to predict with high accuracy whether it is
more efficient to translate or to post-edit a
new segment.

1 Introduction

Although machine translation (MT) quality is get-
ting better every day, neither regular users nor pro-
fessional translators can blindly trust the correct-
ness of a translation. Therefore, providing them
with information about the quality together with
the actual translation seems sensible. We could
argue that this is relevant for regular users, who

(© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

Jose A. Pascual
School of Computer Science
The University of Manchester

might not necessarily have a native-like command
of the source and target languages. But it is of no
lesser importance for professional translators who,
being able to assess the quality themselves, might
be able to speed up this process.

In this paper, we specifically focus on the case of
Spanish—to-Basque professional translators. Note
that MT quality for this language pair can be con-
sidered relatively poor (Aranberri et al., 2014;
Aranberri et al., 2017) - at least that provided by
freely accessible systems such as itzultzailea' or
Google Translate®- and as a result, MT in the pro-
fessional domain is very rarely used (Garmendia et
al., 2017). In this context, we investigate whether
we could build estimation models that may prove
informative for translators and help with the inte-
gration of MT technology in this sector.

To that end, we use a small set of data col-
lected in a post-editing workshop, where post-
editing seems to benefit productivity at times. We
first aim at providing professional translators with
indicators of estimated work to guide their deci-
sion whether to post-edit or translate from scratch.
For this, we build a set of regression models to
estimate indicators of post-editing effort (overall
MT quality, time and edits) which we obtain from
data solely consisting of post-editing work. Re-
sults show high correlations over 0.70 between real
and estimated indicators.

Nevertheless, it is undeniable that a recommen-
dation model that suggests the most efficient edit-
ing approach would be a more direct way to help in
such process. The recommendation could be used
either to opt for the most efficient approach dur-
ing editing or to filter out MT output before the
editing phase starts. Thus, we build classification

"http://www.itzultzailea.euskadi.eus
https://translate.google.com
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models using linguistic features to recommend the
editing approach that increases the productivity the
most. However, given the low accuracy of the clas-
sifiers, we try to improve them by adding specific
post-editing effort features. As this information is
only available once the editing is completed, we
estimate it using the above-mentioned regression
models. Results show a large increase in the ca-
pacity of the classifiers to provide the correct edit-
ing approach even considering the loss of accuracy
introduced by the regression models.

The remaining of the paper is structured as fol-
lows. A short overview of related work is pre-
sented in Section 2. In Section 3 we describe
the data sets and features used to train the models
while the experimental set-up is outlined in Sec-
tion 4. Section 5 and Section 6 present the results
for the regression and classification models, re-
spectively. Finally, Section 7 summarizes the main
conclusions and possible lines of future work.

2 Background

In this section we present an overview of the qual-
ity and post-editing effort indicators studied in the
literature. In 2004, Blatz et al. (2004) brought
confidence estimation techniques, mainly used in
speech recognition until then, to the area of MT as
they considered that these could help in filtering
translations for post-editing, among other tasks.
They built models for sentence-level annotation by
training regressors and classifiers to predict NIST
and WER values. Whereas the tasks themselves
proved interesting, experiments revealed that esti-
mated automatic metrics did not match human an-
notations of quality or post-editing effort.

Similar results were reported by Specia et
al. (2009), who used a number of MT system-
independent and MT system-dependent features to
train a regression algorithm to estimate both NIST
and human scores. The models performed well
for human annotations, but once again, correla-
tions with automatic metrics were not as success-
ful. From then on, Specia and Farzindar (2010)
tested the use of TER and HTER (Snover et al.,
2006), which supposedly consider the actual post-
editing work translators perform more closely, to
build the estimation models. This time, the models
correlated well with human annotations of post-
editing effort. For that reason, HTER was estab-
lished as the global quality indicator in quality es-
timation (QE) tasks and remains so today, despite
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attempts at looking for alternative ways of measur-
ing quality (Specia et al., 2011).

Since then, a number of authors have worked
on building models to provide translators with use-
ful information. Some have tried to describe post-
editing time (Specia, 2011) whereas others have
focused on selecting the best MT output from a
pool of candidates (Avramidis et al., 2011), or on
recommending whether a source segment should
be tackled using a MT candidate or a translation
memory candidate (He et al., 2010). However, it
could be argued that the main bulk of research in
quality estimation has been shaped by the yearly
QE Shared Task, in place since 2012. In its first
year, participants focused on correlating estima-
tion models with manual annotations of quality
defined as 5 levels of post-editing effort (Moreau
and Vogel, 2012; Hardmeier et al., 2012). In 2013
and 2014, the goals were broadened and tasks in-
volved predicting HTER and post-editing time and
ranking MT candidates (Beck et al., 2014; Bicici
and Way, 2014). Since then, however, efforts have
mainly addressed HTER and even if submissions
for other indicators such as post-editing time and
keystrokes have been welcome, no results have
been published on these aspects.

In order to provide professionals with a wider
set of pointers that guides the translation task, in
this paper we expand the post-editing effort indi-
cators. Specifically, we propose to create a rec-
ommendation system that (1) estimates the qual-
ity of the MT output as defined by HTER, (2) pre-
dicts post-editing effort according to time, and the
type and number of edits, and (3) recommends the
editing approach for a particular segment by clas-
sifying it for either post-editing or translation from
scratch.

3 Data Collection and Processing

Unlike for other mainstream language pairs, no
readily-available data exists to train quality estima-
tion models for the Spanish-Basque pair. For this
purpose, therefore, we adapted post-editing data
collected in a workshop for professional translators
run in 2015. In this section we describe the data
and the linguistic features that we used to build the
estimation models.

3.1 Data Sets

In the above-mentioned workshop, translators
worked on a series of post-editing tasks and pro-



Task Number | Task Type | Translators \ Text \ MT System Sentences | Source Words
1-4 | post-editing 10 1 itzultzailea 60 1,467
5 | productivity 10 1 itzultzailea 21 495
6-9 | post-editing 10 1 itzultzailea 81 1,958
10 | productivity 9 1 itzultzailea 16 506
11-14 | post-editing 8 1 itzultzailea 82 2,043
15 | productivity 8 1 itzultzailea 22 366
16-19 | post-editing 8 1 itzultzailea 80 1,964
20 | productivity 8 1 itzultzailea 29 516
21-24 | post-editing 8 1 itzultzailea 138 2,045
25 | productivity 8 1 itzultzailea 26 515
26-29 | post-editing 6 1 Google Translate 121 2,082
30 | productivity 6 1 Google Translate 24 508
31-34 | post-editing 5 2 itzultzailea 187 2,012
35 | productivity 5 2 itzultzailea 60 486

Table 1: List of total tasks performed by professional translators.

ductivity tests over a period of seven weeks (See
Table 1). For the productivity tests, translators
alternately post-edited and translated source sen-
tences. We divided translators in two groups who
performed the opposing editing approach for each
segment. Throughout the workshop they translated
a report by the Basque Institute of Women about
Sexism in toys advertising (Text 1) and two short
user guides for a mobile phone and a washing ma-
chine (Text 2). The original Spanish texts were
translated using itzultzailea, the MT system made
publicly available by the Basque Government and
powered by Lucy. The overall MT output was of
relative low quality (~ 50.7 HTER) and translators
introduced a significant number of edits to turn the
segments into acceptable translations.

] Task \ Avg. PE time/word | Avg. TR time/word

5 4576.73 4353.46
10 3058.86 3882.97
15 2920.31 4400.37
20 3454.05 4224.66
25 3174.79 3520.80
30 3523.23 2974.36
35 3054.51 291.58

Table 2: Average post-editing and translation time (ms) per
word for each productivity task performed by translators.

For our experiments (see Section 4.1), we di-
vided the data collected in the tasks into two sets,
namely, the post-editing (PE) set and the produc-
tivity (PR) set. The former includes all the seg-
ments from the post-editing tasks whereas the lat-

23

ter includes those from the productivity tests. We
discarded all tasks performed during the first week
(tasks 1-5) as this was the first contact translators
had with post-editing and therefore their work was
deemed unreliable. Also, we decided to discard
tasks 26-30, as they were performed using a dif-
ferent MT system, with which the translating time
appears to be lower than the post-editing time (See
Table 2). As a result, we collected work for 568
source segments (10,022 words) from the post-
editing task and 153 segments (2,389 words) from
the productivity test. Note that because all transla-
tors were asked to perform the same tasks, our sets
include information about several final translations
for each of the source segments.

Finally, we added the information required to
train the models which is not present in the orig-
inal data to both sets. Firstly, in order to build
models to predict the post-editing indicators, we
added HTER scores, the number of each edit-type
and the total number of edits to the PE set. Edit-
ing times were already present. Secondly, for the
classification models, we added to the PR set la-
bels referring to the editing approach that bene-
fits each source segment the most. As opposed to
the method used in the 2012 QE Task where man-
ual annotation of perceived post-editing effort was
performed by professional translators according to
a S-level scale, our strategy to assign the labels
mainly relied on the time gain introduced by the
fastest approach. To this end, we used the produc-
tivity ratio (translation time/post-editing time). In
our case, we calculated the ratio for each source



segment with the averaged editing times of the dif-
ferent translators to account for translator variabil-
ity. Scores above 1 indicate that post-editing is
more productive whereas scores below 1 indicate
the extent to which translation is faster.

We used three sets of labels, L2, L3 and L5
which involve two, three and five labels, respec-
tively. L2 directly assigns a post-edit label to all
ratios above 1 and a translate label to all ratios be-
low 1. L3 considers that, given the editing vari-
ability among translators, scores close to 1 may
not reliably predict the most effective approach
nor indicate much time difference between them.
Therefore, ratios ranging between 0.90-1.10 are
assigned the any approach label. Finally, LS adds
two extra labels to the L3 set which identify those
segments that are clearly more efficient to either
post-edit (above 1.30) or translate (below 0.70).

3.2 Features

We extracted the same set of 17 baseline fea-
tures provided by the WMT12-17 QE Tasks using
Quest++ (Specia et al., 2015). They are black-box
features, that is, shallow MT system-independent
features. Most of them rely on the comparison of
the sentences against a large training corpus, e.g.
language model probabilities, n-gram frequencies
and translation options per word.

The monolingual Spanish and Basque corpora
we used to this end consist of 38 and 44 mil-
lion segments, respectively. The Spanish corpus
includes data released for the WMT tasks (Eu-
roparl corpus, UN corpus, News Commentary cor-
pus, etc.). The Basque one comprises texts from
different sources such as the Basque newspaper
egunkaria and radio—television EITB, the Elhuyar
Web Corpus and administrative translation memo-
ries. The bilingual corpus used to train GIZA++ is
a considerably smaller set of 7.8 million segments.
Overall, the corpora, and specially the monolin-
gual sections, are of a good size to model the rel-
evant languages. However, the domain of our data
sets is not represented in them, which could signif-
icantly harm the accuracy of the features.

For this reason, we tried to overcome this draw-
back by adding linguistic information directly ex-
tracted from the segments in the data sets. We want
to remark, however, that it is not the aim of this
work to do feature ingeneering as in Specia and
Felice (2012) and Avramidis (2012). For Spanish,
we processed the text using ixa-pipes tools (Agerri
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etal., 2014) and for Basque, we used ixaKat (Otegi
et al., 2016). We collected POS frequencies, tags
for morphological features and dependency rela-
tions for both source and target segments. There-
fore, we added a feature for each POS, morpholog-
ical feature and dependency relation, whose value
was the number of times it appeared in the segment
(10, 185 and 42 features for Spanish, respectively,
and 10, 316 and 28 for Basque). However, prelim-
inary tests showed that no improvement was com-
ing from the morphological features so we decided
to discard them.

For the experiments, we therefore use four dif-
ferent data sets. PE-17 and PR-17 include the
baseline features only and PE-107 and PR-107 also
use the additional linguistic features.

4 Experimental Set-up

In this section we explain the experiments carried
out to predict the MT quality and the post-editing
effort required to transform the MT output into the
desired quality standard.

4.1 Experiments

We divided the experiments into three distinct
parts. In the first part we evaluate the ability of five
regression algorithms to learn a number of models
to predict indicators of post-editing effort. The in-
dicators are as follows:

e HTER: This metric is used as a global qual-
ity measure for the professional translator. It
is an edit-distance metric that considers the
number of edits to be made to a MT segment
to transform it into the desired final transla-
tion normalized by the number of words in
the reference sentence.

Post-editing time: This indicator accounts
for the time required by a professional trans-
lator to transform the MT output into the de-
sired final text. We give the estimates in mil-
liseconds per segment.

Edit types: This indicator provides individ-
ual information for each type of edit, i.e., in-
sertions, deletions, substitutions and shifts, to
be introduced to the MT output as computed
by HTER. Although the mathematical ap-
proach used by the HTER metric to calculate
the edits often differs from the linguistically-
motivated instinct of translators, they might



prove useful in gauging the complexity of the
expected post-editing effort.

e Number of edits: This is a raw indicator of
the number of edits to be made to the M T out-
put to reach the desired quality as computed
by HTER. Whereas the edit types are more in-
formative, this provides a rawer measurement
of the overall changes.

The second set of experiments is devoted to
building and measuring the capacity of classifica-
tion models to suggest whether a source segment
should be translated or post-edited.

However, given the limited data available, we
expected these models to have low accuracy. For
this reason, we also proposed and evaluated a third
set of experiments in which the features of the sec-
ond data set are incremented with indicators of
post-editing effort. To do so, we train the models
with real post-editing effort indicators even if these
are not available for new segments. Then we ap-
ply the regression models described in the first set
of experiments to predict these additional features
for the new segments before testing (See Figure 1).
We expect that the accuracy of the classifiers will
increase with these additional features.

— RM;
RM,

RM,

l

Fn+1
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Figure 1: Representation of the extension of the number of
features from n to n + 3 using three previously trained regres-
sion models.

In all the experiments the learning and test-
ing process was carried out using 10-fold cross-
validation over the PE and PR data sets. The ac-
curacy of the regression models was measured us-
ing the correlation coefficient (p) which measures
the strength and the direction of a linear relation-
ship between two variables. On the other hand,
the accuracy of the classifiers was measured using
the area under the curve ROC. Each experiment
was repeated 10 times and we report the average
(1p and proc) and the standard deviation (o, and
oroc). We also performed a paired t-test (p <
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0.05) to check statistical significance of the results
of the algorithms (in bold). We also checked, for
each algorithm, if the addition of linguistic fea-
tures is significant (with the symbol 1) .

4.2 Regression and Classification Algorithms

There are countless machine learning algorithms to
train regression and classification models. As the
purpose of our experiments is to explore the abil-
ity of these algorithms to train the recommendation
system, we selected six of the most used ones to
have an insight into their individual performance.

e Linear regression (LR): It is used for regres-
sion and it works by estimating coefficients
for a line or hyperplane that best fits the train-
ing data. It is fast to train and can have great
performance if the output is a linear combina-
tion of the inputs.

o Logistic regression (LG): It is a regression
model (used for classification) that estimates
the probability of class membership as a
multi-linear function of the features.

o k-Nearest Neighbors (k-NN): This algorithm
supports both classification and regression. It
works by storing the training dataset and lo-
cating the k most similar training patterns to
perform a prediction.

e Classification And Regression Trees (CART):
They work by creating a tree to evaluate an in-
stance of data, starting at the root of the tree
and moving down to the leaves until a predic-
tion can be made. They support both classifi-
cation and regression.

e Support Vector Machine (SVM): This is an
algorithm for classification which finds a
line that best separates the training data into
classes. The adaptation of SVM for re-
gression is called Support Vector Regression
(SVR) and works by finding a line that min-
imizes the error of a cost function. In both
cases we use a polynomial kernel.

e Multi-Layer Perceptron (MLP): This algo-
rithm supports both regression and classifica-
tion problems using neural networks.

We want to remark that this is a first attempt to
measure the quality of the predictions leaving as
future work the fine tuning of these algorithms.



5 Results of Regression Models for
Quality and Post-editing Work

In this section we present the regression models
that aim to predict the post-editing effort. We re-
port the results for each indicator, namely, overall
quality, time and edits, separately using both the
PE-17 and PE-107 data sets.

5.1 Opverall Quality with HTER

Let us start by analyzing the results to estimate
segment quality (HTER) by focusing on the PE-
17 data set (see Table 3). The results show that
the correlation coefficient obtained by k-NN is the
highest at 0.71, closely followed by CART. LR
and SVR obtain the poorest results with a notably
lower correlation coefficient of 0.35 and 0.32, re-
spectively. This suggests that neither LR nor SVR
are able to model the relation between the features
and the HTER values. In order to confirm this,
we performed a test to measure the correlation be-
tween the features and HTER, which showed that
except for three cases, correlations were lower than
0.1. Indeed, these algorithms are best fitted to cap-
ture liner relations and a quick test using a non-
linear kernel in SVR revealed an increase of the
average correlation to 0.68£0.04 in PE-17 and to
0.70+0.04 in PE-107.

PE-17 PE-107
‘ Alg Hp ‘ Op Hp Op
LR 0.3499 | 0.0399 [ 0.4509T | 0.0373
k-NN | 0.7146 | 0.0220 || 0.7144 | 0.0218
CART | 0.6704 | 0.0367 0.6685 | 0.0347
SVR | 0.3211 0.0415 || 0.4126% | 0.0335
MLP | 0.4704 | 0.0517 | 0.5870t | 0.0456

Table 3: Regression results for the HTER model.

If we compare these results with those obtained
using the PE-107 data set to analyze the impact
of the linguistic features in the learning process,
we observe that for the best performing algorithms
in PE-17, k-NN and CART, the contribution of the
new features is non-existent. However, the remain-
ing three algorithms do benefit from the addition
of the new features significantly. This suggests a
stronger linear relation between the features and
the HTER values. This was confirmed by testing
this relation, which showed that the number of fea-
tures with a correlation higher than 0.1 with the
HTER values had increased to 25.
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5.2 Post-editing Time

Previous attempts at estimating time have shown
that it is quite an objective indicator for post-
editing effort. Looking at the results for the PE-17
data set (see Table 4) we see that, unlike for HTER,
all the algorithms perform very similarly (differ-
ences not statistically significant) and obtain a cor-
relation coefficient of around 0.71. In this case, the
correlation between the features and time is higher
than 0.2 for 8 of the features, which explains the
good behavior of LR and SVR.

PE-17 PE-107
’ Alg Hp ‘ %p Hp Op
LR 0.7137 | 0.0402 || 0.7238 | 0.0372
k-NN | 0.7106 | 0.0362 || 0.7131 0.0366
CART | 0.7081 | 0.0392 || 0.7092 | 0.0383
SVR | 0.7135 | 0.0405 || 0.7265 | 0.0388
MLP | 0.7122 | 0.0380 || 0.6955 | 0.0436

Table 4: Regression results for the time model.

If we examine the results for PE-107, we notice
that the contribution of the new linguistic features
is not significant for any of the algorithms. We ob-
serve, however, that LR and SVR benefit the most
from them and obtain the highest results, which are
statistically significant in this data set. An analy-
sis of the relation between the features and time
showed a correlation higher than 0.2 for 47 fea-
tures and higher than 0.1 for another 21.

5.3 Edit Types and Total Number

Not much has been published on estimating the
different types of edits required to transform
the MT output into the desired final version.
Avramidis (2014; 2017) trained models for each
edit type to then combined them, to try to obtain
a higher accuracy HTER model. However, the po-
tential value of the individual models was not con-
sidered. If we look at the results, we see that, given
their accuracy, we could in fact include them in the
recommendation system as part of the information
about post-editing effort provided to translators.
Let us consider the different edit types in PE—
17 first (see Table 5). We observe that for all
the models, k-NN is the best performing algo-
rithm. However, the level of accuracy of the mod-
els varies considerably for the different edit types.
The model for substitutions is by far the best per-
forming one, with a correlation coefficient of 0.80.
Shifts and insertions also get good results. But the



INSERTIONS DELETIONS SUBSTITUTIONS SHIFTS TOTAL EDITS

Dataset Alg Lo o, L o, L o, Lo o, Lo o,
LR 0.5685 | 0.0427 0.4537 | 0.0421 0.7336 | 0.0180 0.6167 | 0.0266 0.8029 | 0.0180

k-NN | 0.7011 | 0.0687 | 0.5214 | 0.0435 || 0.8035 | 0.0182 || 0.7422 | 0.0238 || 0.8660 | 0.0168

PE-17 | CART | 0.6556 | 0.0930 0.4896 | 0.0459 0.7876 | 0.0187 0.7164 | 0.0252 0.8550 | 0.0176
SVR | 0.5625 | 0.0273 0.4517 | 0.0415 0.7325 0.0179 0.6147 | 0.0274 0.8020 | 0.0187

MLP | 0.6633 | 0.0740 0.4731 | 0.0488 0.7404 | 0.0205 0.6344 | 0.0268 0.8125 | 0.0198

LR 0.6167 | 0.0610 0.4840 | 0.0394 0.7566 | 0.0187 [ 0.6710T [ 0.0257 0.8247 | 0.0175

k-NN | 0.7010 | 0.0688 | 0.5214 | 0.0435 || 0.8035 | 0.0182 || 0.7423 | 0.0238 || 0.8660 | 0.0167

PE-107 | CART | 0.6571 | 0.0893 0.4874 | 0.0452 0.7872 | 0.0190 0.7184 | 0.0249 0.8558 | 0.0182
SVR | 0.5750 | 0.0306 0.4723 | 0.0373 0.7505 0.0190 0.6567 | 0.0274 0.8193 | 0.0179

MLP | 0.6664 | 0.0758 0.4746 | 0.0466 0.7364 | 0.0332 0.6674 | 0.0370 0.8210 | 0.0268

Table 5: Regression results for the individual edit type and total edits models.

coefficient score for deletions is low at 0.52, show-
ing that the algorithms are not able to capture the
relation between the features and this indicator.

If we take a look at the total number of edits,
irrespective of their type, we observe that the pre-
diction models perform very well. Again, k-NN
is the best performing algorithm with a correlation
coefficient of 0.86 but all five score above 0.80.

As with previous regression models, we notice
that the new linguistic features added in PE-107
make no or only a marginal contribution to the
learning process and in no case improve the results
of the best performing algorithm.

5.4 Summary

In summary, we see that we are able to train mod-
els that predict HTER and time with a relatively
high accuracy and within the range reported by
other research despite the limited training data. It
is true that the overall performance should be im-
proved, and the models trained and tested on ad-
ditional data sets before these indicators are pro-
vided to translators. However, the results are very
promising as there is ample room for tuning.

In reference to edits, regression models perform
well in general, although there is strong varia-
tion across types. Room from tuning aside, it is
worth considering that not all edit types may have
the same weight for translators when assessing the
work involved during post-editing. Insertions and
substitutions require intensive work where transla-
tors either add missing information or replace in-
correct MT output. Shifts are lower intensity edits,
where the correct translation is present, just not in
the correct place. These three edit types achieve
correlation coefficients of over 0.70 and we could
provide them with confidence after additional tun-
ing tests. Deletions, however, score poorly but
these could be viewed as very low intensity edit

types where translators would easily identify the
incorrect elements to eliminate. Therefore, they
might not be the edit type that represents the most
laborious aspect of post-editing. It remains to be
tested which of the types translators find most in-
formative regarding post-editing effort.

Predicting the total number of edits has been
much more successful. It may not be as informa-
tive as having predictions for the different types
but considering the distinct nature of the approach
to editing used by humans and machines, it might
prove a good compromise that measures the effort
in terms of raw changes.

What is interesting to see is the difference in
performance between the HTER and the total edit
number models, as the latter is based on HTER in-
formation. For some reason, the regression mod-
els and features seem to be better suited for pre-
dicting the errors without considering the length
of the final translations. The significantly higher
scores obtained for the total edits makes us con-
sider whether providing HTER scores as indica-
tion of post-editing effort is appropriate or whether
providing raw edit numbers together with sentence
lengths would be more accurate and informative.

Finally, it is worth noting that features account-
ing for the frequencies of POS and dependency re-
lations only contribute to the learning process in a
few cases further than the 17 baseline features.

6 Results of Classifiers for Editing
Approach

In this section we present the results for the classi-
fiers that aim to predict the editing approach, post-
editing or translation, a translator should follow
when addressing a new segment. We report results
with and without additional linguistic features and
also analyse the impact of using post-editing ef-
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fort indicators as features. We predict label-sets of
varying numbers of classes.

6.1 Baseline classification models

We first present the results for the baseline clas-
sification models. We trained the models with all
available segments in the productivity data set.

We check the results obtained for the 2 label
task (2L) first (see Table 6). For both the PR—
17 and PR-107 sets, all algorithms perform very
poorly with proc below 0.60, with SVR lagging
behind (statistical difference). However, if we con-
sider the PR—107 data set, we see that thanks to the
additional linguistic features SVR has caught up
with the other algorithms (statistical significance
between PR—-17 and PR-107).

PR-17 (2L) PR-107 (2L)

Alg | proc | oroc || proc | oroc

LG 0.56 0.15 0.60 0.15

k-NN | 0.58 0.11 0.56 0.11
CART | 0.51 0.11 0.49 0.09
SVR | 050 | 0.02 | 0577 | 0.11
MLP 0.59 0.13 0.58 0.17

Table 6: Results of the classification algorithms for 2 labels.

Let us now take a look at the results for 3 la-
bels (3L) (see Table 7). In this case there is no sta-
tistically significant difference between the algo-
rithms. Same as before, adding linguistic features
only benefits SVR (statistical significance).

PR-17 (3L) PR-107 (3L)

Alg | proc | oroc || proc | oroc
LG 0.53 0.17 0.50 0.17
k-NN | 0.56 0.11 0.55 0.13
CART | 0.50 0.11 0.49 0.10
SVR 0.48 0.06 0.57T | 0.13
MLP | 0.58 0.14 0.56 0.16

Table 7: Results of the classification algorithms for 3 labels.

We observe the same trend of poor results for
the 5 label task (5L) (see Table 8). However, in
this task, additional linguistic features do not bring
any improvement. In fact, the only statistical sig-
nificance is the setback for LG.

Overall, we conclude that the performance of
the classification models is far from being accu-
rate enough to prove useful in a real set-up. Even
with room for tuning, we believe that the current
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PR-17 (5L) PR-107 (5L)
Alg | proc | oroc || proc | oroc
LG | 0577 | 025 040 0.24
k-NN | 0.57 015 056 | 0.15

CART | 054 | 0.13 | 055 | 0.13
SVR | 0.57 022 052 | 0.22
MLP | 0.69 022 | 055 | 0.22

Table 8: Results of the classification algorithms for 5 labels.

features do not properly inform the algorithms for
the classification task.

6.2 Classification models using predictions
for post-editing work

In an attempt to improve the performance of the
classification models, we propose to use indicators
of post-editing effort as features for training. We
believe that these indicators reflect more closely
the reasons why a translator would choose one
editing approach over the other. For that, we first
analyse whether the previous classifiers perform
better by adding original HTER, total edits and
time as features to the PR set. Secondly, as these
three features are not available until translation is
completed, we test new classifiers with predicted
post-editing features (see Section 4.1).

We summarize the results of adding the three
post-editing effort indicators as features in Table
9. Results are given by proc, which corresponds
to the average results of the training set. For the
sake of space we omit the standard deviations of
the learning process. We can see that in the PR-20
set the accuracy of the models varies from fair to
excellent regardless of the number of labels. This
is a large improvement over the baseline classi-
fiers that reveals the potential of adding HTER,
time and edit number as features. Whereas k-
NN, CART and MLP are the best performing al-
gorithms across all sets, LG and SVR are the worst
scoring for PR-20. However, as in the regression

PR-20 PR-110

[ Alg | 2L | 3L [ 5L 2L | 3L | 5L
LG |[0.76 | 0.74 [ 0.80 || 0.997 | 1.007 | 0.997
k-NN | 0.99 | 0.99 | 0.98 | 1.00" | 1.00" | 1.00f
CART | 0.98 | 0.99 | 1.00 | 0.99 | 1.00 | 1.00
SVR | 0.64 | 0.63 | 0.77 || 0.91F | 0.93 | 0.96"
MLP | 0.97 | 0.96 | 0.95 | 1.00 | 0.99 | 0.96

Table 9: Results of the classification algorithms using the
post-editing effort features given by puroc.



experiments, we see that when new linguistic fea-
tures are added (PR-110), the performance of LG
and SVR improves (statistical significance). In-
terestingly, the performance of k-NN also benefits
from the linguistic features.

Given the promising results obatined when
adding the post-editing effort indicators, we test
this approach using a scenario viable for deploy-
ment. We divide the productivity data set into a
training and a test set. Out of the 153 unique source
segments, we randomly include 80% in the train-
ing set and 20% in the test set. The training set in-
cludes all the available data for each of the unique
segments. The test set, in turn, only includes one
instance of each unique segment with HTER, time
and total edits as predicted by the best-performing
models in Section 6 on top of the initial features
(PR-20 and PR-110 after adding the 3 new fea-
tures). Results, given by Troc, the ROC value
obtained after applying one of the learnt models to
the test set, are summarized in Table 10.

PR-20 PR-110
Alg | 2L [ 3L [ 5L [ 2L | 3L | 5L
LG [0.66 [ 0.69 | 0.75 || 0.70 [ 0.73 | 0.75
k-NN | 0.89 | 0.89 | 0.90 || 0.89 | 0.99 | 0.90
CART | 0.88 | 0.90 | 0.89 || 0.89 | 0.90 | 0.90
SVR | 0.56 | 0.55 | 0.60 || 0.83 | 0.85 | 0.87
MLP | 0.88 | 0.83 | 0.92 || 0.88 | 0.90 | 0.99

Table 10: Results of the classification algorithms using the
post-editing effort features given by Troc.

With this set-up, the best scoring models range
between good and excellent for both PR-20 and
PR-110 sets and for all the label sets. Notice that
our predictions carry over the margin of error of
the regression models, but still their level of accu-
racy is very high. In the PR-20 set, MLP is the
best performing algorithm and LG and SVR per-
form very poorly. In the PR-110 set, the same best
performers remain on top but k-NN and CART per-
form particularly well for 2 and 3 labels, and MLP
for 5 labels. It is also worth noting the improve-
ment of SVR in this data set. Overall we can ar-
gue that the results for the classification model are
promising and could be useful in a real setting.
Even more, we expect further improvement from
tuning the classifiers and from obtaining more ac-
curate predictions from the regression models.
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7 Conclusions and Future Work

In this paper we tested the feasibility of training a
number of estimation models that go beyond the
usual MT quality level to build a recommendation
system that helps speed up the decision time of
professional translators to decide whether to post-
edit or translate. In particular, we studied if rea-
sonable results could be obtained for the Spanish—
Basque pair, for which MT quality is low, and thus
not widely used within the professional sphere.

We trained regression models to predict HTER,
time, types and total number of edits as indicators
of post-editing effort using a limited data set. We
show that relatively high correlation coefficients
can be achieved for almost all indicators. The total
edit number seems the easiest to predict whereas
accuracy is lower for each of the individual types,
particularly for deletions. Results also reveal that
adding POS and dependency relation frequencies
as features did not generally improve the major-
ity of our models. k-NN was the best perform-
ing algorithm, with the best results for HTER and
all the models involving edits and with no contri-
bution from the new linguistic features. For the
time model, LR and SVR performed best, obtain-
ing marginal gains with the new features.

Besides providing post-editing effort indicators,
we also trained a classification model that would
recommend translators the editing approach to
take. Whereas the baseline models performed
poorly, we showed that including post-editing ef-
fort indicators as features largely improves the re-
sults. As this information is not available for new
segments, we successfully used previously trained
regression models to add these features in new test
sentences. k-NN, CART and MLP consistently
show the best performance across all the data sets.

Given the good results achieved, the next step
would involve tuning and testing the models in fur-
ther data sets. Our aim is to investigate to what
extent HTER, post-editing time and edit types are
valuable indicators for professionals translators.
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Compositional Source Word Representations
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Abstract

The requirement for neural machine trans-
lation (NMT) models to use fixed-size in-
put and output vocabularies plays an im-
portant role for their accuracy and gener-
alization capability. The conventional ap-
proach to cope with this limitation is per-
forming translation based on a vocabulary
of sub-word units that are predicted us-
ing statistical word segmentation methods.
However, these methods have recently
shown to be prone to morphological errors,
which lead to inaccurate translations. In
this paper, we extend the source-language
embedding layer of the NMT model with
a bi-directional recurrent neural network
that generates compositional representa-
tions of the source words from embeddings
of character n-grams. Our model con-
sistently outperforms conventional NMT
with sub-word units on four translation di-
rections with varying degrees of morpho-
logical complexity and data sparseness on
the source side.

1 Introduction

Neural machine translation (NMT) has improved
the state-of-the-art performance in machine trans-
lation of many languages (Bentivogli et al., 2016;
Junczys-Dowmunt et al., 2016). However, current
NMT systems still suffer from poor performance
in translating infrequent or unseen words, limiting
their deployment for translating low-resource and
morphologically-rich languages. This problem is
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mainly caused by the fundamental design of the
model, which requires observing many examples
of a word until its input representation (i.e. embed-
ding) becomes effective. Moreover, the convention
of limiting the input and output vocabularies to few
tens of thousands of words to control the compu-
tational complexity of the model leads to coverage
issues. In fact, a word can be translated only if an
exact match of it is found in the vocabulary.

To cope with this well-known problem, several
studies have suggested to redefine a new model
vocabulary in terms of the interior orthographic
units compounding the words, such as charac-
ter n-grams (Costa-Jussa and Fonollosa, 2016;
Lee et al., 2016; Luong and Manning, 2016) or
statistically-learned sub-word units (Sennrich et
al., 2016; Wu et al., 2016; Ataman et al., 2017).
In spite of providing an ideal open vocabulary so-
lution, the former set of approaches mostly failed
to achieve competitive results. This might be re-
lated to the semantic ambiguity caused by solely
relying on embeddings of character n-grams which
are generally learned by disregarding any lexical
context, hence, morphology. In fact, building a vo-
cabulary of sub-word units for training the NMT
model and performing translation based on sub-
word embeddings has now become the prominent
approach. However, many studies have shown that
statistical word segmentation methods can break
the morphological structure of words, leading to
loss of semantic and syntactic information in the
sentence and, consequently, inaccurate translations
(Niehues et al., 2016; Ataman et al., 2017; Pinnis
et al., 2017; Huck et al., 2017; Tamchyna et al.,
2017). Principally, these solutions are unsuper-
vised methods and can never reach the accuracy
of morphological analyzers, which, on the other
hand, are not available in every language and can-

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
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not provide sufficiently compact vocabularies for
the large training sets typically used in NMT.

In order to increase the accuracy in translat-
ing rare and unseen words with NMT, in this pa-
per, we propose to learn information about the
source language morphology directly from the
bilingual lexical context and use this information
to compose word representations from a minimal
set of input symbols. In addition to improving
the quality of input word representations, our ap-
proach also aims at eliminating the necessity of
using a separate and sub-optimal word segmenta-
tion step on the source language. The approach of
learning word embeddings compositionally has re-
cently been applied in language modeling and has
found to be promising (Vania and Lopez, 2017).
In this study, which extends (Ataman and Fed-
erico, 2018b)!, we present and evaluate an ap-
proach for improving the source language input
representations in NMT by augmenting the embed-
ding layer with a bi-directional recurrent neural
network (bi-RNN), which can learn compositional
input word representations from embeddings of
character n-grams. We compare our approach
against conventional embedding-based represen-
tations of sub-word units learned from statistical
word segmentation methods in official evaluation
benchmarks, under low to medium resource con-
ditions, by pairing English with four languages:
Czech, German, Italian and Turkish, where each
language represents a distinct morphological ty-
pology. The experimental findings show that our
compositional input representations provide sig-
nificantly and consistently better translation qual-
ity for rare and unknown words than the prominent
sub-word embedding based NMT approaches in all
language directions.

2 Neural Machine Translation

The NMT model we use in this paper (Sutskever
et al., 2014) is based on the idea of predicting the
conditional probability of translating a source sen-
tence © = (x1,x2,...Ty) of length m, into a tar-
get sentence y = (y1,Yy2,...Y; ...y of length [,

!This paper extends (Ataman and Federico, 2018b) in four
ways: with a new and more efficient implementation of the
model, with experiments with deeper and wider NMT net-
works, with results on new translation directions and under
significantly larger training data conditions, and by reporting
results on sentences containing rare words.
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using the decomposition
l

p(y‘ﬂ?) = H p(y]‘yj—h -y Y0, Ty "73;1)
7=1

ey

The model is trained by maximizing the log-
likelihood of a training dataset consisting of paral-
lel sentence pairs in two languages using stochas-
tic gradient descent methods (Bottou, 2010) and
the backpropagation through time (Werbos, 1990)
algorithm .

The inputs of the model are one-hot vectors,
which have a single bit set to 1 to identify a
given word in the vocabulary. Each word vector
is mapped to an embedding, a continuous repre-
sentation of the word in a lower-dimensional but
more dense space. Then, the encoder, a stacked
bi-RNN, learns a distributed representation of the
source sentence x in the form of m dense vec-
tors corresponding to its hidden states. The output
states of a stacked RNN encoder with L layers is
computed using the following equations:

h¥ = RNN (R~ hE ) )

where h{ is the embedding of the input word i
{ 1..L and 1 1..m). The output of the
encoder is fed to the decoder, a unidirectional
stacked RNN, in order to predict the target sen-
tence y word by word. Each target word y; is pre-
dicted by sampling from a word distribution com-
puted from the previous target word y;_1, the pre-
vious hidden state of the decoder, and the source-
context vector, which is a linear combination of the
encoder hidden states. The weights of each hidden
state are dynamically computed by the attention
model (Luong et al., 2015) on the basis of the cur-
rent decoder hidden state h; and the corresponding
encoder hidden states h. During the generation of
each target word y;, its probability is normalized
via a softmax function.

The number of parameters used by the model are
mainly defined by the sizes of the source and tar-
get vocabularies, which requires to use fixed-size
vocabularies in order to control the computational
complexity. However, this limitation creates an
important bottleneck when translating from and to
low-resource and morphologically-rich languages,
due to the sparseness of the lexical distribution.

3 Related Work

In order to improve the translation accuracy of
rare words in NMT, previous studies have pro-



posed several approaches which share the repre-
sentations of word pieces among different words.
These approaches include either engineering new
NMT models that efficiently work at the character
level, or performing a pre-processing step where
words are segmented into smaller units using su-
pervised or statistical tools before computing the
NMT vocabulary.

3.1 Character-level NMT

The first set of statistical approaches that attempted
to overcome the fixed-size vocabulary problem in
NMT is based on the idea of constructing the
translation model directly at the level of char-
acters. Most of these approaches are based on
the character-level language model of Kim et al.
(2016), which uses convolutional and highway
networks for transforming character embeddings
into feature representations of sentence segments.
Costa-Jussa and Fonollosa (2016) applied this ap-
proach to NMT for learning the source language
input representations with a convolutional neu-
ral network while still maintaining the translation
model as the same bi-RNN based encoder-decoder
network (2016). Lee et al. (2016) further extended
this approach to achieve fully character-level NMT
by changing the decoder with a character-based
one (Chung et al., 2016). Another approach
that also implements fully character-level NMT
based on convolutional neural networks is ByteNet
(Kalchbrenner et al., 2016), which performs trans-
lation in linear time steps with respect to the source
sentence length.

The main problem with these approaches is that
they generally disregard lexical boundaries while
learning distributed representations of the input
units. Nevertheless, it is controversial whether se-
mantics, and therefore morphology, can be mod-
eled without maintaining a context defined at the
lexical level. An additional drawback related to
these methods resides in the increased sequence
lengths caused by processing the sentences as se-
quences of characters, which also augments the
computational cost despite the reduced complex-
ity in the softmax layer. Moreover, using solely
convolution cannot capture information about the
relative position of each interior unit inside the
word, which could provide important cues about
their morphological roles. An earlier approach to
character-level NMT was developed by Ling et al.
(2015), which instead learns compositional input
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representations of words using two additional lay-
ers of bi-LSTMs in the source and target sides of
the NMT model. The decoding is implemented us-
ing a softmax over the character vocabulary in the
target language. Although this approach allows to
maintain NMT at the lexical level, the overall com-
putational complexity of the resulting model be-
comes too high to be deployed in practical tasks.

3.2 Unsupervised Word Segmentation

A more straight-forward and faster method to cope
with the high computational complexity in NMT
is to apply a statistical word segmentation method
as a data pre-processing step before training the
model. This step reduces the size of the corpus vo-
cabulary to a maximum number of sub-word units.
Although the original NMT model was designed
to translate sequences of words, it is now com-
mon to perform NMT at the sub-lexical level based
on input representations learned from a vocabulary
of sub-word units. Indeed, learning embeddings
of sub-word units which are more frequently ob-
served in different lexical contexts allows to reduce
the data sparseness and improve the quality of in-
put representations (Ataman and Federico, 2018a).
In this paper, we discuss two of such approaches:
Byte-Pair Encoding (BPE) (Sennrich et al., 2016)
and Linguistically-Motivated Vocabulary Reduc-
tion (LMVR) (Ataman et al., 2017).

Byte-Pair Encoding is originally a data com-
pression algorithm which aims to minimize the
length of a sequence of bytes by finding the most
frequent consecutive byte pairs and encoding them
using the unused byte values (Gage, 1994). This
algorithm was adapted to NMT by Sennrich et al.
(2016) for achieving open vocabulary translation.
In the modified algorithm, the most frequent char-
acter sequences are iteratively merged for a pre-
determined number of times in order to generate
a fixed-size vocabulary of sub-word units. This
purely statistical method is based on the hypoth-
esis that many types of words can be translated
when segmented into smaller units, such as named
entities and loanwords. However, by solely re-
lying on corpus frequency, one cannot provide a
sufficiently compact vocabulary that can general-
ize among the inflected surface forms commonly
observed in morphologically-rich languages (Ata-
man et al., 2017; Huck et al., 2017; Tamchyna et
al., 2017). Moreover, many studies have showed
that splitting words into sub-word units at posi-



tions that disregard the morpheme boundaries can
lead to semantically ambiguous sub-word units,
and consequently, inaccurate translations (Niehues
et al., 2016; Ataman et al., 2017; Pinnis et al.,
2017).

Linguistically-Motivated Vocabulary Reduc-
tion also constitutes a pre-processing step to
NMT where an unsupervised morphology learn-
ing algorithm learns the optimal way of segment-
ing words into morphs and later uses the lexicon
of morphs to build a sub-word vocabulary for the
translation engine. The method is an extension of
Morfessor FlatCat (Gronroos et al., 2014), where
a Hidden Markov Model (HMM) models the com-
position of a word based on the transitions between
different morphs and their morphological cate-
gories (i.e. prefix, stem or suffix). The category-
based HMM is essential for a linguistically moti-
vated segmentation, as words are only split con-
sidering the possible categories of the morphs and
not at positions which may break the morpholog-
ical structure or generate semantically ambiguous
sub-word units. Ataman et al. (2017) have modi-
fied this method in order to optimize the morphol-
ogy model with a constraint on the output vocabu-
lary size, allowing it to be adopted as a vocabulary
reduction method for NMT. By manipulating reg-
ularities in morphological transformations of the
concatenating nature, LMVR aids to improve the
NMT of languages with agglutinative or templatic
morphology. However, it does not yield signif-
icant improvements in fusional languages where
the boundaries of morphemes inside the words are
not transparent (Ataman and Federico, 2018a).

3.3 Morphological Analysis

In contrast to statistical approaches, few studies
have opted to use supervised morphological analy-
sis tools in order to reduce data sparseness in NMT.
For instance, Sanchez and Toral (2016) have used
a supervised morphological segmentation tool for
English-Finnish NMT in order to separate words
into root and inflection boundaries, whereas Huck
and colleagues (2017) suggested to perform NMT
based on a vocabulary of morphological features
predicted by a morphological analyzer. While such
methods aid in predicting a more compact NMT
vocabulary in terms of root and affixes, they can-
not reduce the vocabulary of a given text to fit any
vocabulary size, which obliges one to further re-
duce the vocabulary using an unsupervised word

34

segmentation method. Moreover, morphological
analyzers are language-specific tools and as such
they cannot provide general solutions to machine
translation.

4 Learning Compositional Input
Representations via bi-RNNs

One drawback of using statistical word segmen-
tation methods for vocabulary prediction in NMT
is that these methods constitute a pre-processing
step to NMT, and hence they are not optimized
for the translation task. Moreover, as given in
Figure 1la, transforming sentences into sequences
of sub-words leads to distributing the probability
of a source word among multiple tokens, thus,
increases the complexity of the alignment task
performed by the attention model. In order to
improve the accuracy in translating rare words
in NMT, instead, we propose to perform NMT
using word representations learned composition-
ally from smaller orthographic symbols inside the
words, such as character n-grams, that can easily
fit in the model vocabulary. This composition is
essentially a function which can establish a map-
ping between combinations of orthographic units
and lexical meaning, that is learned using the bilin-
gual context, so that it can produce representations
that are optimized for machine translation.

In our model (Figure 1b), the one-hot vectors
retrieve the corresponding source embeddings for
every word and feed them to an additional com-
position layer, which computes the final represen-
tations that are input to the encoder. For learning
the mapping between the sublexical units and the
lexical context, we employ a bi-RNN. Hence, by
encoding the context of each interior unit inside
the word, we believe that the network be able to
capture important cues about their functional role,
i.e. semantic or syntactic contribution to the word
meaning. We implement the network using GRUs
(Cho et al., 2014), which have shown compara-
ble performance to LSTM units (Hochreiter and
Schmidhuber, 1997) while performing faster com-
putation. As a minimal set of input symbols re-
quired to cope with contextual ambiguities, and at
the same time optimize the size of the NMT vo-
cabulary, we opt to use intersecting sequences of
character trigrams, as recently suggested by Va-
nia and Lopez (2017). Our preliminary experi-
ments (Ataman and Federico, 2018b) also con-
firmed the stand-alone sufficiency of character tri-
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(a) Input: sub-word embeddings.

(b) Input: word representations built from char trigrams.

Figure 1: NMT of the Turkish sentence Eve geldim (I came home) using different input representations.

grams as fundamental units in the compositional
NMT model.

Given a bi-RNN with a forward (f) and back-
ward () layer, the input representation w of a to-
ken of ¢ characters is computed from the hidden
states h{ and hY, i.e. the final outputs of the for-
ward and backward RNNs, as follows:

w = Wyh% + W;h) +b 3)

where W and W), are weight matrices and b
is a bias vector (Ling et al., 2015). These param-
eters are jointly learned together with the internal
parameters of the GRUs and the input token em-
bedding matrix to minimize the cost of the overall
network while training the NMT model. For an in-
put of m tokens, the computational complexity of
the network is increased by O (K tyaxm), where K
is the average cost of one bi-RNN layer and ¢y«
is the maximum number of symbols per word.

S Experiments

In order to evaluate our approach in NMT, we set
up an evaluation benchmark which models NMT
from four languages: Czech (CS), German (DE),
Italian (/7)) and Turkish (7R) into English (EN),
where each input language represents a different
lexical distribution reflected by its morphologi-
cal characteristics, simulating conditions ranging
from the low-resource and high sparseness (Turk-
ish) to the high-resource and low sparseness (Ital-
ian) cases.

For training the Czech-English and German-—
English NMT models, we use the available data
sets from the WMT? (Bojar et al., 2017) shared
task on machine translation of news, which con-
sist of Europarl (Koehn, 2005), Commoncrawl
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and News Commentary (Tiedemann, 2009). For
achieving a comparable size of training data, we
reduce the training set in German-English us-
ing the Invitation Model (Cuong and Simaan,
2014). We evaluate these models on the offi-
cial test sets from 2016. Due to the lack of
sufficient amount of news domain data, for the
Italian—English and Turkish-English directions,
we build generic NMT systems using data col-
lected from TED Talks (Cettolo et al., 2012), EU
Bookshop (Skadins et al., 2014), Global Voices,
Gnome, Tatoeba, Ubuntu (Tiedemann, 2012),
KDE4 (Tiedemann, 2009), Open Subtitles (Lison
and Tiedemann, 2016) and SETIMES (Tyers and
Alperen, 2010), and reduce the size of the train-
ing data for having comparable numbers of tokens
(Italian) and types (Turkish) with the other lan-
guages. These models are evaluated on the official
test sets from the evaluation campaign of TWSLT?
(Cettolo et al., 2017). The morphological charac-
teristics of the languages used in our study are pre-
sented in Table 1, while the statistics of the data
sets used in our experiments can be seen in Tables
2 and 3.

We perform NMT by keeping the segmentation

3The International Workshop on Spoken Language Transla-
tion with shared tasks organized between 2003-2017.

Language | Morphological | Morphological
Typology Complexity
Italian Fusional Low
German Fusional Medium
Czech Fusional, High
Agglutinative
Turkish Agglutinative High

Table 1: The evaluated languages in our study along with
their morphological characteristics.



Language | # sentences (K) \ # tokens (M) \

# types (K)

IT-EN 785 21(IT) - 22(EN) | 152(IT) - 106(EN)
DE-EN 992 19(DE) - 18(EN) | 501(DE) - 261(EN)
CS-EN 965 22(CS) - 25(EN) | 385(CS) - 204(EN)
TR-EN 434 6(TR) - 8(EN) | 373(TR) - 135(EN)
Table 2: Training sets. (M: Million, K: Thousand.)
Language Data sets # sentences (K) \ # tokens (K)
IT-EN Dev | dev2010 & test2010 3,5 74(IT) - 79(EN)
Test | test2011 & test2012 3,2 55(IT) - 60(EN)
DE-EN | Dev test2015 2,2 44(DE) - 46(EN)
Test test2016 3,0 62(DE) - 65(EN)
CS-EN Dev test2015 2,7 46(CS) - 54(EN)
Test test2016 3,0 57(CS) - 65(EN)
TR-EN Dev | dev2010 & test2010 2,4 34(TR) - 47(EN)
Test | test2011 & test2012 2,7 39(TR) - 53(EN)

Table 3: Development and Testing Sets. All data set are official evaluation sets from WMT (Czech and German) and IWSLT

(Italian and Turkish). (M: Million, K: Thousand.)

on the English side constant and applying different
open vocabulary NMT approaches to the input lan-
guages. We segment the English side with LMVR
as it provides a segmentation that is more consis-
tent with the morpheme boundaries (Ataman and
Federico, 2018b).

The compositional bi-RNN is implemented in
PyTorch (Paszke et al., 2017) and integrated into
the OpenNMT-py toolkit (Klein et al., 2017). The
simple NMT model constitutes the baseline in our
study and performs translation directly at the level
of sub-word units, using a two-layer encoder based
on Stacked GRUs, a two-layer GRU decoder, in-
put feeding and the general global attention mech-
anism (Luong et al., 2015). For segmenting the
words in the source side, we chose to use BPE for
the fusional languages (Czech, German and Ital-
ian), whereas in Turkish we use LMVR, as sug-
gested in (Ataman and Federico, 2018a). The
compositional model, on the other hand, performs
NMT with input representations composed from a
vocabulary of character trigrams. All the models
use an embedding and GRUs with size 512. In or-
der to achieve a fair comparison, we use a one-
layer encoder for the compositional model, which
allows the two models to have comparable number
of parameters, whereas we use the same settings
for the remaining network properties and hyper-
parameters. All models are trained using the Adam
optimizer (Kingma and Ba, 2015) with an initial
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learning rate of 0.0002 and default values for the
other hyper-parameters. We clip the gradient norm
at 1.0 (Pascanu et al., 2013) and set the dropout at
0.1 after hyper-parameter tuning. All models are
trained with a model vocabulary of 30,000 units.
The compositional model uses a trigram vocab-
ulary of the same size whereas the segmentation
methods (BPE and LMVR) are trained to fit in this
exact vocabulary limit. We evaluate the accuracy
of each model output using the (case-sensitive)
BLEU (Papineni et al., 2002), TER (Snover et al.,
2006) and chrF (Popovic, 2015) metrics. Signifi-
cance tests are computed only for BLEU with Mul-
teval (Clark et al., 2011).

6 Results and Discussion

The performance of NMT models in translating
each language using different types of encoder in-
put representations can be seen in Table 4. The re-
sults show that the compositional model achieves
the best translation accuracy in translation of all
morphologically-rich languages. The overall im-
provements obtained with this model over the best
performing simple model are 0.77 BLEU points
in German, 0.74 BLEU points in Czech and 0.11
BLEU points in Turkish to English translation di-
rections. The improvements are more evident for
Turkish in terms of other evaluation metrics, where
the compositional model improves the translation
accuracy by 0.016 TER and 0.009 chrF points. In



Language Model BLEU | TER | chrF
Direction
IT-EN Simple (BPE) 29.02 | 0.501 | 0.5328
Compositional | 28.66 | 0.506 | 0.5293
DE-EN Simple (BPE) 20.46 | 0.591 | 0.4544
Compositional | 21.23 | 0.585 | 0.4537
CS-EN Simple (BPE) 19.59 | 0.615 | 0.4724
Compositional | 20.33 | 0.614 | 0.4780
TR-EN | Simple (LMVR) | 23.02 | 0.585 | 0.4613
Compositional | 23.13 | 0.569 | 0.4703

Table 4: Experiment Results. Best scores for each translation direction are in bold font. All improvements over the baseline

are statistically significant (p-value < 0.01).

Italian to English translation direction, the perfor-
mance of the simple model is higher than the com-
positional model by 0.36 BLEU, 0.005 TER and
0.0035 chrF points.

The better performance of the compositional
model in translating German, Czech and Turkish
suggests that our approach is beneficial in elim-
inating the morphological errors caused by seg-
mentation in languages with different morpholog-
ical typologies. The improvements are highest for
Czech and German, both of which have a fusional
morphology of medium to high complexity, and
the source language vocabulary of the training data
ranges from around 400,000 to 500,000 types of
words, indicating a high level of lexical sparseness.
At a comparable vocabulary size, the improve-
ments are generally lower in Turkish to English
translation direction, where the input language has
an agglutinative morphology with a much higher
level of data sparseness. This might be due to
the efficient performance of LMVR in generating
morphologically-consistent sub-word units in the
low-resource setting of agglutinative languages.
Nevertheless, the results suggest that our compo-
sitional model can learn a higher level of morpho-
logical knowledge than LM VR, which was previ-
ously found to provide comparable performance to
morphological analyzers in Turkish-English NMT
using the embedding-based input representations
(Ataman et al., 2017). Moreover, it can also gen-
eralize over different types of morphology in both
low and high resource settings.

In the Italian to English translation direction,
despite the comparable size of training data with
Czech and German in the high-resource setting,
the source word vocabulary is around 150,000
words, which represents the low level of sparse-
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ness. The higher overall performance of the NMT
model which uses BPE for vocabulary reduction
compared to the compositional model suggests
that the embedding based sub-word representa-
tions are sufficient in reducing this vocabulary to
fit into a space of 30,000 units. Nevertheless, in
order to observe the actual accuracy in translat-
ing rare words, we carry out a focused analysis
where we sample from the test sets only the sen-
tences that contain singletons (i.e. words that are
observed once in the training corpus) in the source
side and evaluate the translation accuracy obtained
with each NMT model on these sentences. This
sampling results in 190 sentences in Italian, 470
sentences in Turkish, 562 sentences in German and
611 sentences in Czech to English directions. The
results of this analysis, which can be found in Ta-
ble 5, show that the compositional model trans-
lates sentences containing rare words more accu-
rately than the simple model in all languages, with
improvements ranging from 0.53 to 2.72 BLEU
points. The improvement obtained also in the Ital-
ian to English translation direction shows that al-
though in overall sub-word segmentation achieves
higher output accuracy, it is still not as efficient
as our approach in translating the small portion of
rare words in the Italian corpus.

We extend our analysis in order to also evaluate
the performance of different approaches in trans-
lating out-of-vocabulary (OOV) words. Similarly,
we sample from the test sets only the sentences
which contain OOVs, resulting in relatively larger
test sets of 443 Italian, 1096 Turkish, 1396 Czech
and 1449 German sentences. The evaluation of
each NMT model on these sets, results of which
are also given in Table 5, show that the composi-
tional model again outperforms the simple NMT



Language Model BLEU BLEU
Direction (Singletons) | (OOVs)
IT-EN Simple (BPE) 23.54 23.23
Compositional 24.07 24.98
DE-EN Simple (BPE) 14.19 14.30
Compositional 16.91 16.76
CS-EN Simple (BPE) 16.33 16.83
Compositional 16.60 17.73
TR-EN | Simple (LMVR) 19.69 20.31
Compositional 20.91 21.50

Table 5: Translation accuracy of NMT models evaluated only on sentences containing singletons and OOVs. Best scores for
each translation direction are in bold font. All improvements over the baseline are statistically significant (p-value < 0.01).

model in all languages, where the improvements
range from 0.90 to 2.46 BLEU points. These
findings suggest that our compositional NMT ap-
proach provides a higher generalization capability
compared to conventional approaches to open vo-
cabulary NMT.

7 Conclusion

In this paper, we have addressed the problem of
translating rare words in NMT and proposed to
solve it by replacing the conventional sub-word
embeddings with input representations composi-
tionally learned from character n-grams using a bi-
RNN. Our approach showed significant and con-
sistent improvements over a variety of languages
with different morphological typologies, making it
a competitive approach for NMT of low-resource
and morphologically-rich languages. In the future,
we plan to extend our approach in order to im-
prove also the target side representations used by
the NMT decoder and to evaluate it under similar
morphological and data sparseness conditions on
the target side. Finally, our benchmark and imple-
mentation are available for public use.
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Abstract

The paper presents a methodology for the
development and task-based evaluation
of phonological models, which improve
the accuracy of cognate terminology
identification, but may potentially be
used for other applications, such as trans-
literation or improving character-based
NMT. Terminology translation remains a
bottleneck for MT, especially for under-
resourced languages and domains, and
automated identification of cognate terms
addresses this problem. The proposed
phonological models explicitly represent
distinctive phonological features for each
character, such as acoustic types (e.g.,
vowel/ consonant, voiced/ unvoiced/ so-
nant), place and manner of articulation
(closed/open, front/back vowel; plosive,
fricative, or labial, dental, glottal conso-
nant). The advantage of such representa-
tions is that they explicate information
about characters’ internal structure rather
than treat them as elementary atomic
units of comparison, placing graphemes
into a feature space that provides addi-
tional information about their articulatory
(pronunciation-based) or acoustic (sound-
based) distances and similarity. The arti-
cle presents experimental results of using
the proposed phonological models for ex-
tracting cognate terminology with the
phonologically aware Levenshtein edit
distance, which for Top-1 cognate rank-
ing metric outperforms the baseline char-
acter-based Levenshtein by 16.5%. Pro-
ject resources are released on:

https://github.com/bogdanbabych/cognates-phonology

© 2018 The authors. This article is licensed under a Crea-
tive Commons 3.0 licence, no derivative works, attribution,
CC-BY-ND.

1 Introduction: development of phonologi-
cal models for cognate terminology iden-
tification

This paper presents a methodology for the
development and automated evaluation of
linguistic phonological features sets that can
extend traditional methods of cognate
terminology identification, such as Levenshtein
edit distance.

Cognate identification is important for a range
of applications. This paper evaluates its use for
assisting MT developers in creating cognate term
banks used in rule-based and hybrid MT, as well
as in computer-assisted translation, development
of dictionaries and between closely related lan-
guages (e.g., Ukrainian (Uk) and Russian (Ru),
Portuguese (Pt) and Spanish (Es), Dutch (NI) and
German (De)). For many of such language pairs
one of the languages can be under-resourced,
therefore no electronic dictionaries are available,
and only small parallel corpora with limited lexi-
cal coverage can be collected. Typically these
parallel corpora can provide translations for fre-
quently used general words, but miss the ‘long
tail” of less frequent, often topic-specific or ter-
minological words. However, in closely related
languages these words are often cognates, which
creates a possibility to rapidly extend bilingual
lexicons in semi-automated way using non-
parallel, comparable corpora and automated cog-
nate identification techniques. In this task, cog-
nate candidates are generated from word lists
created from large monolingual comparable cor-
pora in both languages The assumption is that the
developers have good linguistic intuition of both
languages and work through lists of cognate can-
didates, checking which pairs can be added to the
bilingual dictionary. Their productivity depends
on whether cognates are presented high up in the
list of candidates, ideally at the top of the list, or

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the Furopean Association for Machine Translation, p. 41-48
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at least in the top N items, where N should be
relatively small, e.g., the number of lines which
fit on a single screen.

Other uses of cognates for terminology identi-
fication include term extraction from parallel
corpora. If multiword source terms are known,
the task is to identify the boundaries of the corre-
sponding multiword target terms in the aligned
target sentences, where component words or
stems of compound words within the target terms
may not be necessarily cognate with the corre-
sponding source, so correctly identified cognates
can facilitate adding adjacent non-cognate words
according to part-of-speech and word order pat-
terns, e.g., En: ‘information requirements’ ~ Uk:
‘inghopmayinni nompeou’ (‘informatsijni potre-
by’); or splitting and extending compounds
which have cognate parts, e.g., En: ‘multina-

tional’ ~ Uk: ‘OaraToHaiOHANBHUIL -
(‘bahatonatsionalnyj’).
Yet another application of cognate

identification is sentence alignment of parallel
corpora, where statistical alignment methods are
more accurate if cognates are used as an
additional data source (Lamraoui and Langlais,
2013:2). Inaccuracies in cognate identification,
which are due to orthographic differences, often
create unnecessary bottlenecks for this task
(Varga et al.,, 2015: 249). In this scenario
identified cognates are not necessarily terms, but
they contribute to a more accurate alignment and
extraction of non-cognate terminology, produced

from word alignment and monolingual
terminology detection.
An  additional complication for the

multilingual terminology extraction scenarios
that rely on cognate identification is the use of
different writing systems in the source and target
(e.g., Cyrillic or Georgian vs. Latin script),
which requires transliteration between those
languages.

Transliteration is often non-trivial, because of
differences in pronounciation of the same letters,
the lack of direct graphemic equivalents across
languages, contextual  dependencies  in
transliteration rules, different  historical
conventions for different words (e.g., En/De “h”
=2 Ru “x” (hockey ~ xoxkeu, since borrowed
directly from En), or “r” (hermeneutics ~
ecepmenesmuxa, since borrowed via Ukrainian,
where En: h > Uk: r [y] 2 Ru: r [g]). Also,
even if languages use the same alphabet,
pronounciation of letters and corresponding
transliteration rules may differ (e.g., Cyrillic
letter “u” = [i] in Ru and [y] in Uk, Latin letter
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“g” = [g] in En/De, and [y] in Nl), so new trans-
literation mappings need to be created for each
translation direction, each with their potential
language-specific problems.

As a result, the complexity of transliteration in
some cases is comparable to the complexity of
MT, and it is often addressed not via simple
character mappings, but via fully developed
character-based MT models that require an
aligned training corpus for each translation direc-
tion, and which are used in MT applications to
cover out-of-vocabulary words, such as com-
pounds, morphologically complex words, named
entities and cognate terminology (Senrich et al.,
2016: 1716)

Transliteration problem resembles a traditional
“direct translation” bottleneck in MT: this ap-
proach cannot reuse any of the previously created
mappings between languages if a new language
pair or translation direction need to be covered.
A more principled approach to the transliteration
problem in the context of automated cognate
identification, developed in this paper, is map-
ping characters for each language into a lan-
guage-independent (“interlingual”) phonological
feature space.

2 Related work

The use of phonological features for cognate
identification has been initially proposed in the
context of dialectological studies (Nerbonne &
Heeringa, 1997) and diachronic phonology
(Kondrak, 2000: 288), (Kondrak, 2009). Some
limitations of these approaches for MT-related
tasks have been discussed in (Babych, 2016),
such as the need for phonological transcription of
orthographic words and the absence of reliable
evaluation for different ways of organising the
complex phonological feature space and compu-
ting similarity between phonological segments.
For instance (Kondrak, 2000: 290-293) acknowl-
edges that different phonological features make
unequal contribution in computing similarity be-
tween segments. To address this problem, in the
ALINE phonetic aligner an introspective set of
weights for each of the features is adopted from
(Ladefoged, 1995). Machine-learning algorithms
based on learning phonetic mappings from bilin-
gual texts (Kondrak, and Sherif, 2006) outper-
form the introspective linguistic model based on
weighted phonological features.

However, the most important difference be-
tween identification of cognates for dialectologi-
cal or historical studies of language vs. for MT-



oriented tasks of cognate term identification is
the range of the compared candidate cognates
and therefore the need of the metric to be opti-
mised for both recall and precision on the large
dictionary data sets. Addition of phonological
features on such tasks often results in overgener-
ation, so additional features have to be used, such
as semantic similarity of terms, WordNet-based
and semantic features, clustering (Kondrak,
2009, St Arnaud et al., 2017).

On the large scale for cognate identification
for MT, where datasets are not limited only to
candidate cognate pairs, a character-based Le-
venshtein edit distance (Levenshtein, 1966) is
typically used, without additional linguistic fea-
tures. Levenshtein metric calculates the number
of insertions, deletions and substitutions between
compared word pairs from different languages
and determines if they pass a threshold to be con-
sidered cognate candidates. For example, if cog-
nate candidates are extracted from a non-aligned
or non-parallel corpus, the Levenshtein distance
is computed for every pair of words in the two
word lists created for each language (the Carte-
sian product of the lists), the search space may be
restricted to comparing words with the same
part-of-speech (PoS) codes, if PoS annotation is
available for the corpus.

However the problem with the character-based
Levenshtein metric is that all characters in com-
parison are treated as atomic units that do not
have any internal structure and therefore, can be
substituted only as a whole character. Because of
this the Levenshtein metric does not distinguish
between the substitutions of characters that cor-
respond to acoustically/articulatory similar
sounds vs. the substitution of phonologically dis-
tant letters. As a result, words that are intuitively
close may receive a large distance score, e.g.,

Uk “orcoemuii” (zhovtyj)=‘yellow’

Ru “orcénmuorii” (zheltyj) = ‘yellow’

(Lev distance = 3),

where, for historical reasons, articulatory similar
sounds are represented by different characters:
the sound [o] — by ‘0’ in Uk and ‘€’ in Ru, the
sound [y] — by ‘»w” in Uk and ‘s’ in Ru. On the
other hand, words that are not cognates and are
phonologically and intuitively far apart, still re-
ceive the same distance scores, such as:

Uk “orcoemuii” (zhovtyj) = ‘yellow’ and

Ru “orcymxuii” (zhutkij) = ‘dismal’ (Lev = 3).

For example, here no distinction is made be-
tween, on the one hand, the substitution “0” (0)
> “¢” (‘o) of phonologically similar sounds
(which differ only in a peripheral feature — trig-
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gering palatalization of the preceding consonant
(Uk: -- Ru: +; in addition, this feature is neutral-
ised after the sibilant “orc” (zh)), and on the other
hand — the substitution “0” (0) = “y” (u), where
sounds differ in core articulatory features of the
place of vowel articulation (Uk: middle; Ru:
close/high).

Some existing modifications and extensions of
the Levenshtein metric introduce weightings for
different character mapping, but these weights
need to be set or empirically determined for each
specific mapping: compared characters still do
not have internal structure and there is no way to
predict the weights in advance for any possible
pair in a principled way.

This paper presents an automated task-based
evaluation framework for an extension to the
Levenshtein edit distance metric, which explicit-
ly represents linguistic phonological features of
compared characters, so the metric can use in-
formation about characters’ internal feature
structure rather than treat them as elementary
atomic units of comparison. Similar sets of dis-
tinctive features have been used for comparing
transcriptions of spoken words in modeling dia-
lectological variation and historical changes in
languages (Nerbonne and Heeringa, 1997). In the
proposed approach, phonological feature repre-
sentations are applied to cognate identification
and terminology extraction tasks, transliteration,
and as well as modeling morphological variation.
Previously it has been shown that there are mul-
tiple ways of identifying, representing, structural-
ly arranging and comparing these features in a
phonological feature space (Babych, 2016), so
there is a need for a methodology for evaluating
alternative feature configurations. The results of
the previously reported pilot experiment, using a
small-scale manual evaluation, indicated the
need to use hierarchical phonological feature
structures for consonants rather than flat feature
vectors previously used in dialectological re-
search.

Manual evaluation methods in previous pilot
experiment cannot be used for systematically
testing and optimising weights or alternative
phonological feature representations used in the
Levenshtein phonological metric.

For instance, a serious problem for the pro-
posed phonologically aware metric has been
overestimation of its insertion and deletion costs,
which is mainly due to the relatively smaller av-
erage substitution cost, and no corresponding
reduction in the average insertion or deletion
costs. E.g., for non-cognates a replacement of a



consonant with another phonologically unrelated
consonant produces a substitution distance of
0.8, because one feature — “fype:consonant” does
not have to be rewritten (phonological structure
of consonants in the proposed models has 5 fea-
tures). If insertion and deletion costs remain =1,
this leads to disproportional under-generation of
cognates that contain inserted or deleted charac-
ters. Even though the need of adjusting inser-
tion/deletion distances has been highlighted in
the pilot stage, manual evaluation methods used
then did not allow us to test and optimise multi-
ple parameter settings for the phonological met-
ric, such as a range of different insertion and de-
letion costs. Their values have to be determined
experimentally using an automated evaluation
methodology.

This paper develops an automated framework
for evaluating different arrangements of phono-
logical features and parameters using the task of
cognate identification, which enables us to exper-
imentally find optimal setup of a metric for a
given task. Apart from practical applications
mentioned above, this methodology creates a
framework for feature engineering for phonolog-
ically aware character-based models for a wider
range of machine translation and machine learn-
ing methods and tools, to design and calibrate
phonological feature structures in a systematic
way tuned for optimal the performance on specif-
ic tasks.

The proposed automated evaluation frame-
work uses standard automatically computed
evaluation metrics, such as number of cognates
in top-N candidates and an average rank of a cor-
rect cognate in an ordered candidate list. Evalua-
tion is performed on a larger data set of candidate
cognate lists generated from large Ukrainian and
Russian corpora on a high-performance compu-
ting cluster. The evaluation results show the set-
tings where phonological Levenshtein metrics
achieves best performance on the cognate identi-
fication task and allow us to rule out some un-
productive modifications.

3  Phonological distinctive features and
their application for cognate identifica-

tion

A theory of phonological distinctive features,
which was first proposed by Roman Jacobson
(Jakobson and Halle, 1956: 46; Anderson, 1995:
116), associates each phoneme (an elementary
segmental unit of speech that distinguishes
meanings and is intentionally produced by
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speakers) with its unique set of values for
categories, which apply to classes of sounds. For
example, the phoneme [t] has the following
values for its associated phonological categories:

‘type’: consonant

‘voice’: unvoiced

‘maner of articulation’: plosive;

‘active articulation organ’: front of the tongue

‘passive articulation organ’: alveolar
Phoneme [d] has the same set of articulatory fea-
tures apart from one: it is pronounced with vocal
cords vibrating, while organs and manner of ar-
ticulation remain the same, so it differs only in
the value of one distinctive feature,

‘Voice’: voiced.

In historical development of languages and in
morphological variation within a language the
phonological changes more often apply only to
values of certain distinctive features within char-
acters, but much less often extend to the whole
category-value system, e.g.: De: “Tag” = NI
“dag” (‘day); De: “machen” Nl “maken”
(‘make’). Therefore, for languages where the
writing system is at least partially motivated by
pronunciation, for certain character based mod-
els, e.g., modelling morphological variation or
cognates in different languages, it would be use-
ful to represent phonological distinctive features
of characters, in order to differentiate between
varying degrees of closeness for their different
classes, e.g., vowels, sonants and consonants, or
sounds with identical or similar articulation.
Greater closeness between characters in terms of
their phonological features has important linguis-
tic and technical applications, such as modelling
dialectal variation, historical change, morpholog-
ical and derivational changes in words, e.g., stem
alternations in inflected forms.

(1) In past research (Babych, 2016: 123)
phonological distinctive features have been inte-
grated into the Levenshtein distance metric in the
following way: e.g., to substitute [t] with [d] in
NI: “tag” — De: “dag” there is a need to re-write
only one feature out of 5, so the distance is 0.2
rather than 1. However, in the general case dif-
ferent classes of characters use different numbers
of features, so substitution distance Subst is cal-
culated as:

Subst = 1 — F-score,
where F-measure is the harmonic mean of Preci-
sion and Recall of the overlap between sets of
their phonological features. This allows the met-
ric to calculate the distance for characters with
different numbers of features remaining symmet-
ric.



(2) The order of matching the distinctive
features was found to be important. The experi-
ment described in Section 4 compares two differ-
ent arrangements of features: as flat feature vec-
tors and as feature hierarchies. In the hierarchies
the higher level features need to be matched as a
pre-condition for attempting to match lower level
features. Hierarchical organization consistently
achieves better performance compared to flat
feature vectors. Intuitively this means that not all
feature categories should be treated equally;
some are more central, have higher priority, and
license comparison of lower level features on the
periphery of the phonological feature system.

(3) Insertion and deletion costs have been
calibrated for the range between 0.2 and 1 using
the proposed evaluation framework, described in
this paper in Section 4. Optimal performance on
cognate identification was achieved for cost of
insertion = deletion = 0.8.

For the task of cognate identification, the in-
troduction of these features distinguishes differ-
ent types of character substitutions and gives
more accurate prediction of the degree of close-
ness between compared characters and words,
e.g., for the word pairs discussed above, where
the baseline Levenshtein distance =3 for both
(matching features, which do not need to be re-
written, are highlighted in bold):

Graphemic-Phonological (graphonological) fea-
ture Uk: “orcosmuii” (zhovtyj) = ‘yellow’

X (zh) 'type:consonant', 'voice:ff-voiced',
'maner:ff-fricative', 'active:ff-fronttongue',
'passive:ff-palatal’

o (o) 'type:vowel’, 'backness:back’,
'height:mid', 'roundedness:rounded’,
'palate:nonpalatalizing'

B (V) 'type:consonant', 'voice:fl-voiced',
'maner:fl-fricative', 'active:fl-labial’,
'passive:fl-bilabial’

T (t) 'type:consonant', 'voice:pf-unvoiced',
'maner:pf-plosive’, 'active:pf-fronttongue’,
'passive:pf-alveolar’

u (y) 'type:vowel', 'backness:front',
'height:closemid','roundedness:unrounded’
, 'palate:nonpalatalizing'

it (j) 'type:consonant', 'voice:xm-sonorant',
'maner:xm-approximant','active:xm-
midtongue', 'passive:am-palatal’

Feature representations for corresponding char-
acters in Ru: “orcénmutii” (zheltyj) = ‘yellow’.

¢ (io) 'type:vowel', 'backness:back’,
'height:mid', 'roundedness:rounded’,
'palate:palatalizing'

1 (1) 'type:consonant', 'voice:lf-sonorant', '
maner:lf-lateral’, 'active:1f-fronttongue’',
'passive:lf-alveolar'

B (y) 'type:vowel', 'backness:central',
'height:closemid’,'roundedness:unrounded
’, 'palate:nonpalatalizing’

It can be seen from the examples above, why for
the task of cognate identification it is important
that character substitution in the graphonological
Levenshtein metric only touches some distinctive
feature in a characters’ feature sets. Such feature
substitution at the sub-character level still unam-
biguously changes one character into another,
since there is a one-to-one correspondence be-
tween a new set of phonological features and the
corresponding sound or character: according to
Jacobson’s distinctive features model (imple-
mented in the proposed phonological representa-
tions), there cannot be two sounds in a language
that share exactly the same set of values for their
phonological categories.

If only some sub-character features are
changed, the substitution cost is < 1, and normal-
ly reflects the proportion of phonological fea-
tures which need to be rewritten.

Calculation of the Graphonological Levenshtein
metric for Uk “orcoemuii” (zhovtyj) = ‘yellow’
and (Ru) “xénterit” (zheltyi) = ‘yellow’:

0.0 1.0 2.0 3.0 4.0 5.0 6.0
1.0 0.0 1.0 2.0 3.0 4.0 5.0
20 1.0 02 1.2 22 32 42
3.0 2.0 1.2 1.0 2.0 3.0 4.0
4.0 3.0 22 2.0 1.0 2.0 3.0
5.0 4.0 3230201222
6.0 50 42 40 3.0 22 1.2

cf.. Metric calculated for Uk “axcosmui”
(zhovtyj) = ‘yellow’ with Ru “orcymruir” (zhutkiy)
‘dismal’:

0.0 1.0 2.0 3.0 4.0 5.0 6.0

1.0 0.0 1.0 2.0 3.0 4.0 5.0

20 1.0 02 1.2 22 32 42

302012 1.0 1.2 22 32

40 302220182230

5.0 4.0 3.2 3.0 2.8 2.0 3.0

6.0 5.0 42 4.0 3.8 3.0 2.0

While the baseline Levenshtein distance
Lev=2 for both pairs shown above, the phonolog-



ically-aware distance, GLev 2.0 for non-
cognates, which is > 1.2 for cognates.

An additional advantage of using of phonolog-
ical feature representations for graphemes is a
more natural “interlingual” transliteration be-
tween different scripts and languages. The pho-
nological models, presented in this paper, map
characters from any given language into a uni-
versal space of acoustic and articulatory phono-
logical features, which is independent of any
specific writing system or a language-pair. This
space can be seen as a phonological “interlin-
gua”, which shares some advantages with the
idea of interlingual MT: graphonological map-
pings enable implicit cross-lingual transliteration,
where mappings from individual languages into
the common phonological feature space can be
reused when new translation directions are add-
ed.

4  Set-up and results of the evaluation ex-
periment
This section presents a methodology for

automated performance-based evaluation that is
used in testing different settings of phonological
categories and values for the extended
Levenshtein metric. The experiment is set up in
the following way:

(1) Small freely available electronic dictionar-
ies for Ukrainian—Russian and Russian—
Ukrainian directions were used to develop a
gold-standard translation glossary of 11000
Ukrainian words, each having one or more Rus-
sian translation equivalents. All source words
and their translation equivalents were used as
they appear in the dictionaries (for the Russian—
Ukrainian dictionary the translation direction was
reversed and the translation equivalents missing
from the original Ukrainian—Russian list were
added to it. Cognates were not specifically se-
lected or annotated in any way, so the gold
standard evaluation set represented a standard
introductory size bilingual glossary, such that
similar resources could be found or compiled for
many other language pairs.

(2) For identification of cognates two large
monolingual corpora of Ukrainian and Russian
news were used (250 million words each) with a
standard morphological annotation of parts-of-
speech (PoS) and lemmas. For each language
frequency lists of lemmas and PoS codes were
generated from these morphologically annotated
corpora. After this the source and target words
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from the Ukrainian—Russian glossary have been
intersected with the Russian and Ukrainian word
lists compiled from PoS-tagged corpora for cor-
responding languages. The resulting Ukrainian
evaluation set with corresponding gold-standard
Russian dictionary equivalents included only
those entries that were found both on the source
and target sides in the glossary and both in the
Ukrainian and Russian monolingual word lists.
As a result, the evaluation set contained only the
entries that could in principle be found by the
cognate identification tool in the word lists and
evaluated using the glossary.

(3) An additional requirement has been intro-
duced that in both word lists the cognates should
be tagged with the same part-of-speech. This re-
duces the search space for cognates and compu-
ting time needed to calculate phonological Le-
venshtein distances.

(4) Candidate cognate lists were generated for
809 randomly selected entries from the Ukraini-
an evaluation set in the following way. For each
Ukrainian word in the evaluation set different
variants of the Levenshtein edit distances were
calculated to each word in the large Russian
monolingual word list from the news corpus
(around 106.000 unique lemmas, further filtered
by their of speech codes). This process is compu-
tationally intensive and required parallel pro-
cessing of the Ukrainian test entries on a high-
performance computing cluster. Even though
calculation of the baseline traditional Le-
venshtein distance is relatively fast, calculation
of the phonological variant of this metric is much
more computationally demanding, as it requires
generating and comparing phonological feature
sets for each of the compared characters in a
large number of strings. For the current imple-
mentation, sequential generation of the phono-
logical Levenshtein edit distances between a test
Ukrainian entry and each of the 106.000 entries
in the Russian monolingual word list takes about
4 minutes of computing time (54 hours of se-
quential computation for the whole evaluation set
of 809 Ukrainian words).

In future, for the task of a large-scale induc-
tion of cognates between languages phonological
feature representations will be optimised for
speed and other techniques such as hashing of
phonological features for the searched target en-
tries will be implemented, which is expected to
make the developed metric more usable for gen-
eration of wide-coverage translation resources.

(5) Candidate cognate lists were ranked ac-
cording to distance scores produced by the fol-



lowing edit distance metrics: the Baseline Le-
venshtein edit distance, the phonological Le-
venshtein distance that used flat feature vectors,
and by five variants of the phonological Le-
venshtein distance metric that used hierarchical
phonological feature representations and one of
the five possible weights for insertions/deletions:
0.2,0.4,0.6,0.8 and 1.

For each Ukrainian word from the evaluation
set, its Russian translation equivalents from the
gold standard dictionary translations were auto-
matically searched in the ranked cognate lists
generated for that word by different variants of
the Levenshtein metric. The position of the top
dictionary translation equivalent was recorded in
each of the ranked cognate lists.

(6) Even though dictionary equivalents were
not necessarily cognates in the evaluation set, the
experiment produced meaningful results, because
non-cognate equivalents were simply not found
and disregarded for the consideration. In this way
the experimental set-up automatically focussed
on the quality of cognate identification. Im-
portantly, this allows us to avoid expensive man-
ual selection or annotation of cognates: as the
evolution methodology is automatic, all transla-
tion equivalents available in the gold standard are
treated equally: in this stage no distinction is
made between cognates and non-cognate equiva-
lents. This removes the need for the manual fil-
tering of the gold standard and also naturally co-
vers ‘near-cognates’ or words with cognate mor-
phemes where only parts of words match. Since
the baseline and the modified Levenshtein metric
are evaluated on the same gold standard, perfor-
mance figures are relative and show the differ-
ence in finding translation equivalents for any
degree of ‘cognateness’.

(7) Different variants of the metric are com-
pared by the following parameters: Median top-
N number for the metric; In top-1, top-5, top-10
and top-25.

(8) The following settings were compared:

(a) Baseline Levenshtein edit distance;

(b) Levenshtein distance extended with phono-
logical features with flat feature vectors;

(c) Levenshtein distance extended with hierar-
chical phonological features (where manner and
active place of articulation are treated as top-
level features, which need to be matched in order
for other features to match;

(d) Variants of the (b) and (c) metric with dif-
ferent insertion / deletion values — between 0.2
and 0.8.
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The results of the evaluation experiment are
presented in Table 1, where:

BaseL Lev = baseline Levenshtein metric

Phon Lev H = Phonological extension to Le-
venshtein metric with feature hierarchy

Phon Lev V = Phonological extension to Le-
venshtein metric with flat feature vectors

PhonLevi=0.X = Phonological extension to
Levenshtein metric with modified insertion / de-
letion cost: 10.2 = the cost of insertion deletion is
set to 0.2, 10.8 = is set to 0.8 (it is set to 1 in the
Phon Lev metrics.

5 Discussion of the results, conclusion

It can be seen from Table 1 that:

(1) Hierarchical phonological Levenshtein
metric outperforms the baseline on the Top 1 and
Top 2 measures, the median rank improvements
is +5%

(2) Flat phonological feature vector metric on
all measures performs worse than the baseline.
This can be interpreted as the need to take into
account the order of matching higher-level fea-
tures. Match of low-level features is not mean-
ingful if higher-level features are not matched.

(3) The Hierarchical metric with insertion / de-
letion cost set to 0.8 outperforms both the base-
line and the Levenshtein metric with the inser-
tion/deletion cost = 1, especially on the Median

Experiment | Med- Top 1 Top Top | Top
ian 5 10 25
topN

BaseL Lev 50 206 328 360 | 382

Phon Lev V 87.5 215 289 319 | 349

DiffBase L -75% +4.4% | -10% | -11% | -9%

PhLev

Hierarchy:

PhLev i=0.2 125.5 216 291 315 | 342

PhLev i=0.4 54.5 230 307 334 | 367

PhLev i=0.6 48 235 328 354 | 385

PhLev i=0.8 40 240 337 359 | 391

Ph Levi=1.0 47.5 240 334 359 | 385

Best BaseL | +20% | +16.5% | +3% 0% | 2%

Improv

Table 1: Automated evaluation of metric settings.

Top N, Top 1 and Top5 measures. This can be
interpreted as the need to scale down insertion
cost moderately, since the average substitution
cost is down.

The results show that phonological extension
to the Levenshtein edit distance metric on the
task of cognate identification outperforms the
character-based baseline. The proposed frame-



work also allows accurate calibration of the fea-
ture arrangement and other parameter settings of
the metric.

The modified Levenshtein metrics, phonologi-
cal features sets for several alphabets and sample
input files are released as an open-source soft-
ware on the github repository (Babych, 2018).

Future work will include systematic evaluation
of different possible feature hierarchies and
costs, and metrics application to other tasks, such
as transliteration.
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Abstract

This paper presents a shallow-transfer ma-
chine translation (MT) system for translat-
ing from Kazakh to Turkish. Background
on the differences between the languages
is presented, followed by how the system
was designed to handle some of these differ-
ences. The system is based on the Apertium
free/open-source machine translation plat-
form. The structure of the system and how it
works is described, along with an evaluation
against two competing systems. Linguis-
tic components were developed, including a
Kazakh-Turkish bilingual dictionary, Con-
straint Grammar disambiguation rules, lex-
ical selection rules, and structural transfer
rules. With many known issues yet to be ad-
dressed, our RBMT system has reached per-
formance comparable to publicly-available
corpus-based MT systems between the lan-
guages.

1 Introduction

In this paper we present a prototype shallow-
transfer rule-based machine translation system using
the Apertium free/open-source machine translation
platform (Forcada et al., 2011) for translating from
Kazakh to Turkish.

One of the most common criticisms towards
Rule-Based Machine Translation (RBMT) regards
the amount of work necessary to build a system for
a new language pair (Arnold, 2003). In fact, in a
traditional scenario, linguists with expertise in the
source and target language need to manually build
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all the dictionary entries and transfer rules. Con-
versely, in a corpus-based/statistical MT approach
(Koehn, 2010), no such effort is required as the sys-
tem can be automatically built from parallel corpora
providing they exist. If parallel corpora do not ex-
ist, then we see two options that remain. The first
is to create a new parallel corpus, either by translat-
ing millions of words from scratch (requiring effort
from translators),’ or by finding parallel text online
and processing it (requiring effort from program-
mers). The second option is to build a rule-based
machine translation system (requiring effort from
linguists). The most labour-intensive of these ap-
proaches is to translate the data from scratch, al-
though this might be practical in certain situations.
Building a rule-based machine translation system
and finding and processing parallel texts from the
internet are, given equal available expertise, around
equally time consuming. As large, freely available
parallel corpora are not known to exist between
Kazakh and Turkish and we were interested in struc-
tural differences between these two languages —
and producing new linguistic resources, we chose to
build a rule-based MT system. Kazakh and Turk-
ish are different enough that native speakers are not
able to make sense of the other language, but also
share similar enough structure that an RBMT system
is feasible with some level of linguistic knowledge.
This paper demonstrates that, with many known
issues yet to be addressed, our RBMT system has
already reached performance comparable to publi-
cally available SMT systems between the languages.
This has been accomplished solely with open source
tools and some level of linguistic knowledge about
'The millions of words number is taken from Koehn and
Knowles (2017) who compare neural MT against phrase-based
SMT for English—-Spanish for 0.4 million to 385.7 million

words. Even for these morphologically-poor languages, even
with one million words the performance is poor.

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the Furopean Association for Machine Translation, p. 49-58

Alacant, Spain, May 2018.



the two languages, and without large parallel cor-
pora or machine learning algorithms (although some
of the components in our opinion could be signifi-
cantly improved by using them; see Section 6 for
more details).

The paper will be laid out as follows: Section
2 gives a short review of some previous work in
the area of Turkic-Turkic language machine trans-
lation and an overview of other publically available
Kazakh-Turkish machine translators; Section 3 in-
troduces Kazakh and Turkish and compares their
grammar; Section 4 describes the system and the
tools used to construct it; Section 5 gives a prelim-
inary evaluation of the system; Section 6 describes
our aims for future work; and finally Section 7 con-
tains some concluding remarks.

2 Previous work

Within the Apertium project, there is ongoing
work on building MT systems (and thus underly-
ing components such as morphological transducers)
for translating between two Turkic languages, be-
tween a Turkic language and Russian or between
a Turkic language and English. Among released
MT systems there are: Kazakh-Tatar (Salimzyanov
et al., 2013), Tatar-Bashkir (Tyers et al., 2012b),
Crimean Tatar-Turkish and English-Kazakh (Sun-
detova et al., 2015) MT systems.

Several other MT systems have been reported
that translate between Turkish and other Turkic lan-
guages, including Turkish—Crimean Tatar (Altintas,
2001), Turkish—Azerbaijani (Hamzaoglu, 1993),
Turkish-Tatar (Gilmullin, 2008), and Turkish—
Turkmen (Tantug et al., 2007a,b) MT systems. As
for the systems for translating to/from Kazakh (be-
sides the ones already mentioned above), there is
a bidirectional Kazakh-English machine translation
system (Tukeyev et al., 2011) which uses a link
grammar and statistical approach. None of these
MT systems to our knowledge have been released
to a public audience.

Altenbek and Xiao-long (2010) propose a seg-
mentation system for inflectional affixes of Kazakh.
Makhambetov et al. (2015), Kessikbayeva and Ci-
cekli (2014) and Kairakbay and Zaurbekov (2013)
present work on Kazakh morphological analysis.

Both Kazakh and Turkish are among the lan-
guages supported by Google Translate? and Yandex
Translate® tools.

Inttp://translate.google.com
3http://translate.yandex.com
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3 The languages

Kazakh is classified as a member of the Northwest-
ern (or Kypchak) branch of the Turkic language
family. It is primarily spoken in Kazakhstan, where
it is the national language, sharing official status with
Russian. Large communities of native speakers also
exist in China, neighbouring Central Eurasian re-
publics, and Mongolia. The total number of speak-
ers is at least 10 million people (Simons and Fennig,
2018). The present-day Kazakh Cyrillic alphabet
consists of 42 letters, 33 of which are letters found in
the Russian alphabet. There are controversial plans
to transition to a Latin alphabet by 2025.

Turkish is classified as a member of the South-
western (or Oghuz) branch of Turkic language fam-
ily. With over 70 million L1 speakers (Simons and
Fennig, 2018), it is the Turkic language spoken by
the most people. The Turkish Latin alphabet con-
tains 29 letters.

Kazakh and Turkish exhibit agglutinative mor-
phology, meaning that word forms may consist of
a root and a series of affixes.

An MT system between Kazakh and Turkish is
potentially of great use to the language communities.
Automatic MT can save time and money over going
through e.g. Russian or English (and the system is
much easier to develop).

We continue with a brief overview of some differ-
ences in phonology, orthography, morphology and
syntax of the languages. A complete and detailed
comparison is out of scope of this work.

3.1 Phonology and orthography

Differences in phonology and orthography are less
relevant for this work because relatively high-
coverage morphological transducers were available
for both of the languages when we started work-
ing on the translator. The mutual intelligibility of
Kazakh and Turkish, both in their spoken and writ-
ten forms, is rather low, despite much similar mor-
phology and the existence of many cognates, often
with similar meanings.

3.2 Morphology and syntax
3.2.1 Verbals

There are verbal tenses and moods common to
both Kazakh and Turkish, like the definite past
tense, the imperative mood, and the conditional
mood. There are also quite a few differences. For
example, Kazakh lacks the definite future tense af-
fix -{yH{A}c{A}k known in Turkish; but has the so



called goal oriented future tense, absent in Turk-
ish: e.g., the Kazakh verb form 6apmaxnwvin ‘1 in-
tend to go’ can be translated into Turkish as girmeyi
diistintiyorum ‘1 intend to go’. Another example of
an affix found in one language but not in the other is
the affix -{D}{A}i1 in Kazakh, which follows nouns
and numbers and indicates resemblance, and can
often be translated as the postposition gibi ‘like’ in
Turkish.

Kazakh has several auxiliary verbs which are used
for constructing analytic verbal forms. Four of
them, the auxiliary verbs srcamuip, omuip, Jucyp,
myp are used to construct the present continuous
tense (Muhamedow, 2016), as in the collocation
Jrcayvin dcamolp ‘s raining’, translated to Turkish
as yagiyor ‘is raining’. There are many other cases
(i.e., not just due to analytic tenses) in which se-
quences of two or more Kazakh verbs map to a sin-
gle verb in Turkish, as in the case of the expression
kyanvin kemmi ‘gladdened’, which is translated as
negelendi ‘gladdened’ in Turkish.

In the case of non-finite forms, there are one-
to-many correspondences. For instance, Kazakh
past verbal adjectives (participles) formed with the
-{GHA}n suffix can be translated into Turkish in
at least three ways: as past verbal adjective with
the -m{I}s suffix, as a subject-relative verbal adjec-
tive formed with the -{y}{A}n suffix or as a past
verbal adjective formed with the -{DHI}k suffix.
As an example, the Kazakh sentence Cepous men
Kazaxcman apaceinoa wewinmezen macene JHcok,
‘There aren’t any unresolved issues between Ser-
bia and Kazakhstan’ can be translated into Turkish
as Swrbistan ve Kazakistan arasinda ¢oziimlenmemis
mesele yok., whereas the sentence Exi memnaexem
bacutbliapsl WAFBIH XHCIHE KeHellminzeH Ky pamoa
Keniccezdep dcypeizoi. “The two leaders held talks
in small and expanded format.” in the parallel cor-
pus we constructed (see Section 4.3) is translated as
Iki memleket baskanlar: kiiciik ve genisletildigi kap-
samda miizekereler yonetti.

Similarly, the Kazakh imperfect verbal adjective
formed with the suffix -{E}r{I}n is translated as ei-
ther a subject-relative verbal adjective formed with
the -{y}{A}n suffix or as future verbal adjective con-
stituted with -{y}{A}c{A}k suffix. For example,
the Kazakh phrase ceiineiimin can be translated as
konusacak ‘which will speak’ or as konusan ‘(which
is) speaking’.
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3.2.2 Nominals

Another example of a morphological difference
between Kazakh and Turkish is the presence of a
four-way distinction in Kazakh’s 2nd person system
(both pronouns and agreement suffixes). In other
words, in Kazakh there is a distinct word for all
combinations of [fplural, £formal] (Muhamedow,
2016), whereas the Turkish 2nd person singular for-
mal pronoun coincides with the 2nd person plural
informal and 2nd person plural formal pronouns, as
summarized in Table 1 (both siz and sizler are used
as the plural formal pronoun in Turkish).

Kazakh Turkish
-PLUR +PLUR -PLUR  +PLUR
-FRM CEeH CeHiep sen siz
+FRM ci3 cizaep siz siz/sizler

Table 1: Second person personal pronouns in Kazakh and
Turkish. Note the extra distinctions in the Kazakh forms.

All of the differences or one-to-many/many-to-
one correspondences in morphology and syntax de-
scribed in this and the preceding subsections are rel-
evant for a shallow-transfer RBMT because to han-
dle them is the main job of the transfer component.

4 System

Our machine translation system is based on the
Apertium MT platform (Forcada etal., 2011).* The
platform was originally aimed at the Romance lan-
guages of the Iberian peninsula, but has also been
adapted for other, more distantly related, language
pairs. The whole platform, both programs and data,
are licensed under the Free Software Foundation’s
General Public Licence® (GPL) and all the software
and data for the completed supported language pairs
(and the other pairs being worked on) is available for
download from the project website.

4.1 Architecture of the system

A typical translator built using the Apertium plat-
form, including the translator described here, con-
sists of a Unix-style pipeline or assembly line with
the following modules (see Fig. 1. In Table 2 you
can see an example of how a Kazakh sentence passes
through the pipeline):

* De-formatter. Separates the text to be trans-
lated from the formatting tags. Formatting tags

4ht‘cp 1/ /www.apertium.org
5ht‘cp ://www. fsf.org/licensing/licenses/gpl.html
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Figure 1: The pipeline architecture of a typical Apertium MT system.

are encapsulated in brackets so they are treated
as “superblanks” that are placed between words
in such a way that the remaining modules see
them as regular blanks.

Morphological analyser. Segments the
source-language (SL) text in surface forms
(SF) (words, or, where detected, multiword
lexical units) and for each, delivers one or more
lexical forms (LF) consisting of lemma (dic-
tionary or citation form), lexical category (or
part-of-speech) and inflection information.

Morphological disambiguator. A morpho-
logical disambiguator, in case of the Kazakh-
Turkish translator based on the Constraint
Grammar (CG) formalism (Karlsson et al.,
1995), chooses the most adequate sequence of
morphological analyses for an ambiguous sen-
tence.

Lexical transfer. This module reads each
SL LF and delivers the corresponding target-
language (TL) LF by looking it up in a bilin-
gual dictionary encoded as an finite-state trans-
ducer compiled from the corresponding XML
file. The lexical transfer module may return
more than one TL LF for a single SL LF.

Lexical selection. A lexical selection module
Tyers et al. (2012a) chooses, based on context
rules, the most adequate translation of ambigu-
ous SL LFs.

Structural transfer. A structural transfer
module, which performs local syntactic oper-
ations, is compiled from XML files containing
rules that associate an action to each defined LF
pattern. Patterns are applied left-to-right, and
the longest matching pattern is always selected.

Morphological generator. It transforms the
sequence of target—language LFs, produced by
the structural transfer, to a corresponding se-
quence of target-language SFs.

52

* Post-generator. Performs orthographic oper-
ations, for example elision (such as da + il =
dal in Italian). This module has not been em-
ployed in our translator so far.

* Reformatter. De-encapsulates any format in-
formation.

The Apertium platform provides what can be
called a ‘vanilla’ program and a formalism for de-
scribing linguistic data (if the module in question
requires it) for each of the modules. We want
to emphasise though that modules of the pipeline
just described are independent from each other and
thus can rely on different programs, different for-
malisms, and be of rule-based, statistical or hy-
brid nature. For example, Constraint Grammar-
based morphological disambiguator can be consid-
ered a drop-in replacement for the Hidden Markov
Model-based statistical tagger found in a few other
Apertium MT systems. So are the formalisms used
for morphological transducers which are described
next.

4.2 Morphological transducers

The morphological transducers are based on the
Helsinki Finite State Toolkit (Linden et al., 2011) —
a free/open-source reimplementation of the Xerox
finite-state tool chain, popular in the field of mor-
phological analysis. It implements both the lexc
formalism for defining lexicons, and the twol and
xfst formalisms for modeling morphophonological
rules. This toolkit has been chosen as it — or the
equivalent XFST — has been widely used for other
Turkic languages (Coltekin 2010; Altintas and Ci-
cekli 2001; Washington et al. 2012; Tantug et al.
2006; Tyers et al. 2012b,Washington et al. 2014,
Coltekin 2014) and is available under a free/open-
source licence. The morphologies of both languages
are implemented in lexc, and the morphophonolo-
gies of both languages are implemented in twol. The
same lexc and twol files are used to compile both the
morphological analyser and the morphological gen-
erator for each language.



(Kazakh) Input

Bi3 karToiryaap 6apbICBIH MYKHUAT OaKbUIaIl OTBIPABIK.

Mor. analysis

ABis/6i3<prn><pers><p 1 ><pl><nom>$

AKATTHIFYJIap/KaTTHIFy<n><pl><nom>/KaTTery<n><pl><nom>+e<cop><aor><p3><sp>$
AOapBICBIH/GaphI<n><px3sp><acc>/6apbic<n><px3sp><acc>$
Amykust/mykuar<adj>/mykusr<adv>/mykusr<adj>+e<cop><aor><p3><sp>$
ABakpLIAI/OaK pUIa<V><tv><prc_perf>/6akpuia<v><tv><gna_perf>$
AOTBIPABIK/OTBIP<Vaux><ifi><p 1><pl>/oTpip<v><iv><ifi><p 1><pl>$"./.<sent>$

Mor. disambig

ABiz<prn><pers><p1><pl><nom>$ karreiry<n><pl><nom>$

ABapbi<n><px3sp><acc>$ mykusr<adv>$ Moakpuia<v><tv><prc_perf>$
AoTeip<vaux><ifi><pl><pl>$ ".<sent>$

Lex. transfer

ABiz<prn><pers><p1><pl><nom>/Biz<prn><pers><pl><pl><nom>$

AKaTTHIFy<n><pl><nom>/caligma<n><pl><nom>/egzersiz<n><pl><nom>$
Apapei<n><px3sp><acc>/siireg<n><px3sp><acc>$ *mykusar<adv>/dikkatlice<adv>$
ApakplTa<v><tv><prc_perf>/gozlemle<v><tv><prc_perf>$
AoTeip<vaux><ifi><p1><pl>/<ifi><p1><pl>/otur<v><iv><ifi><p 1><pl>$".<sent>/.<sent>$

Structural transfer

ABiz<prn><pers><pl><pl><nom>$ "calisma<n><pl><nom>$

Asiireg<n><px3sp><acc>$ Adikkatlice<adv>$ Agozlemle<v><tv><ifi><pl><pl>$*.<sent>$

Mor. generation

Biz caligmalar siirecini dikkatlice gozlemledik.

Table 2: Translation process (from Kazakh to Turkish) for the phrase biz sccammuiry.nap 6apvicein myKusim 6axplian omeipobvix.
‘We carefully followed the work process.” Some analyses are omitted for reasons of space. Note how a transfer rule has trans-
formed a participle + auxiliary construction of Kazakh, 6aksiran omwipowik, ‘we followed’, to an analytic construction in Turkish,

gozlemledik ‘we followed’.

The Kazakh morphological transducer used in
this work was presented in (Washington et al.,
2014).  Turkish morphological transducer also
comes from the Apertium project. It has not been
described in a published work yet. Both transducers
were extended to support all stems from the bilin-
gual lexicon we constructed.

We decided to use the Turkish morphological
transducer developed in the Apertium project and
not the also free/open-source TRMorph (Coltekin,
2014), because the tagset used in the former is
more consistent with morphological transducers de-
veloped in the Apertium project for other Turkic
languages, including the Kazakh transducer. The
consistency of the tagset allows to keep the trans-
fer module relatively simple and pay more attention
to the actual differences in the grammar of the lan-
guages rather than on differences in the tagset used.

4.3 Bilingual lexicon

The bilingual lexicon currently contains 7,385 stem-
to-stem correspondences and was built mostly by
hand in the following way. We assembled a par-
allel Kazakh-Turkish corpus. For this we took all
sentences from the Kazakh treebank (Tyers and
Washington, 2015) — approximately one thousand
sentences — and translated them manually to Turk-
ish. Then, these Kazakh and Turkish sentences were
analysed with the apertium-kaz and apertium-
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tur morphological transducers. This provided the
lemma and the part of speech tag for most of the
surface forms in the corpora. The lemmas which
were not already in the monolingual lexicons were
added to them, and corresponding words were added
to the bilingual lexicon. In addition, some of the
stems present in the Kazakh lexc file but not found
in the parallel corpus were translated into Turkish
and added to the bilingual dictionary. Because of
the similarity of the languages, the majority of en-
tries in the bilingual dictionary (a file in an XML-
based format) are one-to-one mappings of stems,
but there are ambiguous translations. For exam-
ple, the Kazakh word ‘a3zamar’ has two translations
in Turkish: ‘sivil’ and ‘vatandas’, as shown in Fig. 2.

4.4 Rules

The note made at the end of Section 4.1 on re-
placability of the components aside, Apertium is
primarily a rule-based MT system. Not counting
morphophonology (morphotactics) rules required by
HFST-based morphological transducers, there are
three main categories of rules in our system —
morphological disambiguation rules, lexical selec-
tion rules and transfer rules. A description of each
follows.



<e><p><l>Kac<s n="n"/></1>
<e><p><l>a3zaMaT<s n="n"/></1>
<e><p><l>a3zaMaTt<s n="n"/></1>
<e><p><l>ynkeH<s n="adj"/></1>
<e><p><1>ynTTbik<s n="adj"”/></1>
<e><p><l>paya<s n="n"/></1>
<e><p><l>paya<s n="n"/></1>
<e><p><l>paya<s n="n"/></1>
<e><p><l>wewim<s n="n"/></1>
<e><p><l>wewim<s n="n"/></1>

<r>ruh<s n="n"/></r></p></e>
<r>sivil<s n=
<r>vatandas<s n="n"/></r></p></e>
<r>blyik<s n="adj"/></r></p></e>
<r>ulusal<s n="adj"/></r></p></e>
<r>care<s n="n"/></r></p></e>

<r>ilag<s n="n"/></r></p></e>

<r>¢odzlm<s n=
<r>c¢Ozim<s n="n"/></r></p></e>
<r>karar<s n="n"/></r></p></e>

”.n

n"/></r></p></e>

”.n

n"/></r></p></e>

Figure 2: Example entries from the bilingual lexicon. Kazakh is on the left, and Turkish on the right. Each stem is accompanied
by a part-of-speech tag and there may be many—many correspondences between the stems.

4.4.1 Morphological disambiguation rules

The system has a morphological disambiguation
module in the form of a Constraint Grammar (CG)
(Karlsson et al., 1995). The version of the formalism
used is visleg3.% The goal of the CG rules is to select
the correct morphological analysis when there are
multiple analyses. We used the Kazakh CG previ-
ously developed partially by the authors of this paper
and partially by other Apertium contributors. At the
time of this writing the file contains 164 rules. Due
to closeness of the languages, the majority of ambi-
guity may be passed through from one language to
the other.

4.4.2 Lexical selection rules

In general, lexical selection rules are necessary to
handle one-to-many correspondences of the bilin-
gual lexicon. While many lexical items have a sim-
ilar range of meaning, lexical selection is some-
times necessary when translating between Kazakh
and Turkish as well. For example, the Kazakh word
am has two meanings: am ‘name’ and am ‘horse’ and
can be translated into Turkish as either ad ‘name’ or
at ‘horse’. A lexical selection rule chooses the trans-
lation at ‘horse’ if the immediate context includes
a word ycma ‘hold’. Another example is the word
Jcapuik, which as a noun can mean either ‘light’
or ‘crack’. It is translated to Turkish by default as
151k ‘light’, and is translated as yarik ‘crack’ only in
the immediate context of words like ecix ‘door’ and
Kaowvipra ‘wall’. A relatively small number of 92 lex-
ical selection rules were developed and added to the
system. The lexical selection module we used (Ty-
ers et al., 2012a) allows inferring such rules auto-
matically from a parallel corpus, but we have not
employed this feature of it yet.

6http ://beta.visl.sdu.dk/constraint_grammar.html
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4.4.3 Structural transfer rules

Apertium, as a rule, translates lemmas and mor-
phemes one by one. Obviously, this does not always
work, even for closely related languages. Structural
transfer rules are responsible for modifying mor-
phology or word order in order to produce “ade-
quate” target language.

As seen in Table 2, the structural transfer mod-
ule takes a sequence of (source language lexical
form — target language lexical form) pairs in
the following format: “SL-lemma<SL-tagl><SL-
tag2><..><SL-tagN>
/TL-1lemma<TL-tagl><TL-tag2><..><TL-tagN>$
TL lemma and tags are provided by the preceding
two modules — lexical transfer and lexical selec-
tion. The lexical transfer module looks up the TL
lemma and usually the first one or two tags (read:
part of speech tag) in the bilingual transducer, the
rest of the tags are carried over from the SL.

Figure 3 gives an example of a transfer rule.
Any transfer rule consists of two core parts — of
a pattern and an action. In this case, the pattern
named “gpr_impf” matches Kazakh verbal adjec-
tives formed with the -{E}r{I}n affix (for reasons
of space, we omitted the definition of the pattern
itself). Recall from Section 3.2.1 that Kazakh ver-
bal adjectives ending in -{E}T{I}n have two possi-
ble translations in Turkish — either with a verbal
adjective ending in -{yH{A}n suffix or with a ver-
bal adjective ending in -{A}c{A}k suffix. The rule
in Figure 3 replaces the <gpr_impf> tag on the TL
side with the <gpr_rsub> tag, which corresponds to
a -{yH{A}n verbal adjective in Turkish. In addition,
transfer rules perform chunking, and later transfer
stages can operate on chunks of words as if they
were single words, but we will not discuss chunking-
based rules here since this technique is currently not
employed in the Kazakh-Turkish translator.

The patterns are matched on the SL side by the



<rule comment="REGLA: gpr_ impf-5" > <!--ceuneutiH -> konusan -->
<pattern><pattern-item n="gpr_ impf"”/></pattern>

<action>

<let><clip pos="1" side="tl” part="a_ impf”/><lit-tag v="gpr rsub”/></let>

<out>

<chunk name="gpr"” case="caseFirstWord”>
<tags><tag><lit-tag v="SV"/></tag></tags>
<lu><clip pos="1" side="tl"” part="whole”/></lu>

</chunk>
</out>
</action>
</rule>

<rule comment="REGLA: ger perf-7” > <!--6inreHgik -> bildik -->
<pattern><pattern-item n="ger perf”/></pattern>

<action>

<let><clip pos="1" side="tl"” part="ger prf”/><lit-tag v="ger past”/></let>

<out>
<chunk name="v"

case="caseFirstWord”>

<tags><tag><lit-tag v="SV"/></tag></tags>
<lu><clip pos="1" side="tl1"” part="whole”/></lu>

</chunk>
</out>
</action>
</rule>

Figure 3: Examples of a transfer rule. The first rule translates Kazakh -{E}r{I}n verbal adjectives with -(y)An verbal adjectives
by replacing the <gpr_impf> tag on the TL side with the <gpr_rsub> tag. The second rule transfer Kazakh -{G} {A}nn{I}{K}
verbal noun (gerund) into -{D}{I}k verbal noun (Gerund) by replacing the <ger perf> tag on the TL side with the <ger past>

tag.

“left—to—-right, longest-match” principle. For in-
stance, Kazakh determiner—adjective—noun phrase
bya yaxen ocemicmix ‘This big success’ will be
matched and processed by a rule having determiner—
adjective—noun sequence as its pattern, and not
by e.g. a rule matching determiner—adjective or
determiner—noun sequences. If there are ties, the
rule which is placed higher in the source file is ap-
plied first.

Since Kazakh and Turkish have similar syntax,
most of the rules are not about reordering but about
altering the tags carried over from SL LFs to TL
LFs. We used the parallel corpus described in Sec-
tion 4.3 as a development set for writing and refining
transfer rules. In all, we have defined 76 structural
transfer rules.

5 Evaluation

The system has been evaluated in two ways. The first
is its coverage. The second is translation quality —
the error rate of two pieces of text produced by the
system when comparing with postedited versions of
them.

5.1 Coverage

Coverage of the system was calculated over three
freely-available corpora — a dump of articles from
Kazakh Wikipedia, a Kazakh translation of the
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Corpus Tokens Coverage (%)
Wikipedia 22,515,314 83.42
Quran.altay 107,451 70.30
Bible.kkitap 577,070 80.89

Table 3: Coverage of the Kazakh-Turkish MT system

Quran, and the Kazakh translation of the Bible.
The corpus extracted from Kazakh Wikipedia’
contains 22,515,314 words (1,404,467 sentences).
Wikipedia is one of the major uses for Apertium
translators, especially since some of these are used
by the Wikimedia Content Translation Tool®.

The coverage is the percentage of tokens in
running text which are translated by the M T system.
Apertium MT systems mark tokens that could not
be analysed with a special sign, thus coverage was
calculated by dividing the number of tokens without
that special sign by the total number of words in the
text. The coverage results are presented in Table 3.
As seen in the table, the coverage of the system is
not very high, with an average of 78.20% .

"https://kk.wikipedia.org/; kkwiki-20180320-pages-
articles.xml.bz2

8ht‘cps ://www.mediawiki.org/wiki/Content
translation



5.2 Translation quality

The translation quality was measured using two met-
rics, the first was word error rate (WER), and the
second was position-independent word error rate
(PER). Both metrics are based on the Levenshtein
distance (Levenshtein, 1965). Metrics based on
word error rate were chosen as to be able to compare
the system against systems based on similar technol-
ogy, and to assess the usefulness of the system in a
real setting, that is of translating for dissemination.
Besides calculating WER and PER for our
Kazakh-Turkish MT system, we did the same for
two other publically available Kazakh-Turkish MT
systems — from Google Translate and Yandex
Translate. The procedure was the same for all
three. We took a small (1,025 tokens) Kazakh text,
which was a concatenation of several articles from
Wikipedia and translated it using the three MT sys-
tems. The output of each system was postedited in-
dependently to avoid biasing in favour of one par-
ticular system. Then we calculated WER and PER
for each using the apertium-eval-translator
tool’ and BLEU using the mteval-v13a.pl script.'?
Note that BLEU score is typically calculated by
comparing against a pre-translated reference trans-
lation, where here we calculate against posteditted
reference translations for each of the systems.

5.2.1 Results

Table 4 shows the results obtained for all
three systems — Google, Yandex and Apertium.
Google’s'! MT system has the lowest WER.
Apertium has a comparable WER despite having
much higher number of OOV words. Yandex
Translate’s'> WER is higher, but PER is similar to
the other two.

These numbers can be compared with scores for
other translators based on the Apertium platform.
For example, the Kazakh-Tatar system described
in (Salimzyanov et al., 2013) achieves post-edition
WER of 15.19% and 36.57% over two texts of
2,457 words and 2,862 words respectively. The
Tatar—Bashkir system in (Tyers et al., 2012b) re-
ports WER of 8.97% over a small text of 311 words
and WER of 7.72% over another text of 312 words.

http://wiki.apertium.org/wiki/
apertium-eval-translator
Ohttps://github.com/moses- smt/mosesdecoder/blob/
master/scripts/generic/mteval-vl13a.pl
11https://translate.google.com/#kk/tr/
12https://ceviri.yandex.com.tr/
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The higher word error rate can be explained by the
fact that Kazakh and Turkish are more distantly re-
lated than Tatar and Kazakh or Bashkir.

5.3 Error analysis

The majority of remaining errors are mostly due to
a lot of unknown words (because the relatively low
number of words in the bilingual dictionary), and
disambiguation errors.

6 Future work

We intend to continue the development of the sys-
tem to improve the quality of the translations. There
are a number of areas where we believe that more
work would yield better results, among which are
the following:

* Coverage. By expanding the dictionaries with
new lists of stems, and providing bilingual cor-
respondences, the error rate will decrease and,
consequently, there will be less post-editing
work necessary (and translations will be much
more intelligible). The principle issue here is
adequate Kazakh—-Turkish lexicography which
is an under-investigated area.

Ambiguous transfer rules. The “left-to-right,
longest match” principle by which structural
transfer rules are applied (which implies that
if there are several rules with the same pattern,
only one of them will apply — the first one that
matches that pattern), although makes it easy
to change the behaviour of the system (simply
by reordering rules), in our opinion, is quite
limiting. In particular, it limits the ways how
one-to-many correspondences can be handled
(several examples of such cases were given in
Section 3), essentially forcing the developer to
hard code one of the several possible transla-
tions as the default one and checking the sur-
rounding lemmas or other features in the rule
manually if he wishes to select an alternative
translation. We conceive a method of select-
ing the most adequate rules for a given input by
setting weights learned with an unsupervised
learning algorithm.

7 Conclusion

To our knowledge we have presented the first
free/open-source MT system between Kazakh and
Turkish. The performance is similar to other trans-
lators created using the same technology, and in



System OOV WER (%) PER (%) BLEU
Yandex 43 69.73 48.63 2.84
Apertium 128 45.77 41.69  16.67
Google 5 43.85 33.67 16.32

Table 4: Word error rate and Position-independent word error rate; OOV is the number of out-of-vocabulary (unknown) words.
The Google system has a similar word error rate to the Apertium system despite the significantly lower number of out-of-vocabulary
words. Note that the BLEU scores are computed against a posteditted reference translation.

terms of WER to SMT systems available. The sys-
tem beats the SMT systems on BLEU, while hav-
ing a much higher out-of-vocabulary rate. This
would suggest that given better vocabulary cover-
age the system would perform significantly better
than SMT and NMT systems. The system is avail-
able as free/open-source software under the GNU
GPL and the whole system may be downloaded from
Github."
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Abstract

Previous attempts at injecting semantic
frame biases into SMT training for low re-
source languages failed because either (a)
no semantic parser is available for the low
resource input language; or (b) the output
English language semantic parses excise
relevant parts of the alignment space too
aggressively. We present the first seman-
tic SMT model to succeed in significantly
improving translation quality across many
low resource input languages for which
no automatic SRL is available —consis-
tently and across all common MT met-
rics. The results we report are the best
by far to date for this type of approach;
our analyses suggest that in general, eas-
ier approaches toward including semantics
in training SMT models may be more fea-
sible than generally assumed even for low
resource languages where semantic parsers
remain scarce.

While recent proposals to use the crosslin-
gual evaluation metric XMEANT during
inversion transduction grammar (ITG) in-
duction are inapplicable to low resource
languages that lack semantic parsers, we
break the bottleneck via a vastly im-
proved method of biasing ITG induction
toward learning more semantically cor-
rect alignments using the monolingual se-
mantic evaluation metric MEANT. Un-
like XMEANT, MEANT requires only
a readily-available English (output lan-
guage) semantic parser. The advances
we report here exploit the novel realiza-
tion that MEANT represents an excel-

© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

lent way to semantically bias expectation-
maximization induction even for low re-
source languages. We test our systems on
challenging languages including Amharic,
Uyghur, Tigrinya and Oromo. Results
show that our model influences the learn-
ing towards more semantically correct
alignments, leading to better translation
quality than both the standard ITG or
GIZA++ based SMT training models on
different datasets.

1 Introduction

Statistical machine translation (SMT) for low
resource languages has been a difficult task due
to the unavailability of large parallel corpora. It
becomes imperative to make learning from small
data more efficient by adding additional constraints
to create stronger inductive biases—especially lin-
guistically well-motivated constraints, such as the
shallow semantic parses of the training sentences.
However, while automatic semantic role labeling
(SRL) is readily available to produce shallow se-
mantic parses for a high-resource output language
(typically English), the problem is that SRL is usu-
ally not available for low resource input languages
such as Tigrinya, Oromo, Uyghur or Uzbek.

In this paper, we propose a new method which
adopts the monolingual semantic evaluation met-
ric MEANT as a confidence-weighting measure
to assess the degree of goodness of training in-
stances, giving a newer strategy than Beloucif and
Wu (2016a) who used the degree of compatibil-
ity or similarity between the semantic role label-
ing of the input and output sentences. Their ap-
proach might outperform ours for high-resource
languages, but is completely inapplicable to low re-
source languages because XMEANT requires both
the input and output semantic parses — whereas
MEANT does not require an SRL parse for the low
resource input language.

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the Furopean Association for Machine Translation, p. 59—68

Alacant, Spain, May 2018.



Additionally, we also introduce a notion of
semantic role labeling coverage as a second En-
glish monolingual confidence-weighting measure.
An SRL coverage score roughly quantifies what
proportion of a sentence is accounted for by a
shallow semantic parse. The variety of approaches
proposed here belong to a family of semantic SMT
methods that has recently been advanced, wherein
SRL constraints or biases are injected very early
in the SMT training pipeline so as to maximize
their influence on what translation model is
learned. We test our models on multiple difficult
low resource translation tasks: Amharic, Somali,
Tigrinya, Oromo, Uzbek and Uyghur always
translating into English. Despite having SRLs
only on the English side, we show that our models
influence the learning toward more semantically
correct alignments. Our results show that this way
of inducing ITGs gives a better translation quality
than the conventional ITG (Saers and Wu, 2009)
and the traditional GIZA++ (Och and Ney, 2000)
alignments.

2 Related work

2.1 Semantic frames in the SMT pipeline

Semantic role labeling (SRL) or shallow seman-
tic parsing, is a task that defines the semantic event
structure who did what to whom, for whom, when,
where, how and why in a given sentence (Gildea
and Jurafsky, 2002). Only a few works integrate in-
formation provided by an SRL in SMT. However,
most of the approaches do not use SRL for training,
but either for tuning, evaluation or post-processing.
For instance, Wu and Fung (2009) have empirically
shown that including SRL for post-processing the
MT output improves the translation quality. Their
method maximizes the crosslingual match of the
semantic labels between the input and the output
sentences. Many tools that use SRL for MT eval-
uation have been proposed such as the semantic
evaluation metric MEANT, which adopts the prin-
ciple that a good translation preserves the seman-
tic event structure across translations (Lo and Wu,
2011a, 2012; Lo et al., 2012) or XMEANT (Lo
et al., 2014), the crosslingual version of MEANT,
which uses the foreign input instead of the refer-
ence translation.

Liu and Gildea (2010) and Aziz et al. (2011)
use input language SRL to train a tree-to-string
SMT system. Xiong ef al. (2012) trained a two
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pass discriminative model to incorporate source
side predicate-argument structures into SMT. Ko-
machi et al. (2006) and Wu et al. (2011) prepro-
cess the input sentence to match the verb frame al-
ternations in the output side. Moreover, Beloucif
et al. (2015) have shown that including a semantic
frame based objective function at an early stage of
training SMT systems gives better translations than
relying on tuning loglinear weights against a se-
mantic based objective function such as MEANT.
All these approaches are inapplicable when trans-
lating low resource languages since they either re-
quire the input language semantic parse or both lan-
guages SRL parses.

The most recent work that includes SRL dur-
ing the actual learning of bilingual constituents
for low resource languages is the one by Beloucif
and Wu (2016b). However, our approach is quite
different in spirit, and significantly outperforms
theirs. Whereas their method for training ITGs
penalizes bilingual constituents in the expectation-
maximization (EM) biparse forests when they vio-
late an English SRL, our training approach weights
entire bilingual sentence pairs by predicting a con-
fidence derived from MEANT. The problem with
their approach is that they attempt to demote some
partial hypotheses during the ITG training, which
can excise relevant parts of the alignment search
space aggressively.

2.2 The semantic based evaluation metric
MEANT

The main model we propose adopts MEANT
(Lo and Wu, 2011a, 2012; Lo et al., 2012) to
confidence-weight training instances. MEANT is
a semantic frame based evaluation metric which
compares the SRL parse of the MT output against
the SRL parse of the reference translations pro-
vided. Then it produces a score that assesses the
degree of similarity between their semantic frame
structures. The MEANT algorithm is described in
figure 1.

In figure 1, q?’ ;and q}’ ; are the arguments of type
7 in frame ¢ in MT and REF respectively. w? and
w} are the weights for frame 7 in MT/REF respec-
tively.

The weights mentioned in the algorithm esti-
mate the degree of contribution of each frame to
the overall meaning of the sentence. wpreq and w;
are the weights of the lexical similarities of the
predicates and role fillers of the arguments of type



Algorithm 1 MEANT algorithm

1.

2.

~

apply an automatic shallow semantic parser to both the reference and
machine translations.
apply the maximum weighted bipartite matching algorithm to align the

semantic frames between the reference and machine translations accord-
ing to the lexical similarities of the predicates.

e Lo and Wu (2013) proposed a backoff algorithm that evaluates the
entire sentence of the MT output using the lexical similarity based
on the context vector model, if the SRL parser fails to parse the
reference or MT outputs.)

. for each pair of the aligned frames, apply the maximum weighted bipar-

tite matching algorithm to align the arguments between the reference and
machine translations according to the lexical similarity of role fillers.

. compute the weighted f-score over the matching role labels of these
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Figure 1: The MEANT algorithm from left to right.

j of all frame between the reference translations
and the machine translations. There is a total of
12 weights for the set of semantic role labels in
MEANT as defined in Lo and Wu (2011b). They
are determined using supervised estimation via a
simple grid search to optimize the correlation with
human adequacy judgments (Lo and Wu, 2011a).

3 Core model

The approaches proposed in this work inject
a form of semantic parse bias into early stage
word alignment using ITG (Wu, 1997) train-
ing, which (as shown in the results section) out-
performs conventional GIZA++ (Och and Ney,
2000) based intersection/union-of-bidirectional-
IBM-word-alignment strategies. Specifically, our
defined approaches assume a token based BITG
(bracketing ITG) (Wu, 1997) system, a choice
based on previous works showing that: (a) BITG
based alignments outperform GIZA++ alignments
(Saers et al., 2009); (b) ITG alignments have been
empirically shown to cover almost 100% of seman-
tic frame alternations, while ruling out the majority
of incorrect alignments (Addanki et al., 2012). The
BITG model used in this work is initialized with
uniform structural probabilities, setting aside half
of the probability mass for lexical rules. The lex-
ical probability mass is distributed among the lex-
ical rules according to co-occurrence counts from
the training data, assuming each sentence contains
one empty token to account for singletons. These
initial probabilities are refined with 10 iterations of
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EM, where the expectation step is calculated us-
ing beam pruned parsing (Saers et al., 2009) with a
beam width of 100. In the last iteration, the align-
ments imposed by the Viterbi parses are extracted
as the final word alignments.

Saers and Wu (2011) showed how to compute
expectations for EM re-estimation with outside
probabilities as follows:

5, _ @M — AL)B(M — AL)
o= a(SO,|e\,o,\f|)5(50,\6\,07\f|)

(1)

where o(M — AL) and 5(M — AL) are the in-
side and the outside probabilities of the derivation
M — AL respectively. a(S e[ 0,7) 18 the initial
inside probability, while B(Sy | 0,|) represents
the initial outside probability. Traditionally, the
outside probability 3(Sy |¢,0,;f/) In the inside-
outside algorithm is set to 1.0 as it represents the
number of observations of a training instance (each
bisentence is observed once). An intuitive way to
distinguish good from bad sentences would be to
favor sentences that have a good semantic parse,
by setting the outside probability to be a weight (a
fractional count between 0 and 1) that somehow
reflects the goodness of the semantic parse better
than a unified fractional count. Therefore, biasing
the learning towards training instances which have
a good SRL parse.



4 MEANT as a training objective
function

4.1 Injecting MEANT

A more robust way to assess the degree of good-
ness of training instances has been shown to be the
crosslingual evaluation metric XMEANT Beloucif
and Wu (2016a). Unfortunately, this is not appli-
cable in low resource settings since XMEANT as-
sesses the compatibility between the English out-
put and the input foreign language—for which the
semantic parse is unavailable. Instead of com-
puting the crosslingual compatibility between the
input and the output semantic parses, we adopt
the monolingual semantic frame evaluation metric
MEANT as a confidence measure.

The evaluation metric MEANT computes the se-
mantic frame coverage between the input and the
MT reference. We propose to use MEANT as a
confidence-weight measure by computing the se-
mantic frame coverage in the English sentence. We
obtain the SRL coverage of a sentence by comput-
ing the MEANT score between the input English
sentence and the same sentence as a reference. We
do not take into account the chunks that have no
semantic parse (backoff was mentioned in figure
2).

Figure 2 illustrates two out of three possible
situations for applying MEANT as a confidence-
weight measure. The sentences that are fully se-
mantically parsed like [ARGO I][TARGET ate][ARG1 an
apple]. have a MEANT score equal to 1.0. If the
sentence is partially SRLed, the MEANT score is
less than 1.0. For instance, the MEANT score for
the parse Where do [ARGO I][TARGET get][ARG2 off] to go
to Union Square? 1is less than 1, but higher than 0.
Furthermore, we note that a few sentences have a
0 MEANT score. In fact, we have experimented
with three automatic SRLs: ASSERT (Pradhan et
al., 2004), MATE (Bjorkelund et al., 2009) and
MATEPLUS (Roth and Woodsend, 2014); we have
observed that these SRL systems completely fail
to parse sentences containing the verb to be; sen-
tences like the light was red are ignored. However,
we show that even while ignoring sentences con-
taining to be, our systems are still outperforming
conventional models on multiple challenging low
resource languages.

4.2 Injecting monolingual SRL coverage

The second new strategy for judging the relia-
bility of training instances using semantics is the
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monolingual SRL coverage, which looks at the
proportion of a sentence that is accounted for by
the English semantic parse. In its simplest, mono-
lingual form, we define the monolingual coverage
as follows:

@1 = (# labels / # words labelled) + 3y (2)

where [y is a hyperparameter that is manually set
to avoid eliminating sentences with 0 probability.
The intuition in this approach is to give a higher
SRL coverage to sentences that are easily SRLed
and a low coverage to complex sentences that are
hard to parse by an automatic SRL. For instance,
the SRL parse: okay, sure. [TARGET pay][ARG1 this]
up front when you are ready. take your time would have
a low coverage. These are the kind of sentences
that we do not want to rely on during the training.
This sentence is hard to semantically parse auto-
matically and it is a bit colloquial which makes it a
less favorable training instance, especially in a low
resource setting where good training instances are
hard to obtain. We have also experimented with an-
other version of the coverage, which computes the
coverage over the number of all the words instead
of all the words that were labelled. The version
described in equation (3) slightly outperforms the
second model, thus we only report the former.

4.3 Injecting sentence length

The purpose of our experiments is to show that
injecting a monolingual semantic based objective
function for deriving ITG induction helps learn
more semantically correct bilingual correlations.
We propose an intuitive approach to evaluate the
degree of goodness of sentence pairs based on the
sentence length of the English side.

This method simply counts the number of words
in a sentence; we then take the reverse sentence
length as a confidence-weight. We claim that hav-
ing long sentences makes the data more sparse
when we train on a small corpus. This might pre-
vent the system from efficiently learning from the
data and thus hurts the translation quality. The re-
verse sentence length is calculated as follows:

L = (1 /# words) 3)

We experiment this method with the Chinese—
English translation task. We show in table 1 that
using reverse sentence length as a confidence-
weighting measure slightly improves the SMT



0 < MEANT <1

Where do [ARGO I] [TARGET get] [ARG2 off] to go to Union Square?

Where do [ARGO I] [TARGET get] [ARG2 off] to go to Union Square?

MEANT =1
[ARGO I] [TARGET ate] [ARG1 an apple].

[ARGO I] [TARGET ate] [ARG1 an apple].

Figure 2: MEANT score in different situations.

Table 1: The monolingual SRL coverage model
greatly outperforms the sentence length one.

Alignments BLEU | TER

GIZA++ 19.23 | 63.40
BITG 20.05 | 63.19
+Sentence length | 20.54 | 62.49
+SRL,, 23.60 | 61.68

quality in terms of BLEU and TER scores in com-
parison to GIZA++ and BITG based models. This
shows that confidence-weighting the training in-
stances even with a simple measure like sentence
length helps improve SMT for low resource lan-
guages. However, we note that our monolingual
SRL coverage based model substantially improves
the translation quality compared to using a simple
heuristic such as sentence length.

S Experimental setup

5.1 Training data

Our experiments aim to show that adopting
MEANT as a semantic objective function to bias
ITG induction at an early stage the SMT models’
training helps reduce the need of extremely large
corpora as typically used in SMT training. We fo-
cus on the generalization from only low resource
data and thus focus our work on unpreprocessed
data.

Table 2 represents the size of all datasets used
in our experimental setup. Except for Chinese and
Latvian, which are from IWSLT07 data and Eu-
roparl data Koehn (2005) respectively, all the other
datasets are from the DARPA LORELEI program.
The LORELEI data is diverse; it is composed of fo-
rums data and some Quranic verses. The IWSLTO07
data is mainly spoken language. The size of the
training data varies between 2K (Oromo) and 630K
(Latvian) bisentences.

We purposely experiment with different lan-
guage families including Turkic, Afro-asiatic,
Indo-European and Sino-Tibetan languages to
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show that our approach is not language dependent
and can easily be generalized across different lan-
guages. We deliberately experiment on a relatively
small corpus for the two high-resource languages
Chinese and Turkish; all the other languages are
considered as low resource languages.

5.2 SMT pipeline

We test the different alignments described above
using the standard MOSES toolkit (Koehn ef al.,
2007), and a 6-gram language model learned with
the SRI language model toolkit (Stolcke, 2002)
trained on the English side of the training data of
each language respectively. To tune the loglinear
mixture weights, we use k-best MIRA (Cherry and
Foster, 2012), a version of margin-based classifi-
cation algorithm and MIRA (Chiang, 2012).

5.3 NMT pipeline

Neural machine translation or NMT has been
considered as a hot topic in machine translation
over the past few years. NMT is a new encoder-
decoder architecture for getting machines to learn
to translate based on neural networks. Despite
being relatively new, NMT has already shown
promising results, achieving state-of-the-art per-
formance for various language pairs (Luong and
Manning, 2015; Sennrich et al., 2015; Luong and
Manning, 2016). For the sake of comparison, we
set up a simple NMT baseline based on Neubig’s
toolkit lamtram (Neubig, 2015).

5.4 Tuning the hyperparameter for the
monolingual SRL coverage based model

For the monolingual SRL coverage model, we
tune the hyperparameter 5y on Uzbek—English and
Uyghur—English to find the best value of 5;. We
test the model with the obtained hyperparameter
with different language pairs. The tuning results
are reported in table 3; although the difference in
the results between the different values of [y is in-
significant, we note that 5y=0.7 gives the best re-
sults across both language pairs. Therefore, we set



Table 2: The size of the different datasets in sentence pairs (foreign—English).

Ambharic | Chinese | Oromo | Somali | Tigrinya | Turkish | Uyghur | Uzbek | Latvian
Training | 60,300 39,953 | 2,308 | 50,194 | 13,807 180,578 | 97,367 | 153,408 | 637,599
Tuning | 3,016 1,512 116 2,510 | 691 1,000 2,000 1,200 2,000
Testing | 3,015 489 116 2,510 | 691 500 1,000 600 2,000

Table 3: Tuning B, for the SRL coverage model.

Uzbek—English | Uyghur—English
Alignments BLEU | TER | BLEU | TER
+SRL., 1, By=0 18.29 | 74.01 | 23.67 | 66.02
+SRL, 1, Bo=0.1 | 18.14 | 74.16 | 23.12 | 66.42
+SRL, 1, Bo=0.5 | 18.11 | 74.18 | 23.70 | 65.74
+SRL, 1, B=0.7 | 18.24 | 74.03 | 23.85 | 65.57
+SRL,, 1, Bo=1 18.32 | 74.56 | 23.43 | 66.75

Bo to 0.7 in the remaining parts of the paper.

6 Results

Adopting MEANT for confidence-weighting
gives the best results for translating low resource
languages. We compare the performance of the
MEANT and the monolingual English SRL cov-
erage based BITG alignments against the conven-
tional BITG and the traditional GIZA++ align-
ments. To efficiently assess the quality of our dif-
ferent systems, we evaluate using surface based
metrics such as BLEU (Papineni et al., 2002), edit-
distance based metrics such as CDER (Leusch et
al., 2006), WER (NieBlen et al., 2000), PER (Till-
mann et al., 1997), TER (Snover et al., 2006) and
the semantic evaluation metric MEANT (Lo ef al.,
2012).

6.1 Adopting MEANT gives the best results
across multiple challenging low resource
languages

Our experiments show that injecting the mono-
lingual semantic evaluation metric MEANT as
a training objective function gives the best re-
sults compared to any monolingual confidence-
weighting model proposed so far since it consis-
tently improves the translation quality for multiple
challenging low resource languages. This can be
explained by the fact that XMEANT and MEANT
have the same constraints and thus we expect them
to have the same behavior.

We note from table 4 that the alignments based
on our proposed models (SRL,, is the monolingual
SRL coverage and SRLypant is the MEANT based

64

model) achieve a much higher performance than
the traditional GIZA++ and the unbiased BITG
baseline across all metrics. The impact of MEANT
or SRL coverage on the translation quality de-
pends on the data size and on the nature of the lan-
guage. Translation tasks like Oromo—English have
harsher conditions than the Turkish—English task
since Oromo data is harder to obtain. The high-
est scores that we managed to obtain on Oromo—
English are 8.26 for BLEU and 11.33 for MEANT,
which reflects the difficulty of the task we study
here. In most cases, the difference varies between
2 BLEU points like in Amharic and Uzbek transla-
tions to 5 BLEU points like in the Chinese—English
translation task. One exception is the Somali—
English translation where we only note a small im-
provement (0.5 BLEU points); the reason is that
the test data is too large (2500 sentences) in pro-
portion to the size of the training data. Our meth-
ods seem to have a higher impact on error-rate met-
rics; we improved by around 13 PER points and
6 WER points on the Amharic—English translation
task. We also improved semantic SMT by obtain-
ing better MEANT scores on all our SRL based
models.

However, the difference between the SRL cov-
erage and the MEANT based models is small. The
MEANT based model is better most of the time ex-
cept for the Uzbek—English translation task, where
the SRL coverage model is slightly better in terms
of BLEU and TER.



Table 4:

commonly used metrics.

Table 5: NMT models perform worse than SMT

Adopting MEANT as a confidence-weighting measure produces the best results across all

Ambharic—English
MEANT | BLEU | TER WER | PER | CDER
GIZA++ 10.85 11.68 | 101.85 | 103.08 | 90.18 | 93.72
BITG 10.92 13.00 | 98.27 | 101.82 | 88.10 | 93.63
+ SRL., 11.57 13.59 | 98.00 | 100.31 | 87.55 | 92.37
+ SRLyEant | 12.28 1472 | 92.12 | 94.44 | 77.55 | 86.40
Chinese—English
GIZA++ 22.77 19.23 | 63.40 | 62.08 | 55.75 | 59.79
BITG 23.90 20.05 | 63.19 | 61.63 | 54.07 | 59.61
+ SRL,, 23.99 23.60 | 61.68 | 61.90 | 54.40 | 59.40
+ SRLyEanT | 24.10 2494 | 60.96 | 61.50 | 54.40 | 59.41
Uzbek—English
GIZA++ 14.47 17.09 | 8091 | 87.71 | 64.61 | 78.11
BITG 16.55 17.66 | 78.12 | 84.60 | 62.86 | 75.51
+ SRL., 17.04 19.07 | 72.56 | 78.99 | 57.34 | 70.36
SRLyEANT 17.35 18.24 | 74.03 | 78.63 | 57.00 | 70.00
Oromo—English
GIZA++ 9.59 5.16 134 134 110 124
BITG 10.04 7.80 131 131 113 121
+ SRL,, 10.40 7.92 126 129 111 122
SRLMEANT 11.33 8.26 123 125 105 119
Somali—-English
GIZA++ 18.25 19.80 | 69.00 | 79.60 | 56.91 | 67.66
BITG 18.47 19.85 | 68.80 | 79.00 | 56.72 | 66.23
+ SRL,, 18.59 20.24 | 68.70 | 78.04 | 56.62 | 66.50
SRLMEANT 18.87 20.06 | 68.50 | 78.00 | 56.42 | 66.20
Tigrinya—English
GIZA++ 12.39 11.52 | 98.44 | 93.11 | 77.14 | 86.43
BITG 14.10 11.75 | 99.06 | 93.17 | 77.19 | 86.40
+ SRL., 14.90 12.28 | 94.87 | 9449 | 77.70 | 87.73
SRLMEANT 14.93 12.85 | 93.52 | 92.94 | 76.50 | 85.90
Turkish—-English
GIZA++ 14.37 12.72 | 74.63 | 81.36 | 55.86 | 72.23
BITG 16.24 14.12 | 7492 | 82.23 | 55.59 | 72.37
+ SRL., 16.80 14.50 | 74.50 | 80.97 | 53.78 | 70.82
SRLMEANT 17.62 1495 | 73.12 | 80.83 | 54.12 | 70.63

models for the Tigrinya—English translation task.

BLEU | TER
SMT 11.52 | 98.44
SMT + SRLyeant | 12.85 | 94.87
NMT 1.51 118
NMT + SRLyant | 1.91 99.16

6.2 NMT models are weak when translating
low resource languages

Our goal is to investigate apples-to-apples com-
parison: (a) ability to generalize from only low
resource data without transfer from related high-
resource languages, and (b) ability to work with un-
preprocessed data. We ran a simple NMT baseline
with low resource languages. Neural NLP mod-
els in general and neural machine translation mod-
els in particular tend to need huge data to work
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Table 6: MEANT based models perform well ina
high resource setting, but the impact is higher in a
low resource setting.

MEANT | BLEU | TER
GIZA++ 19.48 30.13 | 56.63
BITG 20.35 34.03 | 50.94
+ SRLygant | 20.43 34.27 | 50.35

properly since it is based on generalization. We
use MEANT to confidence-weight the training data
for the Tigrinya—English translation task then shuf-
fle the data so that the identical sentence pairs are
not in the same batch. Table 5 shows that the
SMT model highly outperforms the NMT model
for both the unbiased models and the MEANT con-
strained models. The results might seem very low
for an NMT model, but, we highlight the point
that to maintain the apples-to-apples low-resource
generalization comparison we are using raw data
without any preprocessing and without any ad-
ditional high-resource dependent techniques like
knowledge transfer from similar high-resource lan-
guages.

6.3 Our models also perform well in a high
resource setting

We tested the MEANT based model with
Latvian—English translation task (results in table
6), which is not low resource in this case since it
has more than 600K sentence pairs. Table 6 shows
that our approach slightly improves the transla-
tion quality compared to BITGs, but highly outper-
forms GIZA++ based model. This shows that, al-
though our novel approach improves the MT qual-
ity in a high resource setup, it definitely has a
higher impact when dealing with low resource lan-
guages.

6.4 Translation examples

In example 1 (figure 3), the MEANT based
model produces a translation that is as good as
the reference. However, both BITG and GIZA++
based translations completely fail to capture the
word opera. Example 2 (figure 3) is from the
Turkish—English translation task. In this example,
the MEANT based model only fails at translating
the name of the city Belede; otherwise, the transla-
tion sounds better than the two other systems. The
BITG model output has Yangon, which does not
appear in the Turkish input (see gloss).
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7 Conclusion

We have shown that adopting the monolingual
semantic evaluation metric MEANT as an objec-
tive function for driving ITG induction yields a
high improvement compared to the conventional
alignment methods on many challenging low re-
source languages. We have also proposed another
heuristic for evaluating how good an English se-
mantic parse is, then used it to induce ITGs. We
have experimented with several challenging low
resource languages from different language fami-
lies and have demonstrated that using a monolin-
gual semantic frame based objective function dur-
ing the actual learning of the translation model
helps learn good bilingual correlations with a rel-
atively small dataset in contrast to conventional
SMT systems. The promising results we report in
this new line of research make it seem that learn-
ing more semantically motivated translation mod-
els might be less challenging than generally as-
sumed and is worth exploring.
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Abstract

Translation memories (TM) and machine
translation (MT) both are potentially use-
ful resources for professional translators,
but they are often still used independently
in translation workflows. As translators
tend to have a higher confidence in fuzzy
matches than in MT, we investigate how to
combine the benefits of TM retrieval with
those of MT, by integrating the results of
both. We develop a flexible TM-MT in-
tegration approach based on various tech-
niques combining the use of TM and MT,
such as fuzzy repair, span pretranslation
and exploiting multiple matches. Results
for ten language pairs using the DGT-TM
dataset indicate almost consistently better
BLEU, METEOR and TER scores com-
pared to the MT, TM and NMT baselines.

1 Introduction

While software for professional translators has in-
cluded translation memories (TMs) since several
decades, especially in the context of specialized
documents, the use of machine translation (MT) in
such software is more recent. Even though certain
commercial translation tools now offer function-
alities such as automatic fuzzy match repair, TM
and MT technologies are often still used indepen-
dently, i.e. either a match for a query sentence or
an MT output is provided. This is not ideal, as
translators tend to have a higher confidence in ‘hu-
man’ TM than in MT. It has to be kept in mind,
however, that only exact matches provide a trans-

(© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

lation of the query sentence; ‘fuzzy’ matches of-
fer a translation of a similar sentence. In contrast,
MT systems provide a translation for any sentence,
but they have problems with a number of, often
linguistic, issues, such as complex morphologi-
cal phenomena, long distance dependencies and
word order (Bisazza and Federico, 2016; Sudoh
et al., 2010). We investigate how to combine the
confidence in fuzzy match retrieval with full sen-
tence translation by integrating TM and MT out-
put. We develop M3TRA,' a method which per-
forms a TM match preprocessing step before run-
ning a standard phrase-based statistical MT (PB-
SMT) system trained on the TM. M3TRA com-
bines different approaches, and is flexible in sev-
eral respects: it applies various fuzzy match score
thresholds, allows for more than one match to be
used per query sentence, and can use several fuzzy
metrics. It comprises two main components: (a)
fuzzy repair, automatically editing high-scoring
fuzzy matches, and (b) span pretranslation, con-
straining MT output by including certain consis-
tently aligned spans of one or more TM matches.

We perform tests on ten language pairs which
involve multiple language families, using the
DGT-TM dataset (Steinberger et al., 2013). We ap-
ply PBSMT without span pretranslation as a base-
line, as well as ‘pure’ TM and a standard NMT
system, and evaluate the translations using several
metrics. M3TRA is integrated in a prototype trans-
lation interface providing translators with more
‘informed” MT output (Coppers et al., 2018).

The following sections describe the research
context, system architecture, experimental design
and results. The final sections contain a discussion,
overview of work in progress and conclusions.

! MeMory + Machine TRAnslation

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the Furopean Association for Machine Translation, p. 69-78
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2 Research context

The baseline approach to TM-MT integration uses
MT to translate a query sentence in case no suf-
ficiently similar translation unit is found in the
TM (Simard and Isabelle, 2009). This can be aug-
mented by using an estimation of the usefulness
of MT and TM output (He, 2011). Other stud-
ies focus on correcting close matches from a TM
using PBSMT, based on a set of learned edit op-
erations (Hewavitharana et al., 2005). Ortega et
al. (2016) propose a patching approach to cor-
rect TM matches with any kind of SMT system,
and Espla-Gomis et al. (2015) a more translator-
oriented method that offers word keeping recom-
mendations based on information coming from an
MT system. Example-based MT systems have
also been used to leverage sub-segmental TM
data (Simard and Langlais, 2001).

Of particular relevance are approaches that con-
strain a PBSMT system to use relevant parts of a
fuzzy match (Zhechev and Van Genabith, 2010),
for example by adding XML markup to Moses in-
put (He, 2011; Koehn and Senellart, 2010; Ma
et al., 2011) or by using a constrained word lat-
tice (Li et al., 2016). Related to these are meth-
ods that augment the translation table of a PB-
SMT system with aligned spans from a retrieved
TM match, yet without forcing the SMT system
to incorporate (parts of) these aligned spans (Bi-
cici and Dymetman, 2008; Simard and Isabelle,
2009). Alternatively, information from the fuzzy
matches can also be integrated in the SMT system
itself (Wang et al., 2013), for example using sparse
features (Li et al., 2017). Recent studies focus
on how to leverage TM information for NMT sys-
tems. These approaches work, for example, by im-
posing lexical constraints on the search algorithms
used by NMT (Hokamp and Liu, 2017), by aug-
menting NMT systems with an additional lexical
memory (Feng et al., 2017), or by explicitly pro-
viding the NMT system with access to retrieved
TM matches (Gu et al., 2017).

M3TRA combines different elements from
these approaches, which is its main novelty. In
this paper we focus on (a) repairing close fuzzy
matches, and (b) augmenting the MT input with
information derived from the parallel corpus (the
TM) used to train the MT system, thus constrain-
ing the translation of certain (parts of) sentences.
We use a PBSMT system as basis for TM-MT inte-
gration because SMT allows a straightforward ap-

plication of pretranslation (e.g. explicit alignment
information is used in the process).

3 System architecture

M3TRA consists of four components: (a) a TM
system, (b) a PBSMT engine, (c) a system for
fuzzy repair (FR) and (d) a system for pretrans-
lation span search (PSS). We elaborate on each of
these components in the following sections. The
sentence to translate can follow a number of routes,
depending on the fuzzy match score of the best re-
trieved match and the success or failure of certain
attempted operations (see Figure 1). First, FR is at-
tempted for sentences that have at least one match
which meets the relevant threshold (Ogg). If FR
is performed, it may modify the translation of the
fuzzy match by deleting, inserting or substituting
words. In case FR is not performed or fails, there
are three options: (a) if the score of the highest
match satisfies the TM threshold (61),), the trans-
lation of the TM match becomes the final output,
(b) if the score is between the TM and MT thresh-
olds, PSS is attempted, and (c) if the score is be-
low the MT threshold (6;7), or PSS fails (i.e. the
query sentence as such becomes input to MT), the
‘pure’ MT output is used as final output.

Each of the four M3TRA components is de-
scribed in detail below, followed by an overview
of the parameter tuning process.

3.1 Translation Memory System

The TM is defined as a set M consisting of tuples
of source and target sentences (s,t), i.e. transla-
tion units. Let g be the sentence to be translated
(query sentence). It is looked up in the TM using a
similarity function Sim, according to Equation 1,
resulting in a set M, of translation units the source
sentence s of which is sufficiently similar to ¢, ac-
cording to threshold fg;,,. The best match for ¢ is
determined according to Equation 2.

M, ={(s.t) € M: Sim(q,s) > Osim} (1)

(Sbv tb) = argmax SZm(Q? S) (2)

(s,t)eMy
Matches are retrieved from the TM using
two different similarity metrics: Levenshtein dis-
tance (Levenshtein, 1966) and METEOR (Lavie

’In case there are several matches with the same score, the
first match encountered in the TM is taken as best match.
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Figure 1: M3TRA workflow

and Agarwal, 2007). We limit the size of M, to n,
i.e. we only keep the tuples with the n best matches
(plus any additional tuples with matches that have
the same score as the nth best match).

As shown in Figure 1, we compare Sim(q, sp)
to thresholds like 0z to decide whether to send ¢
to FR or to PSS.

3.2 MT engine

We train a Moses PBSMT system (Koehn et al.,
2007) from the TM sentence pairs.> We build
a 5-gram KenLLM language model, set the dis-
tortion limit to 6, and apply a maximal phrase
length of 7. During decoding, we set the max-
imum phrase length to 100. This is necessary to
be able to pretranslate long word sequences using
XML markup. The GIZA++ word alignment (us-
ing the grow-diag-final heuristic), the lexical prob-
abilities and the principle of consistently aligned
spans (Koehn, 2009) based on which the Moses
phrase table is constructed are also used in the
FR and PSS components (with an additional con-
straint, as explained later on).

3.3 Fuzzy repair

Let Mppg be the set of high-scoring translation
units retrieved for ¢.> Three types of editing op-
erations are attempted to arrive at the final output
o: substitution, deletion and insertion. First, how-
ever, a number of specific operations aimed at re-
pairing punctuation are performed.

*Minus the development set used for tuning the parameters.
“These are ‘default’ settings.

>To limit potential negative effects of erroneously aligned
translation units, M rr is filtered by imposing a threshold on
the percentage of aligned source tokens per translation unit.
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Punctuation repair: since (simple) punctuation
is arguably different from other linguistic phenom-
ena, it is tackled by a dedicated subcomponent.
We rank the tuples (s,t) € Mpgg, according to
Sim(q, s), and iterate through the ranked list in
order to verify whether simple punctuation issues
can be resolved to produce o:

e if the only difference between ¢ and s is due
to casing, or one additional comma, we con-
sider them as identical sentences, and set o to
t; hence, we could say this is a type of ‘void’
repair;

if ¢ ends in punctuation,® and both s and ¢
do not, we set o to ¢ followed by the corre-
sponding punctuation; if, however, ¢ already
contains punctuation in final position, we set
o to t (another type of ‘void’ repair);

if s and ¢ end in punctuation, and ¢ does not,
we set o to £ minus the final punctuation.

We stop iterating as soon as we produced o. In
case of failure, we look at the more general mech-
anisms of substitution (sub), deletion (del) and in-
sertion (¢ns). Since both del and ins can be con-
sidered more specific versions of sub (i.e. replace-
ment of a part of s or ¢ by the empty string), we
focus on sub first.

Substitution: the basic idea behind the sub op-
eration is to translate non-matching tokens of ¢ and
s in the context of tokens in £. sub is attempted
when both ¢ and s contain one sequence of one
or more unmatched tokens q{ and sg ' that end at
potentially different positions 7 and j'. We check
whether sg/ is consistently aligned to a sequence

%One of the tokens ., 2! :;



q He rejects all
s He rejected all
t Il arejeté tout
markup He rejects all

/
I

tout

He rejects all
He rejected all

Hij heeft alles verworpen

Council proposal
Commission proposal

Kommissionsvorschlag

Figure 2: Examples of (attempted) substitution

’
t!, i.e. whether each token in s! is either aligned

to a token in tf,c or unaligned, and vice versa.” In
addition, we impose the condition that the first and
last token of sg " be aligned; the same goes for the
first and last token of tﬁc. We assume that an align-
ment satisfying this condition, which we will call
a border-link alignment in the remainder of this ar-
ticle, increases the likelihood of translation equiv-
alence between sequences.

The sub operation is illustrated by the simplified
examples in Figure 2. In the first example, both
g and s contain a one-word sequence that is not
shared (rejects and rejected respectively). In both
cases, this sequence starts at the second position.
The word rejected is aligned with the adjacent
French target tokens a and rejeté, which in turn are
only aligned with rejected. This allows for trans-
lating rejects in the context of I/ and rout. In the
second example, substitution fails since rejected
is aligned with two Dutch target words, heeft and
verworpen, which do not form an uninterrupted
sequence. In the third example, substitution is
impossible: sg/ consists of Commission, which
is aligned with Kommissionsvorschlag, while the
German word is aligned with both Commission
and proposal, the latter word not being part of sg B

To translate a span of ¢ in the context of tokens
of t, we proceed as follows. We block all retained
tokens from ¢ as pretranslation, by annotating q’fl
with the tokens of tlf ~1 using XML markup (unless
1 = 1), and annotating q;-’ 1 with the tokens of t}"ﬂ,
unless j equals v; v and w stand for the number of
tokens in ¢ and ¢. The annotated g is then sent to
the MT system, which translates ¢/ in the context
of t’f_l and/or ¢} | (Il and tout in Figure 2).

To verify multiple potential substitutions, a slid-
ing window is applied by a stepwise decrease of
¢ and increase of 7 and j'. Each o resulting from
a successful substitution is scored using the lan-
guage model of the PBSMT system, in order to
pick the best alternative o. The size of the sliding

./
"With the understanding that at least one token in s} is

aligned.
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window is a model parameter. Two additional pa-
rameters® are put in place to limit the applicability
of sub operations: a threshold for the maximum
length of the span tﬁg and one for the maximum
percentage of unaligned tokens within that span.

Deletion: the del operation consists of removing
a sequence from ¢ to yield o. If s is identical to g,
apart from one additional sequence s (which may
be a prefix, infix or suffix of s), and the latter has
a border-link alignment with a target sequence ¢4,
the target sequence can be deleted. Two safeguard
rules control the modification. If the token ;_1
is not aligned with a token in s, it is also deleted.
The second rule is optional and ensures that ! is
not removed if it consists of only one token with
less than 4 characters; ° this leads o to be equal to
t, which is another instance of ‘void’ repair.

The two safeguard rules are illustrated in Figure
3. In the leftmost example, the first occurrence of
the Dutch word de, which precedes the sequence
identified for deletion, is not aligned with any to-
ken in s. It is therefore also deleted. The rightmost
example shows that the only difference between ¢
and s is the token the, which has less than 4 char-
acters. ¢ is thus left unchanged.

without the Council the Council and Commission
without helg fro\m the Council the Council and the Commission
zonder de hulp van de Raad le Conseil et la Commission

zonder de Raad le Conseil et la Commission

Figure 3: Examples of (attempted) deletion

Insertion: the ins operation can be performed
when ¢ is identical to s, apart from a sequence ¢
(which may be a prefix, infix or suffix of ¢). Key
to ins is determining where to insert the transla-
tion of ¢/ in ¢. For this to be possible, all of the
following conditions need to be satisfied: (a) the
token s;_; is aligned to one or more tokens, the
rightmost of which we call ¢, (b) s; is aligned to

8 Added after a qualitative analysis of development set output.
°This heuristic was implemented to deal with articles in par-
ticular, in the absence of part-of-speech information.



one or more tokens, the leftmost of which we call
t;, and (c) k and [ are adjacent (i.e. [ = k + 1).
If we found the insertion position k, we annotate
¢i~! with the tokens in ¢¥, and annotate i1 With
the tokens in ¢}, ;. This is illustrated in Figure 4.
q contains an additional sequence compared to s
(European), starting at the second position. We
verify with which German word the first source to-
ken (s;—1, the) is aligned, and with which word
the second source token (Parliament) is aligned.
As the aligned German words are adjacent, the can
be annotated with das and Parliament with Parla-
ment.

q the European Parliament

s the

|
das

Parliament
|
t Parlament

the European Parliament
markup

das Parlament

Figure 4: Example of insertion

If 7 is 1 (i.e. the non-matching part qf is the
prefix of the sentence), we apply a different proce-
dure. If token s; is aligned with one or more target
tokens, we annotate the sequence gj | with ¢}/, k
being the position of the leftmost aligned token. If
7 is v (i.e. the non-matching part is the suffix of the
sentence), and the last token of s is aligned to one
or more target tokens, we annotate the sequence
q’i_l with t¥, k being the position of the rightmost
aligned token.

For any ¢ that is not repaired and for which
Sim(q, sp) > O, we set o to the most frequent
ty. Otherwise, ¢ is sent to PSS.

3.4 Pretranslation span search

PSS consists of annotating (pretranslating) spans
of ¢ based on matches in M,, and subsequently
constraining the MT system to respect the trans-
lations of these spans while producing o. PSS is
applied in case the following condition is satisfied:
Opr < Sim(q, sp) < Orar (see Figure 1). If so, a
subset M, is established according to Equation 3.

M, ={(s,t) € My : Sim(q,s) > 0pss} (3)

Based on the sentence pairs in M, we de-
fine another set P,, which contains pretranslation
tuples (s,t,i,75,7,5',k,1). These are tuples for
which all of the following conditions are valid: (a)
the sentence pair belongs to M, (b) ¢/ matches
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-/
the source span s7, 1

2~ and (c) sz,, has a border-link
alignment with the target span tfk. A specific pair
of source and target span may occur in multiple
sentence pairs (see the frequency check below).
Some of the tuples in P, will be used for pretrans-

lation, as described below.

Filtering pretranslation tuples: a tuple p € P,
is filtered out if it satisfies one of the following
conditions: (a) given all tuples P, C P, that in-
volve the sentence pair of p, the total length of
the source and target spans in 73; does not satisfy
a minimum length, (b) the length of the source
and/or target span in p does not satisfy a mini-
mum value, (c) the source and/or target span in p
do not contain any content word (i.e. noun, adjec-
tive, verb or adverb), (d) the percentage of words
aligned between the source and target span in p is
too low, or (e) the one-to-many alignment score of
p, defined in Equation 4, is too low. In this equa-
tion, y, represents the number of tokens aligned to
54, a token in the source span sg,l of p.

1 I 1

— ) “)
J—t+ 1 =i Yx

Combining pretranslation tuples: after filter-
ing, each tuple p € P, is scored according to the
weighted sum of (a) the length of the target span,
(b) the frequency of the pair of source and target
span, i.e. the number of tuples in P, in which
the pair occurs, and (c) the maximal fuzzy match
score for the span pair, i.e. the maximal similarity
Sim(q, s) for all tuples in which the span pair oc-
curs. The weights of the three above factors are
model parameters. Subsequently, the tuples are
ranked according to score, and used in the fol-
lowing iterative procedure. The spans of the first
ranked tuple are used for pretranslation, i.e. the
span ¢! is used to annotate the g/ span. This tu-
ple is removed from P,. The system then looks for
the first ranked tuple in which the q{ span does not
overlap with the already annotated span of ¢g. This
process is repeated until 7P, only contains tuples
with overlapping spans, or until the threshold for
number of annotations has been reached. Figure 5

"Matching ¢ to s given some similarity function leads to the
identification of a number of matching parts. These parts are
typically sequences which are identical in ¢ and s. A match-
ing span ¢ refers to such a matching part, or one of its pre-
fixes, infixes or suffixes. For instance, if two sentences have
a matching part The EC was, matching spans include The EC
was, The EC, EC etc.



When the news spread, ...

markup
het nieuws zich verspreidde

Toen het nieuws zich verspreidde, ...

»

As soon as the news spread , the Commission tried to obtain the results .

s’ He expects to obtain the results .

t'  Hij verwacht de resultaten te bekomen .

As soon/ﬁthe news spread , the Commission tried to obtain the results .

de resultaten te bekomen .

Figure 5: Example of pretranslation span search

provides an example of how two non-overlapping
spans of a query sentence (the news spread , and
to obtain the results .) are pretranslated by two
Dutch target spans (het nieuws zich verspreidde ,
and de resultaten te bekomen .) originating from
two different translation units. The PBSMT sys-
tem is constrained to use these target spans in its
final output.

3.5 Parameter setting and tuning

Many of M3TRA’s components involve parame-
ters (such as 0 g) that can either be manually fixed
or whose optimal value can be determined on the
basis of an automated parameter tuning process.
Initial tests were run on subsets of the development
sets using random parameter initializations. Man-
ual spot-checks of system outputs with different
configurations were performed to verify the qual-
ity of the resulting translations (in comparison to
pure MT output). To make the spot checks poten-
tially more informative, differences in METEOR
scores (compared to the MT baseline) were used as
a criterion to select sentences with pretranslations
that either led to large gains in translation quality
or that appeared to result in worse translations.

In addition, a local hill-climbing algorithm was
used to help determine the best parameter settings.
The methodology followed here involved a step-
wise narrowing of the search interval per parame-
ter based on a combination of random initializa-
tions and runs of the hill-climber (with increas-
ingly small step size). BLEU scores (Papineni et
al., 2002) were used as tuning criterion.

4 Experimental design

This section describes the empirical tests that were
carried out. We first describe the dataset and eval-
uation procedures, before turning to the results.

4.1 Data

We use the TM of the Directorate-General for
Translation of the European Commission (Stein-
berger et al., 2013), for 5 language pairs in 2 di-
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rections: EN «» NL, FR, DE, HU, PL.!! To en-
sure consistency, we only use the cross-section of
each of these datasets, resulting in 1.6 million sen-
tence pairs per language combination. 2000 sen-
tence pairs are set aside for development, and the
test set consists of 3207 sentences.'> We tok-
enized and lowercased all sentences before train-
ing Moses and tuning its parameters.

Table 1 shows the percentage of ¢’s categorised
on the basis of Sim(q, sp). For only 5 to 7% of ¢’s
no match is found in the TM. For the majority a
match below 70% is retrieved, but for around 28-
35% a high-scoring match (> 70%) exists.

None <70 70-79 80-89  90-99
EN 59% 59.0% 94% 13.6% 12.1%
NL 50% 625% 89% 114% 123%
PL 67% 645% 8.0% 12.1% 8.7%
DE 63% 629% 9.6% 12.0% 9.2%
FR 45% 672% 93% 11.2% 7.8%
HU 66% 648% 87% 11.1% 8.9%

Table 1: Percentage of test sentences per match range

4.2 Baseline systems

We use three baselines to compare M3TRA with:
(a) ‘pure’ TM matching, which involves selecting
the (most frequent) ¢, for ¢ as 0,13 (b) the ‘pure’
Moses PBSMT system, and (c) a standard neural
translation model.

For the neural MT model, we use Open-
NMT (Klein et al., 2017) with default settings, i.e.
a seq2seq RNN model with global attention con-
sisting of 50000 words on the source as well as the
target side, word embeddings of 500 dimensions,
a hidden layer of 500 LSTM nodes, and learning
through stochastic gradient descent with a learning
rate of 1, and we ran the model for 20 epochs. We
chose the best performing model, selected using a
development set (different from the validation set)

""Note that the original source language may differ and that
not all EC documents are translated directly.

2We were strict in filtering the test sets: any g for which a
100% match existed in any source language was left out for
all language pairs.

31f no match is found in the TM, no translation is provided.



2 £ 8 £ 2 § & § & %

E & & & & 7z = B E E
Orm 079 0.87 0.79 083 070 079 093 071 0.72 0.70
Orr 077 0.63 055 054 039 052 057 053 049 040
Min % aligned tok FR 083 0.85 063 063 065 070 0.64 066 0.66 0.50
Window shift L 2 2 2 2 1 1 2 1 3 4
Window shift R 0 3 3 2 1 1 0 2 3 1
Max % non-aligned tok FR 050 042 074 024 072 053 075 048 044 0.67
Opss 048 045 043 0.73 045 050 069 052 024 035
Min span length PSS 4 6 4 12 4 8 9 5 9 3
Min % aligned tok PSS 74 67 67 56 75 53 58 76 55 62
Min alignment score PSS 083 064 062 079 064 064 059 055 078 0.71

Table 2: Parameter settings after tuning

which was evaluated on BLEU, TER (Snover et al.,
2006) and METEOR. The model that scored best
on the majority of the metrics was chosen. When
all three metrics differ, we chose the best scoring
model according to BLEU.

4.3 Evaluation

BLEU scores are used as main evaluation crite-
rion.'* In addition, we report TER and METEOR
scores to verify whether related yet different met-
rics point to similar trends. We only use one refer-
ence translation. To verify whether differences in
BLEU scores between the baselines and M3TRA
are statistically significant, we use the bootstrap re-
sampling method described by Koehn (2004).

5 Results
5.1 Tuning

Table 2 provides an overview of the parameter set-
tings that were found to lead to the highest BLEU
scores on the development sets. We retained ten
free parameters, the others were either fixed at cer-
tain values or disabled.! The results for METEOR
as a fuzzy metric were found to be similar to the re-
sults using Levenshtein. For the current study, we
decided to continue with Levenshtein as metric.
Looking more closely at the retained parameter
settings, some observations can be made. First,
O varies between 0.70 and 0.93. Second, the
value of O lies between 0.39 and 0.77. Third, for
any language pair at least half of the source tokens
in a translation unit need to be aligned to perform
FR. Fourth, for all language pairs, working with
a sliding window for substitution was beneficial.
Fifth, between 3 and 12 tokens per span are needed

"“We acknowledge that using BLEU is not ideal, especially
when comparing SMT and NMT (Shterionov et al., 2017).
B59gim = 0.2; n-best matches = 15; PSS weights: length = 0;
frequency = 0.83; match score = 0.17.
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to provide beneficial pretranslations. Sixth, impos-
ing restrictions on alignments proved to be positive
for translation quality. Finally, the imposed thresh-
old for minimum percentage of aligned words at
source side varied between 50 and 83%.

5.2 Tests

Table 3 provides an overview of the evalua-
tion scores for the ten language combinations of
M3TRA compared to three baselines: pure TM,
pure SMT, and NMT. For 9 of the 10 language
combinations, M3TRA scores significantly better
than the best baseline (SMT) in terms of BLEU.
The increase in BLEU varies between 0.2 (for EN-
PL; non-significant difference) and 5.47 points (for
EN-HU). METEOR scores actually decrease for
FR-EN, and are practically unchanged for EN-PL
(+0.06). For EN-HU they increase with 3 points.
TER scores consistently decrease for all language
pairs. The decrease lies between 0.25 points (for
EN-PL) and 5.33 points (EN-HU). Compared to
the baseline SMT system, M3TRA affects between
9 and 39% of the sentences in the test set.

Looking at BLEU (see also Figure 6), baseline
SMT also consistently outperforms baseline NMT,
with the exception of EN-HU. With TER as evalu-
ation criterion, NMT scores better for EN-HU and
FR-EN. In terms of METEOR, SMT consistently
outperforms baseline NMT. The quality of pure
TM is estimated to be the lowest for all language
pairs, which is not surprising, since e.g. a ¢q for
which M, is empty is left untranslated.

Figure 7 presents the performance of the dif-
ferent systems for different subsets defined on the
basis of Sim(q,sp) for one language pair (DE-
EN).!6 With Sim(q, s;) below 70%, M3TRA does
not lead to better scores compared to SMT. Pure

'“For reasons of space we restrict ourselves to one language
pair. For the other languages, similar trends are observed.
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TM starts scoring better than SMT in the range
80-89%. Thanks to FR, M3TRA also outperforms
pure TM in the two highest match ranges.

6 Discussion

The main novelty of M3TRA is in its adaptable
parameters, threshold values and safeguards, as
well as in its combination of various features that
are present in a number of approaches described
in Section 2. Most notably, the use of XML
markup to add pretranslation spans to input sen-
tences is also used by He (2011), Koehn and Senel-
lart (2010) and Ma et al. (2011). In M3TRA,
Moses is constrained to include these pretrans-
lated spans in the final output (the so-called ex-
clusive mode is used). The fuzzy repair feature is
closely related to the work of Ortega et al. (2016).
Also the option to simply use TM target matches
above a certain match score threshold has been
implemented before (Simard and Isabelle, 2009).
Moreover, by making use of the information ob-
tained during the alignment process, M3TRA can
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be adapted easily to provide translators with in-
formation on the origin of parts of the proposed
translations, possibly indicating which sentences
should most likely be post-edited (Espla-Gomis et
al., 2015). Finally, the combination of information
from different fuzzy matches is also present in pre-
vious research (Wang et al., 2013; Li et al., 2016).

The test results show that integrating TM with
MT can lead to better MT output, provided that
sufficient high-scoring matches are retrieved from
the TM. We argue that M3TRA is especially bene-
ficial in a context with enough repetition and where
the focus is (at least to a certain extent) on con-
sistency and formulaic language use. Looking at
the results for the different language pairs, the po-
tential for improvement is highest for EN-HU and
HU-EN,!” which is most likely due to the (mor-
phological) structure of the Hungarian language
and its associated problems for (S)MT. The signif-
icant improvements for almost all language com-
binations indicate that M3TRA potentially works
with different language families (Germanic, Ro-
mance, Finno-Ugric). The smallest improvement
was found for the only Slavic language we tested
(Polish).

With regard to the relatively low scores ob-
tained by our NMT baseline, a number of com-
ments are in order. First, we only tested certain
standard/recommended settings in OpenNMT. It is
likely that higher scores can be reached by tun-
ing other NMT hyperparameters to better fit the
dataset used. Second, SMT uses BLEU scores
as tuning criterion, whereas in NMT perplexity is

"We realise one has to be careful when comparing BLEU
scores across (target) languages.



NMT TM SMT TM-MT | Altered
S BLUE | 49.02 40.66 5391 55.72%% | 255%
E TER | 38.16 56.57 36.90 34.96
S MET | 67.67 5237 71.04 7225
= BLUE | 46.64 3631 5218 5238 | 17.87%
S TER | 3957 60.85 37.79 3754
S MET | 3545 2639 38.67 38.73
= BLUE | 42.57 3837 4732 49.59%* | 30.50%
2 TER | 44.81 59.13 44.43 4195
& MET | 5556 45.05 60.11 61.71
& BLUE | 52.76 41.00 59.08 59.65* | 19.15%
; TER | 3579 57.63 32.96 32.22
S MET | 6731 50.16 72.97 73.45
S BLUE | 37.75 3433 3571 41.18%* | 39.16%
= TER | 4801 61.72 5531 49.98
Z MET. | 5523 45.66 55.67 58.67
Z BLUE | 52.55 43.17 59.00 60.63** | 20.95%
:ﬁ TER | 35.11 55.13 32.32  30.56
S MET. | 41.65 30.28 4495 4551
7z BLUE | 5221 4249 6195 6257 | 9.17%
% TER | 3528 5554 2942 28386
= MET. | 42.17 29.94 46.60 46.85
Z BLUE | 47.59 4250 5544 57.17°% | 25.60%
;9 TER | 39.90 5573 3649 34.67
2 MET | 3870 30.17 43.05 43.46
Z BLUE | 5542 43.11 5639 57.12%* | 23.57%
;ﬁ TER | 3242 55.14 3533 3423
B MET | 44.02 3037 4581 4570
Z BLUE | 4500 4151 4862 5210% | 35.11%
= TER | 4335 5613 4425 4037
& MET. | 37.51 29.60 40.10 40.93

(% p <0.01; ¥ p <0.001)

Table 3: Results (significance tests for SMT vs TM-MT). Al-
tered: % of sentences affected by TM-MT vs SMT

used to train the system. Third, BLEU evalua-
tion focuses on precision (arguably the strength of
SMT), and less on fluency (NMT’s forte).!8 Fi-
nally, it is possible that SMT is more suited than
NMT for contexts in which there is a considerable
amount of repetition, and where adequacy and pre-
cision are crucial.

This study is limited in a number of ways: (a)
the coverage of certain M3TRA components could
still be improved, such as fuzzy repair, which could
be extended to cover multiple edits per TM match
or to also target non-sequential tokens, (b) only
one dataset was used for testing, (c) only automatic
metrics were used for evaluation, (d) BLEU scores
were used for both training and testing, (e) no
previously developed TM-MT integration method
was used as baseline, and (f) the time spent on de-
veloping the NMT baseline was restricted. These
limitations can be seen as suggestions for future re-
search. For example, it would be interesting to see
how professional translators appreciate M3TRA’s

81t can be argued, however, that BLEU scores are a good
evaluation metric in a context in which precision is important.
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output and indications of the origin of proposed
translations, and what effect this has on transla-
tion efficiency. Some preliminary tests have been
carried out (Coppers et al., 2018), but an in-depth
study is still lacking. Such a study would also re-
quire us to take issues such as the positioning of
formatting (and other types of tags) into consider-
ation, which was outside the scope of the current
paper. The same holds for a more qualitative eval-
uation of M3TRA’s output (e.g. paying attention
to certain morphological features).

7 Conclusions

We designed and tested a system for the integration
of MT and TM, M3TRA, with a view to increasing
the quality of MT output. M3TRA contains two
main components, fuzzy repair and span pretrans-
lation, which both make use of a TM with fuzzy
matching techniques and an SMT system with re-
lated alignment information. The system uses the
option to add XML markup to sentences sent to a
Moses SMT system. Tests on ten language combi-
nations using the DGT-TM dataset showed that it is
clear that this approach has potential. Significantly
higher BLEU scores for 9 of the 10 language com-
binations were observed, and METEOR and TER
scores showed comparable patterns. In a next step,
M3TRA has to be evaluated in an actual translation
environment involving professional translators.
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Abstract

This paper reports on a pilot experiment
that compares two different machine trans-
lation (MT) paradigms in reading com-
prehension tests. To explore a suitable
methodology, we set up a pilot experi-
ment with a group of six users (with En-
glish, Spanish and Simplified Chinese lan-
guages) using an English Language Test-
ing System (IELTS), and an eye-tracker.
The users were asked to read three texts
in their native language: either the original
English text (for the English speakers) or
the machine-translated text (for the Span-
ish and Simplified Chinese speakers). The
original texts were machine-translated via
two MT systems: neural (NMT) and sta-
tistical (SMT). The users were also asked
to rank satisfaction statements on a 3-point
scale after reading each text and answering
the respective comprehension questions.
After all tasks were completed, a post-task
retrospective interview took place to gather
qualitative data. The findings suggest that
the users from the target languages com-
pleted more tasks in less time with a higher
level of satisfaction when using transla-
tions from the NMT system.

1 Introduction

Recently, there has been an increase in Neural Ma-
chine Translation (NMT) research as contempo-
rary hardware supports much more powerful com-
putation during the creation process. Research
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on the translation quality of NMT engines show
that, in general, when compared against Statistical
Machine Translation (SMT) engines, the output
quality of NMT systems is higher when measured
using automatic metrics (Bahdanau et al., 2014;
Jean et al., 2015; Bojar et al., 2016; Koehn and
Knowles, 2017). However, results are not as pos-
itive when human evaluators compare these out-
puts (Bentivogli et al., 2016; Castilho et al., 2017a;
Castilho et al., 2017b).

Human evaluation of MT output, although not
always implemented in quality evaluation, has
been increasingly endorsed by researchers who ac-
knowledge the need for human assessments. Some
of the most commonly-used manual metrics are
fluency and adequacy, error analysis, translation
ranking, as well as post-editing effort. Despite the
considerable focus on MT quality evaluation, the
impact of MT on the end user has been under-
researched. Measuring the usability of MT out-
put allows for identification of the impact that the
translation might have on the end user (Castilho
et al., 2014). With the intention of exploring the
cognitive effort required to read texts originating
from SMT and NMT engines by the end users of
those texts, we set-up a pilot experiment that aims
to measure the reading comprehension of Spanish
and Simplified Chinese users of texts produced by
both paradigms using an eye-tracker (using the En-
glish users’ data as a baseline).

The remainder of this paper is organized as fol-
lows: in Section 2, we survey the existing literature
concerning reading comprehension for MT eval-
uation and the use of eye-tracking techniques for
translation assessment; in Section 3, we describe
the research questions and hypotheses which guide
this pilot experiment, as well as the methodology
applied to carry out the experiment with English

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
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(EN), Spanish (ES) and Simplified Chinese (ZH)
native speakers; the results are discussed in Sec-
tion 4, and finally, in Section 5, we draw the main
conclusions of the pilot study and outline promis-
ing avenues for future work.

2 Related Work

2.1 Reading Comprehension for Machine
Translation Evaluation

Despite the considerable focus on MT quality eval-
uation, there has not been much research focused
on the impact of MT on the end user. With the
current shift of paradigm in the MT landscape, it
has become essential to also test the reading com-
prehension of NMT models by the end users of
those translations. A few studies have attempted
to measure reading comprehension (Scarton and
Specia, 2016) and usability of MT output. Tomita
et al. (1993) use reading comprehension tests to
compare different MT systems. The content for
reading and comprehension was extracted from an
English proficiency exam and then translated into
Japanese via three commercial MT systems as well
as through the process of human translation. Sixty
native speakers of Japanese were asked to read the
text and answer the questions. The authors show
that reading comprehension is a valid evaluation
methodology for MT; however, their experiment
only takes into consideration the informativeness,
i.e. the number of correct answers for the compre-
hension questions.

Fuji (1999) proposes reading comprehension
tasks in order to measure informativeness and,
moreover, the author adds comprehensiveness and
fluency to the evaluation measures. The content
used comprises several texts from official exami-
nations of English language designed for Japanese
students. Participants were asked to read the text,
answer the comprehension questions and judge
how comprehensible and how fluent the text is, us-
ing a 4 point scale. Following on from this, Fuji et
al. (2001) examined the “usefulness” of machine-
translated text from two commercial MT systems
compared to the English version. The experiment
consisted of participants reading the texts and an-
swering comprehension questions. The authors
claim that presenting the source with the MT out-
put results in higher comprehension performance.

Jones et al. (2005) ask 84 English native speak-
ers to answer questions from a machine-translated
and human-translated version of the Defense Lan-
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guage Proficiency Test for Arabic language. Task
time and subjective rating were also measured.
Their results suggest that MT may enable a lim-
ited working proficiency but it is not suitable for a
general professional proficiency.

Usefulness, comprehensibility, and acceptabil-
ity of MT technical documents are examined by
Roturier (2006). The author claims that a text is
deemed useful when readers are able to solve their
problem with the help of the translation. The study
uses a customer satisfaction questionnaire to deter-
mine whether controlled English rules can have a
significant impact from a Web users perspective.
The main drawback of Roturiers approach is that
there is no task being performed by the end user
as the methodology consists of an online question-
naire.

2.2 Eye tracking in Translation Research

Doherty and O’Brien (2012) is the first study to use
eye-tracking techniques to measure the usability
of translated texts via the end user. They conduct
a study to compare the usability of raw machine-
translated output for four target languages (Span-
ish, French, German and Japanese) against the us-
ability of the source content (English). The result
of this first phase compared the machine-translated
group against the source group, and found signifi-
cant difference for goal completion, efficiency, and
user satisfaction between the source and the MT
output. In the second phase of the study, Doherty
and O’Brien (2014) analyse the results according
to target languages compared to the source. The
results show that the raw MT output scores lower
for usability measurements, requiring more cogni-
tive effort for all target languages when compared
with the source language content.

Stymne et al. (2012) present a preliminary study
using eye tracking as a complement to MT error
analysis. In this methodology, although the main
focus is to identify and classify MT errors, a com-
prehension task is also applied. For the perception
questions, the human translation scored better than
all the MT options. For both perceived and ac-
tual reading comprehension questions, their results
show that participants are more efficient when us-
ing the MT output of a system trained using a large
corpus. Regarding gaze data, MT errors are asso-
ciated with both longer gaze times and more fixa-
tions than correct passages, and average gaze time
is dependent on the type of errors which may sug-



gest that some error types are more disturbing for
readers than others.

Klerke et al. (2015) present an experimental
eye-tracking usability test with text simplification
and machine translation (for both the original and
simplified versions) of logic puzzles. Twenty na-
tive speakers of Danish were asked to solve and
judge 80 different logic puzzles while having their
eye movements recorded. A greater number of
fixations on the MT version of the original text
(with no simplification) was observed and partic-
ipants were less efficient when using the MT ver-
sion of the original puzzles; however, the simpli-
fied MT version seemed to ease task performance
when compared to the original English version.

Castilho et al. (2014) had two groups of 9
users each performing tasks using either the raw
MT or the post-edited version of instructions for
a PC-based security product, and cognitive and
temporal effort indicators were gathered using an
eye-tracker. Their results show that lightly post-
edited instructions present a higher level of usabil-
ity when compared to raw MT. Building on this,
Castilho and O’Brien (2016) perform similar ex-
periments with German and English native speak-
ers, with instructions for spreadsheet software. Re-
sults show that the post-editing group is faster,
more efficient, and more satisfied than the MT
group. No significant differences appear in cog-
nitive effort between raw and post-edited instruc-
tions, but differences exist between the post-edited
versions and the source language. Moreover, the
authors claim that the cognitive data should not be
viewed in isolation, and highlight the importance
of collecting qualitative data for measuring usabil-
ity. Finally, Castilho (2016) extended previous
experiments using Simplified Chinese, Japanese,
German and English for the same set of instruc-
tion of the spreadsheet software. Results show that
participants who used the post-editing instructions
were more effective, more efficient, and faster than
participants who used the raw MT instructions, es-
pecially for Simplified Chinese and German. An-
other interesting finding is that the source mostly
did not differ from the post-editing groups, sug-
gesting that the post-editing output is of equiva-
lent quality. Regarding satisfaction, the author re-
ports that German participants who use the MT in-
structions, even though they are able to success-
fully perform more tasks than other MT groups,
are the least satisfied with the instructions, while
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the Japanese participants do not present any dif-
ference between the MT and post-editing groups
for satisfaction even though the MT group was the
least efficient. The author notes that these findings
are likely to be related to cultural characteristics,
as the Japanese participants are more tolerant and
less likely to complain. Another interesting finding
is that all groups, including the English-speaking
participants, suggest that the instructions need im-
provements.

Finally, Jordan-Nez et al. (2017) compare three
MT systems for assimilation, namely Systran (hy-
brid corpus based and rule-based MT); Google
Translate (at the time of the experiment, a SMT
system); and Apertium (a rule-based system),
against professional translations. Results show
that the MT output into a language in the same
family as the readers first language may facilitate
comprehension of texts originally written in a lan-
guage from a different family. The authors note,
however, that the level of usefulness depends on
the field and on the MT system used as well as on
the level of speciality.

Following previous work, we expect that the
MT system that shows closer efficiency measures
to the source text and lower task time, as well as
lower cognitive effort indicators, is more likely to
be rated higher for the satisfaction.

3 Methodology

Hypothesis and Research Questions As men-
tioned in Section 1, the primary aim of this ex-
periment is to gather more information about the
user experience when reading for comprehension
machine-translated texts. With this aim in mind,
we identified the following research questions:

RQ1: Which MT engine offers better efficiency
to participants, i.e. with which one are they able
to successfully answer more comprehension ques-
tions? Or with which one are they able to complete
the tasks faster?

RQ2: To what extent are there differences in
participants cognitive processes due to different
engines (NMT and SMT)?

RQ3: What is the participants level of satisfac-
tion with SMT and NMT when reading for com-
prehension?

Content and Design In order to answer the re-
search questions, we measured participants read-
ing comprehension according to the number of



correct answers (goal completion) to a set of com-
prehension questions about each text, and task
time. Eye-tracking fixation count and duration are
also computed, as well as satisfaction indexes after
each reading task. After all tasks were completed,
we interviewed the participants by means of a
semi-structured retrospective interview to gauge
the understanding of the texts from a qualitative
perspective.

For this pilot, we recruited two native speakers
per language, a total of six participants (English,
Spanish and Simplified Chinese languages). In this
case, we used a sample of convenience. The par-
ticipants were part of the student and staff body of
Dublin City University. There were three female
and three male participants, average age was 30.6
years, and all of them had received education to
a post-graduate level. Half of them had previous
experience in reading comprehension tests, either
as part of their education or work. The Spanish
and Simplified Chinese participants had a univer-
sity level standard of English as they have taken
English Proficiency tests and have been working
and studying in an English-speaking country for
some time.

As for the reading texts, two were taken from
the International English Language Testing Sys-
tem (IELTS)' that measures English language pro-
ficiency by assessing four language skills: listen-
ing, reading, writing and speaking. IELTS has two
types of tests: General and Academic. Since we
were trying to assess the reception of raw output
for a general user, we decided to use the Gen-
eral Training IELTS, reading modality, which con-
tains a text and comprehension questions about
that same text. The total number of words in the
source content amounted to 1090 words.

The two English texts selected and their accom-
panying comprehension questions were then trans-
lated using Microsoft Translator Try and Compare
feature? that allowed one to generate output in both
SMT and NMT, and compare their quality. The
first text (Text 2), entitled “Beneficial work prac-
tices for the keyboard operator”’, contained seven
comprehension questions in which the users were
required to choose the correct heading for each
section of the text from a list of headings. The sec-
ond text (Text 3), entitled “Workplace dismissals”,

"https://www.ielts.org

’The feature on the website has changed to a comparison
between Microsoft’s production and research engines. See
https://translator.microsoft.com/neural.
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contained five comprehension questions for which
the users were required to match each description
from a list with a correct term displayed in a box.
One short text was also extracted from the IELTS
website to be used as baseline. This baseline text
(Text 1) was available in English, Spanish and
Simplified Chinese on the IELTS website.> More-
over, ten questions in the style of the test (write
True, False or Not given) were created in English
for this baseline text and translated into Spanish by
a Spanish translator and into Simplified Chinese
by a native speaker. The baseline was used to test
participants attention and reading comprehension
with a human-translated version. The total num-
ber of words in the source baseline text amounted
to 229 words. The baseline text was presented first
followed by the Text 2 and Text 3 (SMT and NMT)
which were randomised.* Figure 1 shows the set
up of the task.

After each task (text and comprehension ques-
tions), four statements were presented (in English)
in a three-point Likert scale (1- disagree, 2- neither
agree or disagree, 3- agree) for the participants:

. The subject of the text was easy to under-
stand.

The language was easy to understand.

The question was easy to understand.

I was able to answer the question confidently.

»

The eye tracker used was a Tobii T60XL with the
filter set for I-VT (Velocity-Threshold Identifica-
tion), as this is the filter recommended by Tobii
for reading experiments. The participants were
recorded during the post-task interview using the
Flashback application that allows recording of all
movements, sounds, and webcam output on the
computer. This retrospective post-task interview
was designed so that participants could watch their
recordings and give their feedback regarding the
subject matter, language used, questions, and per-
sonal experience when completing the whole task.

3As this text was available on the target languages on the
IELTS official website, we assume that the translations were
either direct human translation of the source or they were
comparable texts, i.e. texts with the same information but
originally written in the target language.

“The same order of texts were presented for the English par-
ticipants (Text 1, Text 2 and Text 3) but in the source EN
language.



B AT, U R ECEAERONES. SRR,
DL, SRREHER. BF O GRTEL, U

BEEMRER. MRS EEREER UE e

Figure 1: Task set-up

EN ES ZH Av. per system/text
Baseline/
Texts P02 PO4 P01 P05 P09 P08 SMT NMT
source
Baseline 90 90 100 100 90 80 92 — —
Text 2 57 100 85 71 85 71 79 71 35
Text 3 60 100 60 100 100 100 80 80 100
AV. per SOURCE 79 — — — —
SMT — — 66 86
system/lg NMT — — 93 93
Figure 2: Goal Completion (%)
EN ES ZH Av. per system/text
Baseline/
Texts P02 PO4 PO1 P05 P0S P08 SMT NMT
source
Baseline 68 148 88 140 250 206 150 — —
Text 2 346 657 417 552 502 360 502 456 459
Text 3 241 212 272 333 528 272 226 400 302
AV. per SOURCE 364 — — —
P SMT — — 412 244
system/lg NMT — — 3rs 387

Figure 3: Task Time (in seconds)

4 Results

4.1 Comprehension

As mentioned previously, the baseline (Text 1)
contained 10 questions, while Text 2 contained 7
questions, and Text 3 contained 5 questions. Goal
completion is the number of successfully com-
pleted tasks, while task time is the total task time
the participants needed to complete the tasks.

Goal Completion Figure 2 shows the results for
goal completion for all participants (P01, P02, P04
and so on), where light gray cells are SMT while
dark gray cells are NMT results. We can see
that on average, participants who read the NMT
text had a higher rate of goal completion (ES and
ZH: 93%) when compared to the participants who
read the SMT texts (ES: 66%, ZH: 86%), even
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when compared to participants who used the En-
glish source (79%). Interestingly, Simplified Chi-
nese participants who used the SMT tests also had
higher rates of goal completion when compared to
the average for the English text.

When looking at the average score per system
for each text (last column), participants of all lan-
guages had higher goal completion when reading
Text 3 when compared to Text 2, which may indi-
cate that Text 3 was easier to understand”. This is
mentioned during the retrospective interviews by
the participants (see Section 4.4).

Task Time Regarding the amount of time re-
quired for participants to read the texts and answer
the comprehension questions, Figure 3 shows that,

SText 3 contained 5 questions, whereas Text 2 contained seven
question which could also have impacted goal completion



on average, participants who read the NMT output
(ES: 375, ZH: 387) were faster than participants
who read the SMT output (ES: 412, ZH: 444). Ad-
ditionally, participants who used the NMT texts,
for both ES and ZH, have closer average task time
to participants who used the source text. Interest-
ingly, the Simplified Chinese participants seemed
to spend slightly more time on the task than the ES
and EN participants, which could be related to the
fact that the ZH participants were able to answer
more questions correctly.

4.2 Eye-Tracking Data

As previously mentioned, we used an eye tracker
to collect empirical data to analyse cognitive ef-
fort. Due to the low number of participants for the
first part of this study, it is not possible to report
any statistically significant results. However, we
believe that these preliminary results may indicate
a tendency in cognitive effort between NMT and
SMT.

Fixation Duration (FD) is the length of fixa-
tions (in seconds) within an area of interest (AOI).
The longer the fixations are, the higher the cogni-
tive effort may be expected. Figure 4 shows the
results for the length of fixations. The average
fixation duration per system indicates that SMT
presents longer fixations (sum) when compared to
the NMT system for both ES and ZH. However,
the mean length does not seem to differ much, and,
in fact, for ZH it presents a slightly shorter mean
(0.25 secs) than the NMT system (0.26 secs). In
general, ZH participants present longer FD mean
results when compared to ES and EN for both sys-
tems, including for the baseline (Text 1), which
correlates with the time ZH participants spent on
tasks (Figure 3).

Fixation Count (FC) is the total number of fixa-
tions within an AOL The more there are, the higher
the cognitive effort is deemed to be. The average
FC per system for each language in Figure 5 indi-
cates that, in general, SMT presents a higher num-
ber of fixations when compared to the fixation for
the NMT system for both ES and ZH languages.
Interestingly, ZH does not show higher means for
FC as previously observed for FD. In fact, ZH par-
ticipants show lower FC when compared to Span-
ish, and in the case of NMT, lower than the English
as well.
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4.3 Satisfaction

As stated previously in Section 3, after the par-
ticipants had completed each text and answered
the comprehension questions, they were presented
with four statements that measured their level of
satisfactions with the subject of the text (the sub-
ject of the text was easy to understand), language
(the language was easy to understand), questions
(the question was easy to understand) as well
as their perceived confidence (I was able to an-
swer the question confidently) when answering the
questions, in a 3-point Likert scale (3-agree, 1-
disagree). Figure 6 presents the results for all lan-
guages.

In Figure 6, the average per system for each lan-
guage shows that participants who used the EN
texts have the highest satisfaction levels (2.56).
For ES, participants who used the NMT system
seem to be slightly more satisfied (1.6) than par-
ticipants who used the SMT system (1.5). The
same pattern can be seen in the ZH participants’
satisfaction scores, the average for the NMT was
considerably higher (2.37) than for the SMT sys-
tem (1.37). This is in line with the task time (Fig-
ure 1) and goal completion (Figure 2) for the ZH
language, in which participants were able to com-
plete 93% of the tasks in an average of 387 secs
using NMT translations, while using SMT transla-
tion they were able to complete 86% of the tasks in
over 444 seconds. These results also illustrate the
comments from the participants presented in the
following section.

4.4 Retrospective Interviews

To triangulate the data from the eye-tracker and
the statements presented to the participants after
each task is completed (satisfaction scores), and
obtain a more accurate account of the differences
between SMT and NMT in reading comprehen-
sion tests, we carried out retrospective interviews
with all participants. After each participant had
completed the three tasks, we replayed the video
of their eye movements in the Replay window of
Tobii Studio, and recorded these interviews using
Flashback as part of a Retrospective Think Aloud
protocol. We asked the participants to watch the
video showing their fixations on the screen and
to describe freely their recollection of what they
were thinking or doing at that time in the exercise.
We clarified that they should not be worried about
any grammar mistakes since four out of six of the



EN ES ZH
P02 P04 PO1 P05 P09 P08 Av. per system/text

Baseline
MEAN SUM MEAN SUM MEAN SUM MEAN SUM MEAN SUM MEAN SUM |/ source

Baseline] 0.16 43.52 0.26 87.83 0.21 61.33 0.18 83.67 0.25 |[295.96| 0.26 |42146]| 0.22 — —
Text2 0.18 | 252.63| 0.23 | 525598 | 0.8 [332.01]| 017 |38732| 026 [21911] 026 |42146| 0.21 0.22 0.22
Text 3 0.18 | 180.47| 0.23 | 16857 | 0.18 |[177.06| 017 | 20536 | 025 |29596| 0.25 |40293| 0.21 0.22 0.21

Texts

SMT NMT

EN ES ZH
MEAN SUM MEAN SUM MEAN SUM
Av. per
SOURCE| 0.20 [1127.65** — — — —
system/
I SMT — — 0.18 564.38 0.25 717.41
e NMT — - 0.18 | 537.37 | 0.26 622.04

Figure 4: Fixation Duration - in seconds.(** is the sum for both EN participants for both Text 2 and 3)

Texts EN ES ZH
PO2 Po4 PO1 P05 o9 PO8 Av. per system/text
Baseline
SUM SUM SUM SUM SUM sumM |/ source SMT NMT
Baseline 269 334 298 466 612 712 449 _ —
Text2 1371 2323 1810 2217 851 1636 1847 1927 1331
Text 3 991 738 978 1211 1200 1588 865 1089 1400
EN ES ZH
MEAN SUM MEAN SUM MEAN SUM
Av.per |SOURCE | 1355.7 |5423.0%* — — — —
system/lg (SMT - - 1597.5 | 3195.0 | 1418.0 | 2836.0
NMT - - 1510.5 | 3021.0 | 1219.5 | 2435.0

Figure 5: Fixation Count (** is the sum for both EN participants for both Text 2 and 3)

EN ES ZH Av. per system/text
Baseline/
Texts Statements | PO2 P04 | PO1 P05 | POS PO8 cource SMT | NMT
Subject 3 3 3 3 3 3 3.0 _ _
L 3 3 3 3 3 3 3.0
Baseline angu-age - -
Questions 3 3 3 3 3 2 2.8 _ _
Confidence 2 3 3 3 3 3 2.8 _ _
Subject 2 3 2 3 1 1 2.5 20 | 15
2.0 1.0 2.0
Text 2 Language 1 3 1 1 3 1
Questions 3 1 3 1 3 3 2.0 2.0 3.0
Confidence 2 3 2 1 1 1 2.5 1.0 1.5
Subject 2 3 1 1 1 2 25 1 1.5
3.0 2 2
Text 3 Language 3 3 2 1 2 3
Questions 3 3 1 1 1 3 3.0 1.0 2.0
Confidence 3 3 2 2 1 3 3.0 1.5 25
Av.per  |[SOURCE 2.56 _ _ |
system/lg ST | 1.5 1.4
NMT I 1.6 2.4

Figure 6: Ratings of Satisfaction (the higher score, the better)

participants did not have English as their mother these interviews, that is transcription and coding
tongue, the language in which the interviews were  of the recordings, therefore what we provide here
conducted. At the time of writing this paper, we is a summary of the preliminary results.

have not completed a full qualitative analysis of
All participants in all languages indicated that
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Text 1 (the baseline text: original English or hu-
man translation) was easy to understand. They
found the text to be short, the content easy to un-
derstand, and the language clear. Regarding Text
2, although most participants mentioned that it was
more time consuming mainly due to the number
of questions and options available (seven questions
and ten options to choose from), their assessment
of the language quality varied depending on the
language and the type of engine used for this ex-
periment. The same applies for Text 3, although
the participants indicated that it was faster to com-
plete because there were fewer questions and they
already knew the dynamic of the exercises.

In the case of the English-speaking participants,
they did not mention any aspects of the language
or content that they found particularly difficult, al-
though one participant (P02) had difficulties with
the coding system to answer the questions in Text
1 (True, False, Not given). This participant also
mentioned that he was not happy with certain com-
mas or double negatives on Text 2. He did not find
any linguistic issues on Text 3. The other English
participant, PO4, found the language to be satisfac-
tory.

If we look at the Spanish language, POl men-
tioned that Text 2 (NMT engine) was “more con-
fusing” than Text 1 (Human translation). There
were keywords that were “tricky” and she thought
they were probably wrong, such as sostenedor in-
stead of atril for holder, also she mentioned words
that seemed to be completely out of context, such
as hechizo for spell. Regarding Text 3 (SMT), the
participant said that it was “really, really tricky”
and ‘“the language was really difficult” not be-
cause of words but because of incorrect grammar,
and she stated that sentences were difficult to un-
derstand. She commented that “there were times
where it came to my mind that these were direct
translations from English”. Because of the incor-
rect translations provided by the engine (two En-
glish options were translated in the same way in
Spanish by the SMT engine), the participant an-
swered two questions incorrectly. Participant 5
mentioned that in Text 2 (SMT, in this case), he no-
ticed grammar mistakes “straight away”, and then
he realised that “it was translated by a machine”
as “almost every sentence had something wrong”.
He mentioned that, although he had to read the
sentences several times to try and make sense of
the meaning, the content was not difficult for him.
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On the other hand, he found Text 3 (NMT, in this
case) easier because there were fewer questions
to answer, but he also mentioned that Text 3 was
machine-translated. He noticed a few grammar er-
rors and inconsistencies. For example, he noticed
Despido sumario and Resumen despido as a trans-
lation for Summary Dismissal, and Constructivo
Despido and Constructivo despido for Construc-
tive dismissal, and this created confusion when he
was answering the comprehension questions. He
thought that the language was more technical than
in the other documents but at the same time that
the questions were easier to answer. When asked
if he saw any difference between Text 2 and Text 3,
he said that he had no reasons to assume a different
MT system was used.

Regarding the Simplified Chinese language, PO8
stated that Text 2 (SMT in this case) was the most
difficult text of the three. According to him, Text 2
“was not fluent”, some words were “weird”, and
he had to guess a lot of the text by the context
and the questions. For him, the first two para-
graphs, for example, were difficult to understand.
Therefore, both contents and language were diffi-
cult. Regarding Text 3 (NMT), PO8 found that it
was “in the middle of the three”. The paragraphs
were “better” and the questions were “clear”. Al-
though, the content was new to the participant, he
found the language easier to understand in Text 3
than in Text 2 but worse than in Text 1, as “the
words were correct”, but the order was wrong, and
there were also characters missing. As for P09,
she found that the structure of Text 2 (NMT, in this
case) was “okay” but she was not familiar with the
topic. She thought the language was also “okay”;
although there were errors and sometimes the vo-
cabulary was incorrect, she could understand it. In
this text, she found the headings difficult to place
in the corresponding section. P09 found that Text
3 (SMT in this case) was the most difficult one.
She understood that the text was about dismissals,
but she found the language “strange”, “totally un-
clear”, “the structure was not that good” and it was
“hard to understand”. She found that Text 2 and
Text 3 were stressful, especially Text 3. She com-
mented that she could understand 60 percent of
Text 2, but only 20 percent of Text 3.

In summary, the EN participants found Text 2
more cumbersome to resolve than Text 1 and Text
3, and therefore more time was required, but only
P02 mentioned that the language was an issue and



that it could be improved in Text 2 with regards to
commas and double negatives. This is very inter-
esting as it suggests that the difficulties EN partic-
ipants found in the source could have been trans-
lated in the target languages. For ES and ZH, the
four participants found Text 1 (human translation)
easy in content and language, while they were di-
vided on Text 2 and Text 3. In Simplified Chi-
nese, the texts translated with NMT, regardless of
whether they were Text 2 or 3, were viewed as bet-
ter linguistically than their counterparts translated
with SMT, even when the NMT texts had certain
terms or grammar turns that were wrong, and this
influenced the participants’ responses. In Spanish,
one of the participants found the NMT option bet-
ter linguistically, while the other participant found
that both options were comparable and possibly
came from the same MT system.

5 Conclusions and Future Work

The aim of this pilot experiment was to verify the
methodology to measure the impact of the quality
of two MT paradigms - NMT and SMT - on the
end user. For that, we established three research
questions regarding efficiency (goal completion),
cognitive effort, and satisfaction.

Regarding RQ1 (Which MT engine offers bet-
ter efficiency to participants?), results show that
participants (Figure 2) in the two target languages
- Spanish and Simplified Chinese - were able to
complete more tasks successfully when using the
NMT translated texts when compared to the SMT
translations, as well as when compared to partic-
ipants who used the original EN texts. Regard-
ing the time spent to complete the texts, again, we
noted that when using the NMT translations, par-
ticipants were faster than when using SMT trans-
lations and, moreover, have task completion times
closer to participants who used the English text
than the results for SMT.

Regarding RQ2 (To what extent are there dif-
ferences in participants cognitive processes due to
different engines?), results for the FD (Figure 4)
and FC (Figure 5) show that cognitive effort does
not seem to differ much for ES, and presents a
bit of mixed results for ZH, were FD are slightly
longer for the NMT system, whereas FC are lower.
We believe that with a greater number of partici-
pants, a clearer tendency would be observed.

Regarding our last research question (RQ3:

SMT and NMT when reading for comprehen-
sion?), participants rated NMT higher and also
commented that the language in NMT texts was
easier to understand in the post-task retrospective
interviews. It is also necessary to point out that
ES and ZH participants commented on the fact that
the language in the human translation (Text 1) was
easy to understand, while they struggled in certain
sections in both NMT and SMT texts (Texts 2 and
3). This was not the case with EN participants that
only made slight remarks on the quality of the En-
glish, but they did not mention any misunderstand-
ings of the texts.

We are aware of the limitations of the results
presented here since the number of participants
was very low, and there were few texts for each MT
system. Our next steps are to add more languages,
especially those languages which have been show-
ing greater improvement with NMT over the SMT
paradigm, as well as gathering more participants.
Another consideration to bear in mind is the nature
of the texts; we noted that the combination of diffi-
cult text with easy questions and vice-versa could
cloud the findings.

Furthermore, we believe that this research could
benefit from computing more eye-tracking mea-
sures, such as visit count, which is the number of
visits to an area of interest, as the shifts of atten-
tion between the questions and the text may be an
indicator of cognitive effort (Castilho et al., 2014).
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Abstract

We present a comparison of automatic
metrics against human evaluations of
translation quality in several scenarios
which were unexplored up to now. Our
experimentation was conducted on transla-
tion hypotheses that were problematic for
the automatic metrics, as the results greatly
diverged from one metric to another. We
also compared three different translation
technologies.

Our evaluation shows that in most cases,
the metrics capture the human criteria.
However, we face failures of the automatic
metrics when applied to some domains and
systems. Interestingly, we find that au-
tomatic metrics applied to the neural ma-
chine translation hypotheses provide the
most reliable results. Finally, we provide
some advice when dealing with these prob-
lematic domains.

1 Introduction

Machine translation (MT) assessment is an open
research question. The most accurate methods re-
quire a manual evaluation of the MT system. Un-
fortunately, this is a difficult and costly process,
being unaffordable while developing new MT en-
gines. Therefore, protocols for automatic evalu-
ation of MT are required. The most common ap-
proach for evaluating the MT quality is to compare
the system hypotheses with one or more reference
sentences and compute a quality score.

(© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

A significant research effort has been spent
on enhancing the automatic metrics. For in-
stance, a shared task is running since 2008, as
part of the Conference on Machine Translation
(WMT). Although several metrics have been pro-
posed, the literature is nowadays dominated by
BLEU (BiLingual Evaluation Understudy) (Pap-
ineni et al., 2002) and, to a lesser extent, by TER
(Translation Edit Rate) (Snover et al., 2006).

Despite their usefulness, those metrics may di-
verge, sometimes leading to deceiving conclu-
sions. This is the case of unconventional tasks or
domains (e.g Chinea-Rios et al. (2017)).

This work aims to shed some light on these be-
haviors, by conducting a human evaluation of MT
outputs that produce inconsistencies in the met-
rics. More precisely, we study the correlation be-
tween human judgment and automatic evaluation
on three problematic domains and for three dif-
ferent MT systems. We analyze the strengths and
flaws that each automatic metric conveys, giving
some advice for future research. The main contri-
butions of this paper are the following:

e We deepen into an unexplored field: the eval-
uation of MT outputs which present inconsis-
tencies between automatic metrics.

e We conduct a human evaluation of MT hy-
pothesis which produced inconsistent auto-
matic evaluations, following the direct assess-
ment (DA) methodology.

e We compare a large number of state-of-the-
art automatic metrics for our tasks at hand.

o We study the correlation of all metrics with
human judgments, finding out that automatic
metrics capture relatively well the human
evaluation criteria in several cases.

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the Furopean Association for Machine Translation, p. 89-98

Alacant, Spain, May 2018.



This paper is structured as follows: in Section 2,
we review relevant literature in the field of MT
evaluation. Section 3 provides a brief summary of
the metrics under study in this work. Section 4 ex-
plains the methods used to evaluate MT. In Sec-
tion 5, we describe the experimental setup. We
show and discuss the results of our evaluation in
Section 6. Finally, we conclude in Section 7 by
highlighting the main lessons learned from this
work.

2 Related work

As stated in the previous section, the automatic
evaluation of MT quality is a key element for the
effective development of MT. Therefore, it has
been studied from long ago (Pierce and Carroll,
1966; White et al., 1994). From here, a large
amount of metrics have been proposed. Among
them, the most widely used, especially in the
academia, is the aforementioned BLEU. Nonethe-
less it is also widely accepted that BLEU suf-
fers from several limitations when correlating with
human judgments (Turian et al., 2003; Tatsumi,
2009) and can be fooled with bad translations
(Smith et al., 2016). Other metrics are also com-
mon in the literature. This is the case of TER,
METEOR (Lavie and Denkowski, 2009), word er-
ror rate (WER) (Klakow and Peters, 2002; Morris
et al.,, 2004) or NIST (Doddington, 2002). De-
spite these efforts, the automatic assessment prob-
lem remains open, being organized several evalu-
ation campaigns (Mauro et al., 2017) and shared
tasks (Bojar et al., 2017a).

Due to the fragility and ambiguity of the exist-
ing metrics, several works attempted to perform a
fine-grained evaluation of different MT systems or
technologies. With the recent irruption of the neu-
ral machine translation (NMT) paradigm, a natu-
ral question arises: is NMT better than classical
phrase-based statistical machine translation (PB-
SMT) systems?

Several works aimed to answer this question.
Toral and Sdnchez-Cartagena (2017) performed an
extensive comparison of NMT and PB-SMT sys-
tems, measuring several facets of the translation,
such as similarity, fluency or reordering. Error
analyses of NMT and PB-SMT have also been re-
ported, either automatic (Bentivogli et al., 2018) or
manual (Klubicka et al., 2017). The conclusions
were alike: NMT handled better verbs and nouns
reordering, while the translation of proper nouns
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was worse.

However, it is still uncertain whether the NMT
paradigm works better in situations with scarce
data, as pointed out by Koehn and Knowles (2017).
A solution to this issue is to add monolingual data.
The usage of synthetic data in NMT has reported
excellent results in terms of BLEU (Chinea-Rios
et al., 2017; Sennrich et al., 2016a); but a study
on the importance of adding synthetic data in NMT
with respect to the human perception of translation
is still missing.

3 Automatic evaluation of machine
translation

In the context of this paper, the goal of automatic
metrics is to assign scores to MT outputs in a way
that they correlate with a human evaluation of the
translation quality. In this section we briefly de-
scribe the eight metrics compared in this work.
These are the most common metrics used for eval-
uating MT.

3.1 BLEU

BLEU tries to model the correspondence between
the output from a MT system and the one produced
by a human. The BLEU score is based on the n-
gram precision. It counts the number of n-grams
from the hypothesis that appear in the reference,
dividing this count by the number of n-grams in
the hypothesis. This count is clipped to the maxi-
mum number of counts that the n-gram has in any
sentence of the reference document. BLEU also
features a brevity penalty for short translations.

The final BLEU score is computed as a geomet-
ric mean of the n-gram precision, modified by the
brevity penalty. The maximum order of the n-
grams involved in the computation of BLEU is set
to 4, as this provides the highest correlation with
human evaluation, according to the original exper-
imentation (Papineni et al., 2002).

3.2 METEOR

BLEU only considers n-gram precision, ignoring
the recall component. Moreover, it lacks an ex-
plicit word matching. METEOR aims to mitigate
these issues. METEOR is an alignment-based met-
ric, which computes all valid alignments between
the hypothesis and the references. For computing
these alignments, it makes use of a stemmer and a
synonym database. Therefore, this is a language-
dependent metric.



Once the set of alignments is computed, the ME-
TEOR metric is a harmonic mean of the unigram
precision and unigram recall, modified by an align-
ment penalty.

3.3 TER

The TER is defined as the minimum number of
word edit operations that must be made in order
to transform the hypothesis into the reference. The
edit operations considered are insertion, substitu-
tion, deletion and swapping groups of words. The
number of edit operations is normalized by the
number of words in the reference sentence. The
minimum number of edit operations is obtained by
dynamic programming. Note that, unlike BLEU
and METEOR, this is an error-based metric. Hence,
the lower, the better.

34 WER

Metric based on the Levenshtein distance, work-
ing at word level. WER is based on the calcula-
tion of the number of words that differ between
a piece of machine translated text and a reference
translation. WER is similar to TER but ignoring
the swapping operation. It was originally used for
measuring the performance of speech recognition
systems, but was also used in the evaluation of ma-
chine translation. As TER, the lower the WER, the
better.

3.5 PER

Position independent word Error Rate (PER) (Till-
mann et al., 1997) is similar to TER and WER but
comparing the words in the two sentences without
considering the word order. The PER score is al-
ways lower than or equal to WER. On the other
hand, a shortcoming of the PER is that the word or-
der may be important in some cases. Therefore the
best solution is to calculate both word error rates.

3.6 NIST

NIST was designed to improve BLEU by reward-
ing the translation of infrequently used words.
This was intended to prevent the inflation of MT
evaluation scores by focusing on common words
and high confidence translations. As a result, the
NIST metric assigns larger weights to infrequent
words. Similarly to BLEU, the final NIST score is
computed according to the arithmetic mean of the
weighted n-gram matches between the MT outputs
and the reference translations. A brevity penalty
is also included. The reliability and quality of
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the NIST metric has been shown to be superior to
BLEU in several cases.

3.7 BEER

BEtter Evaluation as Ranking (BEER) (Stanojevié
and Sima’an, 2014a,b, 2017) is a trained evalua-
tion metric with a linear model that combines sub-
word feature indicators (character n-grams) and
global word order features (skip bi-grams) to get a
language agnostic and fast to compute evaluation
metric. This metric obtained very high correlation
values with human evaluations in the last evalua-
tion campaigns (e.g. Bojar et al. (2017a)).

3.8 CHRF

Character n-gram F-score (CHRF) (Popovié, 2015)
computes the Fg-score on the character n-gram
precision and recall. According to Popovi¢ (2015),
using an Fs-score correlated best with human judg-
ment. Its popularity is increasing, as it has shown
to be a reliable metric for NMT systems.

4 Methodology

In this section we describe the human evaluation
protocol applied in our work. We also describe
how we computed the correlation across metrics.

4.1 Direct Assessment

Following the metrics shared task from WMT’17
(Bojar et al., 2017a), we used the monolingual
DA model for evaluating the translation adequacy
(Graham et al., 2017).

To obtain a correct measure of the translation
quality is difficult to achieve, and the DA setup
simplifies this task: unlike classical translation as-
sessment protocols (typically bilingual), this is a
simpler framework. In DA, the translation ade-
quacy is structured as a monolingual assessment of
semantic similarity, in which the reference transla-
tion and the MT hypothesis are displayed to the
human evaluator. Assessors rate a translation by
scoring how adequately it expresses the meaning
of the reference translation. The evaluation scale
ranges from O (worst) to 100 (perfect).

In order to avoid the skew from the different
evaluators, we standardized all the scores. The
standard score z of a raw score x is computed as:

T —p
g

ey

where p and o are the average and standard devia-
tion of the scores population, respectively.



4.2 Computing metric correlations

For computing the correlation between two met-
rics, we applied the widely used Pearson correla-
tion coefficient:

r = Z;L:l(hiflib) (mlfﬁ’l,)
Vi (hi=h)* /S (mim)?

where n is the number of samples, h; is the human
assessment score of the i-th translation hypothesis
and m; is the corresponding scores to that hypoth-
esis given by an automatic metric. » and 7 are the
human and automatic mean scores, respectively.

The r coefficient ranges from +1 to —1, where
+1 means total positive correlation and —1 de-
notes total inverse correlation. A value of 0 means
that there is no linear correlation between both
variables.

In this work, we compute statistical significance
tests, computing a confidence level of « as:

(2)

a =2p(|t],n —2) 3)
where p; denotes the cumulative density function
of ¢ and the ¢ value is obtained computed follow-
ing:

4)

t=r—m
1—1r2

S Experimental setup

Our experimental framework related a domain
adaptation task, in the English to Spanish language
direction. In our setup, we trained a PB-SMT and a
NMT system on the same data, from a general cor-
pus extracted from websites (Common Crawl). We
applied these systems to three different domains:
printer manuals (XRCE) (Barrachina et al., 2009),
information technology' (IT) and Electronic Com-
merce (E-Com). We adapted the NMT system
to these domains via synthetic data, as proposed
by Chinea-Rios et al. (2017). This method con-
sists in, for each domain, selecting related samples
from a large monolingual pool, back-translating
them and fine-tuning the general NMT system with
these data. Table 1 show the main figures of these
datasets. It is worth noting the differences existing
between the domains, in terms of sentence length:
The Common Crawl and IT domains featured long
sentences (with around 20 words per sentence);

'"http://metashare.metanet4u.eu/
gtleapcorpus
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while the XRCE and E-Com domains had much
shorter sentences. This shows that the first two do-
mains contained sentences with much more con-
text than the two latter.

Corpus S| Wi Vi W
Common Crawl ]ézl 1.5M 3(1)1\1\2 g;gi %88
R
£ XRCE-syn  gloasek (IM 280 07
BCom-sn S0k ST 000 156
IT BoST a 24 209
Z xrep BOMK 00 Dk oo
E-Com R G

Table 1: Corpora main figures, in terms of number of sen-
tences (|S]), number of words (|W]), vocabulary size (|V|)

and average sentence length (|W¥]). Syn indicates synthetic
data used for fine-tuning the NMT system. M and k denote
millions and thousands, respectively.

51

We built an attentional recurrent encoder—decoder
NMT system, using the NMT-Keras® toolkit.
The encoder and decoder were made of long
short-term memory (LSTM) units (Hochreiter and
Schmidhuber, 1997).  Following Britz et al.
(2017), the LSTM, word embedding and atten-
tion model dimensions were 512 each. We ap-
plied joint byte-pair encoding (Sennrich et al.,
2016b), with 32,000 merge operations. We used
Adam (Kingma and Ba, 2014) with a learning rate
of 0.0002. For obtaining the translations, we used
a beam search with a beam size of 6. The fine-
tuning of the systems via synthetic data (denoted
by NMT+Syn) was made using vanilla SGD with
a learning rate of 0.05.

Our PB-SMT system was built using the stan-
dard configuration of Moses (Koehn et al., 2007).
The language model was a 5-gram with mod-
ified Kneser-Ney smoothing (Kneser and Ney,
1995). The phrase table was generated employ-
ing symmetrised word alignments obtained with
GIZA++ (Och and Ney, 2003). The weights of the
log-linear model were tuned using MERT (Mini-
mum Error Rate Training) (Och, 2003).

The metrics were computed using the scripts
provided at the WMT metrics shared task (Bojar

Machine translation systems

2https ://github.com/lvapeab/nmt-keras



et al., 2017b). For all metrics, we used a single
reference.

5.2 Human evaluation experiments

For each domain and MT system, we randomly
sampled several translation hypotheses. The sam-
ples were arranged in 8 non-overlapping blocks of
40 sentences each. Each block was evaluated by
two users. Therefore, each sentence was assessed
twice. Table 2 show figures of the distribution of
evaluated sentences according to each system and
domain. 16 human evaluators participated in our
study, all native speakers of the target langauge
(Spanish). None of them was a professional trans-
lator. Note that, as we are using the DA frame-
work, the evaluators do no require any knowledge
of the source language.

|S|  Domain MT system
Moses NMT NMT+Syn
IT 40 24 24
320 XRCE 40 32 40
E-Com 32 48 40

Table 2: Figures of the evaluated samples. We show the total
number of sentences (|S|) and the distribution of sentences
from each domain and MT system.

We developed a web page® to follow the DA
methodology (see Fig. 1 for an example of the
front-end). The users were asked to assess how
accurately does the candidate text convey the orig-
inal semantics of the reference text?. The ratings
ranged from O (worst) to 100 (perfect).

Direct assessment

Please, evaluate how adequately the second sentence expresses the meaning of the first one.

vaya al ment inicio y busqué calculadora , haga clic en el boton derecho , elija abrir ubicacion de archivo desde las
opciones que apareceran debajo . copie el icono de acceso directo al escritorio

ir al menti inicio y buscar la calculadora , haga clic derecho , elija abrir lugar de archivo abierto de las opciones que

aparecen a continuacion , copiar el icono de acceso a escritorio .

| | |
How accurately does the above candidate text convey the original semantics of the reference text?

Slider ranges from Not at all (left) to Perfectly (right)

Figure 1: Front-end of the webpage developed for perform-
ing the DA protocol. The users were asked to assess how ac-
curately does the candidate text convey the original semantics
of the reference text.

3The evaluation platform, scores and all data used in this
work can be found at: http://lvapeab.github.io/
mt_evaluation.html.
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6 Results and discussion

In this section, we present and discuss the results
obtained from our experimentation. We analyze all
metrics according to the domain and to the transla-
tion technology. Firstly, we show the overall met-
rics for the three different M T systems in the three
different domains. Table 3 shows the BLEU, TER
and METEOR scores of our data, as well as the
scores given by the human evaluators.

Domain  System BLEU  TER METEOR  HUMAN
Moses 332 458 60.6 58.4
IT NMT 341 528 533 64.7
NMT+Syn 322 473 583 66.3
Moses 23.6 61.8 475 51.2
XRCE NMT 223 783 447 479
NMT+Syn 23.1 62.0 435 47.4
Moses 262 518 468 59.7
E-Com NMT 255 847 455 40.7
NMT+Syn 303 523 489 433

Table 3: Human and automatic metrics, for all systems and
domains. BLEU, METEOR and HUMAN scores range from 0
to 100, being the higher values, the better. On the other hand,
the lower the TER values, the better.

This table reflects the large differences that au-
tomatic metrics may produce: for the E-Com task,
the NMT system is 0.7 BLEU points worse than
Moses, but its TER is more than 30 points worse
than Moses. Other inconsistencies in the metrics
can be found in this table. We now deepen in these
results, performing a fine-grained analysis.

6.1 Evaluating the domains

We compared each domain, regardless the transla-
tion technology applied to obtain the translations.
Fig. 2 presents the correlation matrix of all metrics,
for each domain. Moreover, it also shows whether
the correlation of a metric with respect another is
statistically significant at o« < 0.05 (dotted cells)
or not (white cells).

It is interesting to observe the large difference
in terms of correlation existing between the dif-
ferent domains. The IT domain correlated much
better with the human judgments that the other
two domains (XRCE and E-Com). The reasons
of such differences were found in the different
corpora features: IT was a more complex cor-
pus than the other two, featuring longer sentences
with more complex syntactic structures. More-
over, in this domain, all automatic metric exhib-
ited a significant correlation with respect to the hu-
man judgment. TER, WER and METEOR achieved
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Figure 2: Correlation of the metrics across different domains (IT, XRCE, E-Com). Blue circles denote a statistically signif-
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correlation (at o < 0.05).

the highest correlation with the human evaluation,
although the differences were statistically non-
significant. Therefore, we have not enough evi-
dence to conclude which metric is better for eval-
uating this domain. The results for the E-Com do-
main were alike, having all metrics a significant
correlation with humans.

On the other hand, for the XRCE domain
the correlation of automatic metrics with humans
were considerably lower than in the previous task.
Moreover, several metrics (NIST, BEER and PER)
are unable to properly correlate with humans.

Another interesting result is shown at Fig. 3.
We computed a heatmap cluster of the correla-
tion across all metrics. For all domains, the fig-
ures are divided in two main clusters. The first
one, refers to n-gram-based metrics, such as BLEU,
NIST, BEER, METEOR and CHRF. In the second
cluster, we find error-based metrics, TER, WER and
TER.

This indicates that the n-gram based metrics and
error-based metrics assess different aspects of the
translation quality. Provided that, both n-gram
based and error-based metrics were able to corre-
late well with human criteria, we therefore recom-
mend to always provide at least one metric from
each family, when reporting results of translation
quality.

6.2 [Evaluating the translation technology

We are interested not only in the correlation across
domains, but also in the behaviors of the different
MT systems. We deepen in our analysis, studying
each system separately. Fig. 4 shows the correla-
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tion results for all metrics according to each do-
main and MT system.

As in the previous section, we found the most re-
liable behavior in the IT domain. Most automatic
metrics were able to properly correlate with the hu-
man criteria. However, the correlations of neural-
based system were higher than those obtained by
Moses. In this case, the highest correlation values
were found in the NMT+Syn system, in all cases
greater than 0.6.

The XRCE domain presented bad results. In this
case, all the metrics failed to measure the human
criteria. Only BLEU for the NMT system, with and
without synthetic data, was able to properly corre-
late with the human assessment.

In the E-Com domain, we observed mixed re-
sults. The automatic metrics were able to correctly
assess the NMT outputs, but failed with Moses. In
this latter case, BLEU was the only metric that cor-
related well with the human evaluation.

These results suggest that automatic evaluations
of NMT systems (either including synthetic data
or not) were systematically more reliable than the
evaluation of Moses. These differences were espe-
cially dramatic as the domain contained more sen-
tences without large contexts nor complex syntac-
tic structures (i.e. XRCE and E-Com). The met-
rics provided more reliable results for the neural
systems; although they can also diverge from the
human criteria.

With the addition of synthetic data to NMT sys-
tems, the correlation of metrics with respect to the
human assessment slightly decreased, especially in
the E-Com domain. Note that this domain was
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greatly benefited from the addition of synthetic
data (Table 3). While it seems that including syn-
thetic data effectively improves the systems, these
increases should be taken with caution.

Finally, it should be noted that BLEU was the
metric that correlated best with human criteria in
cases involving short and simple sentences. How-
ever, in domains containing sentences with more
complex syntactic structures and longer contexts,
BLEU is surpassed by several metrics, like TER or
CHRF .

7 Conclusions

In this work, we studied the behavior of automatic
metrics in several translation systems for different
domains. Since the metrics provided contradictory
results, we conducted a human evaluation, based
on the DA protocol. Next, we computed the corre-
lation of the automatic metrics with respect to the
human criteria.

Our findings were that automatic metrics were
closer to the human as more structured and con-
textual the task was. When evaluating tasks with
short sentences (e.g. samples from a printer man-
ual), the correlation of the automatic metrics with
respect to the human greatly fell. We also found
that the automatic metrics evaluated surprisingly
well NMT systems, while failing in the evaluation
of classical PB-SMT systems.

Finally, we also found that the metrics were
clustered, even in these specific domains, accord-
ing to their nature, n-gram-based or error-based.
Therefore, we recommend to always give error-
based and n-gram-based metrics when reporting
results on MT quality.
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As future work, we intend to develop a met-
ric capable to complement the existing ones, espe-
cially when dealing with the aforementioned short
and simple corpora.
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Abstract

We propose and study three different novel
approaches for tackling the problem of de-
velopment set selection in Statistical Ma-
chine Translation. We focus on a sce-
nario where a machine translation sys-
tem is leveraged for translating a specific
test set, without further data from the do-
main at hand. Such test set stems from
a real application of machine translation,
where the texts of a specific e-commerce
were to be translated. For developing our
development-set selection techniques, we
first conducted experiments in a controlled
scenario, where labelled data from differ-
ent domains was available, and evaluated
the techniques both with classification and
translation quality metrics. Then, the best-
performing techniques were evaluated on
the e-commerce data at hand, yielding con-
sistent improvements across two language
directions.

1 Introduction

Tuning is a critical step in every system that
presents a weighted combination of features. By
adjusting the weights so that they best fit the target
distribution, this process typically yields important
improvements on the performance of the system
developed. However, selecting an appropriate de-
velopment set is key for this process to reach its
goal.

In Statistical Machine Translation (SMT), the
tuning step implies optimizing the log-linear
Mhors. This article is licensed under a Creative

Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

weights {A1... A\, ... Ay} of a discriminative
model that implements a weighted combination of
features {hy...hn ... har}, considered relevant
in the translation process:

M
y = argmax > Amhm(X,y) ()
y m=1

with x and y being the source and target sentences.

Such optimization has become de-facto standard
in SMT, thanks to the wide-spread adoption of tun-
ing algorithms such as Minimum Error Rate Train-
ing (MERT) (Och, 2003) or the Margin Infused
Relaxed Algorithm (MIRA) (Cherry and Foster,
2012). The purpose of these algorithms is to adjust
the log-linear weights such that the model distri-
bution best fits the target distribution, or the target
metric by which the system is evaluated.

Given that the amount of weights A, is typically
around 10 or 20, the size of the development cor-
pus required for tuning is typically in the range of
hundreds or a few thousands of sentences. How-
ever, such corpus is typically required to be dis-
joint from the training corpus, used to estimate the
features h,,, and its selection is critical, having an
important impact on the system’s performance if
the development set of choice is too different from
the test set at hand (Koehn, 2010).

The Data Selection (DS) task is stated as the
problem of selecting the best sub-corpus of sen-
tences from an available pool of sentences, with
which to train a machine learning system. This pa-
per deals with DS, but here the aim is to select, out
of an available pool of sentences, the best develop-
ment corpus for a given test set, for the purpose of
log-linear weight optimization in SMT.

We study our development DS techniques in two
different tasks. In the first case, the purpose is to

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the FEuropean Association for Machine Translation, p. 99—108

Alacant, Spain, May 2018.



analyse the behaviour of our techniques in a con-
trolled scenario where the data is labelled accord-
ing to domain. The goal is to study our methods’
capacity of correctly predicting the domain labels,
in addition to the translation quality achieved. In
the second scenario, we evaluate the techniques
presented in a real task, where a specific test set
belonging to the texts of a real e-commerce site is
provided, without domain labels.

The main contributions of this paper involve the
necessary steps required to assess our novel devel-
opment set selection techniques:

e We propose three different development DS
(DDS) techniques: LD-DDS computes the
Levenshtein Distance between the candidate
sentences and the test sentences (Section 3);
TF-DDS is based on the ferm frequency — in-
verse document frequency, which can be seen
as a way of computing a numeric representa-
tion for a sentence (Section 4.1); lastly, CVR-
DDS leverages a vector-space representation
of sentences, relying on word the embeddings
by (Mikolov et al., 2013) (Section 4.2).

e We study our DDS techniques in a controlled
scenario, where domain labels are available
(Section 5.2).

e We validate our DDS techniques in a real e-
commerce translation task, with results that
improve over random selection (Section 5.3).

This paper is structured as follows. Sections 3
and 4 present our different DDS methods. Sec-
tion 5 presents the experiments: in Section 5.2, we
present the analysis derived from the controlled ex-
periment; Section 5.3 presents the results achieved
with the real e-commerce task. Section 2 sum-
marises related work. Conclusions and future work
are discussed in Section 6.

2 Related works

The work presented here is close in concept to
the domain adaptation scenario. Domain adapta-
tion in SMT systems received considerable atten-
tion from the research community. Different do-
main adaptation techniques, including data selec-
tion, mixture models, etc., have been developed for
different scenarios. A wide variety of data selec-
tion methods have been used over the years, where
the main principle is to measure the similarity of
sentences from the out-of-domain corpus to some
in-domain corpus, either the development or the
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(source side of the) test set. Such similarity is often
based on information theory metrics, like perplex-
ity or cross entropy. In the last years, perplexity-
based, or cross-entropy based, methods have be-
come more common (Moore and Lewis, 2010; Ax-
elrod et al., 2011; Rousseau, 2013; Schwenk et al.,
2012; Mansour et al., 2011). Cross-entropy dif-
ference is a typical and well-established ranking
function. Techniques based on information re-
trieval have also been widely used for data se-
lection (Hildebrand et al., 2005; Lii et al., 2007).
Furthermore, (Duh et al., 2013) leveraged neural
language models to perform DS, reporting sub-
stantial gains over conventional n-gram language
model-based DS. Finally, many researchers have
used convolutional neural networks (CNN) in the
domain adaptation field (Chen and Huang, 2016;
Chen et al., 2016; Peris et al., 2016).

All the above DS approaches assume that the
selection corpus is used to train or combine the
SMT models. However, previous research on se-
lecting the appropriate development corpus also
exists. Such research can be split into two cate-
gories: in the first category, a development set is
chosen, from among several “closed” development
sets, based on the test set at hand (transductive
learning) (Li et al., 2010; Zheng et al., 2010; Liu
et al., 2012). The second category deals with the
problem without knowing the test set beforehand,
but knowing the domain of the test set (inductive
learning). Previous work on development data se-
lection for unknown test sets includes (Hui et al.,
2010; Song et al., 2014). Note that the work pre-
sented here has an important difference with both
transductive and inductive learning: even though
it is closer to the transductive learning setting, all
these works are based on selecting the most ad-
equate development corpus from a collection of
“closed” development corpora, with the purpose of
choosing the one that belongs to the test set do-
main. In our case, we want to construct a specific
development corpus for a given test corpus, with-
out knowing the domain of the test set.

3 Levenshtein Distance DDS

The first DDS technique proposed involves com-
puting the edit distance (Levenshtein Distance) be-
tween a candidate sentence and the closest sen-
tence in the test set. Here, the intuition is to con-
sider that a given sentence to be included in the
development set D is a good candidate if it is not



too far away from the sentences in the test set 7',
as measured by the Levenshtein Distance. We will
refer to this technique as LD-DDS.

The Levenshtein Distance (LD) (Levenshtein,
1966) is a string metric for measuring the differ-
ence between two sequences (words or sentences).
The LD between two words is the minimum num-
ber of single-character edits (insertions, deletions
or substitutions) required to make them match.

Algorithm 1 shows the procedure. Here, P is
the pool of sentences available, [x,,y,] is an out-
of-domain sentence pair ([x,,y,] € P), and |P| is
the number of sentences in P. Then, our objective
is to select data from P such that it is the most
suitable for translating data belonging to the test
corpus T’ (composed only of source sentences).

Data: pool P; test data T'; threshold 7
Result: Development corpus D
forall t in T do
forall [x,,y,] in P do
if LD(t,x,) < 7 then
if [xp,yp] ¢ D then
| add [xp,y,] to D
end
end
end

end
Algorithm 1: Pseudo-code for LD-DDS.

Algorithm 1 introduces the LD(-,-) function,
which computes the LD between two given sen-
tences. Note that threshold 7 establishes the size of
the development corpus, and will need to be fixed
empirically (Section 5.2).

4 DDS with vector-space representations

Here, we present two other DDS selection tech-
niques, where the common point is that they both
leverage a continuous vector-space representation
of the sentences involved. First, we will describe
our technique in abstract terms, and then we will
present two different candidates for obtaining a
continuous vector-space representation F'(x) (or
F for short) of a given sentence x.

Here, the intuition is to select as candidate sen-
tences those whose vector-space representation is
similar to those in the test set, assuming that simi-
lar sentences will have similar vectors.

The advantage of having a continuous vector-
space representation of the test sentences is that a
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centroid can be computed, which can be assumed
to be a sort of prototype of the sentences present
in the test set. Note it was not possible to compute
such centroid in the case of LD-DDS (Section 3).

Perhaps the best way to explaining this intuition
is graphically, as shown in Figurel. This figure is
a graphical example of the idea that we follow in
this section, where sentences are represented in a
two-dimensional vector-space. Here, blue points
are the representation of the test sentences and red
points represent the vectors of the sentences of the
available pool of sentences, from which the devel-
opment set is to be selected. Assuming that similar
sentences will have a similar vector-space repre-
sentation, the vectors of the test corpus will be very
closer to each other, but the vectors for the general
pool of sentences will be more disperse. The idea
in our method is to draw a circle boundary, con-
taining all test-sentences within it, and (hopefully)
only a few of the sentences in the candidate pool.
The radius of this circumference (or hyper-sphere
in a multi-dimensional vector-space) is established
as the distance between the centroid of the test set,
and the furthest of the test sentences.

Figure 1: Graphical representation of the intuition behind our
vector-space selection techniques. Red points represent the
development sentence vectors, blue points represent the test
sentence vectors. X is the centroid for the test vectors and the
circumference represents the boundary obtained.

Algorithm 2 shows the procedure. Here, P is the
pool of candidate sentences, [x,, y,| is a candidate
sentence pair, with [x,,y,] € P, Fx is the vector-
space representation of x, and |P| is the number
of sentences in P. Then, our objective is to select
data from P such that it is the most suitable for
translating data belonging to the source test data
T'. For this purpose, we define Fy as the vector-
space representation of a sentence t € T'.

Algorithm 2 introduces several functions:

e centroid(-): calculates centroid Fp =
{Fry...Fr,...Frz} for test corpus T, as-



Data: Pool P; test data T’
Result: Development corpus D
Fr = centroid(T); p = inf
forall t in T' do
if cos(Fy, Fr) < p then
| p = cos(Fy, Fr)
end
end
forall [x,,y,| in P do
if cos(Fx,, Fr) > p then
| add [xp,y,| to D
end
end
Algorithm 2: Pseudo-code for DDS leveraging
vector-space representations of sentences.

suming a Z-dimensional vector-space:

||
1
F :75 F; 2
TZ |T| - tz ( )

e cos(+,-): the cosine similarity between two
different vectors, e.g.:

- Fr

F Fr)= ——
cos(Fe, Fr) = R T

3)

In addition, p represents the radius of the circum-
ference, which is computed in lines 2 to 6 (the first
forall loop) in Algorithm 2.

Once the selection algorithm has been estab-
lished, we need to define how to represent sen-
tences in a Z-dimensional space. Using vector-
space representation for textual data (word, sen-
tence or document) is not a new idea and has been
widely employed in a variety of NLP applications.
These representations have recently demonstrated
promising results across a variety of tasks.

In this paper, we used two different approaches
for representing sentences in a continuous vector-
space: the popular term frequency — inverse doc-
ument frequency (TF-IDF), and sentence embed-
dings (Mikolov et al., 2013). The basic idea is to
represent a sentence x with a real-valued vector of
some fixed dimension Z, i.e., F(x) € R? that is
able to capture similarity (lexical, semantic or syn-
tactic) between a given pair of sentences.

4.1 TF-IDF representation

The TF-IDF (Term Frequency and Inverse Docu-
ment Frequency) values can be used to create vec-
tor representations of sentence or documents. Us-
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ing this kind of representation in a common vector-
space is called vector space model (Salton et al.,
1975), which is not only used in information re-
trieval but also in a variety of other research fields
like machine learning (i.e. clustering, classifica-
tion, information retrieval).

Each sentence x € P is represented as a vec-
tor Fx = (Fxq,- -, Fxp, - - -, Fxv)), where [V is
the size of the vocabulary V. Then, each Fyj is
calculated as follows:

Fxy, = tfy, - log(idf ;) 4

where tf ;. is the Term Frequency (TF), computed
as the raw frequency of word xj, in a sentence, i.e.
the number of times that word x; occurs in sen-
tence x. udf, is the Inverse Document Frequency
(IDF), which is a measure of how much informa-
tion word x; provides, i.e., whether the term is
common or rare across corpus P, computed as:

1P|
{x € P:xy € x}|

idfy, = 4)
where | P| is the number of sentences in corpus P,
and |[{x € P : x;, € x}| is number of sentences of
P where the word x;, appears.

We will refer to the DDS technique that derives
from using TF-IDF in Algorithm 2 as TF-DDS.

4.2 Continuous vector-space representation

The idea of representing words or sentence in a
continuous vector-space employing neuronal net-
works was initially proposed by (Hinton, 1986;
Elman, 1990). Continuous vector-space represen-
tations (CVR) of words or sentences have been
widely leveraged in a variety of natural language
applications and demonstrated promising results
across a variety of tasks, such as speech recogni-
tion, part-of-speech tagging, sentiment classifica-
tion and identification and machine translation just
to name a few; (Schwenk et al., 2012; Glorot et al.,
2011; Socheretal., 2011; Cho et al., 2014; Chinea-
Rios et al., 2016).

In this paper, we use a sophisticated CVR for
obtaining the representation of the sentences dealt
with in our DDS method. Specifically, in (Le
and Mikolov, 2014), the authors presented a CVR
sentence approach. The authors adapted the con-
tinuous Skip-Gram model (Mikolov et al., 2013)
to generate representative vectors of sentences or
documents. Document vectors follow the Skip-
Gram architecture to train a particular vector Fy



representing the sentence or document. This work
leverages the propose by (Le and Mikolov, 2014).
We will refer to this representation by CVR!, and
to the DDS technique derived from using CVR in
Algorithm 2 as CVR-DDS.

S Experiments

In this section, we describe the experimental
framework employed to assess the performance of
the DDS methods described in Sections 3 and 4.
For this purpose, we studied their behaviour in two
separate tasks: a controlled scenario with labelled
data, and a real e-commerce translation task. We
will first detail the experimental setup employed,
which is common to both tasks, and then we will
report on each one of the tasks and their results.

5.1 Experimental setup

All experiments were carried out using the open-
source phrase-based SMT toolkit Moses (Koehn
et al., 2007). The language model used was
a 5-gram with modified Kneser-Ney smoothing
(Kneser and Ney, 1995), built with the SRILM
toolkit (Stolcke, 2002). The phrase table was gen-
erated employing symmetrised word alignments
obtained with GIZA++ (Och and Ney, 2003).
The log-lineal combination weights A\ were opti-
mized using MERT (Minimum Error Rate Train-
ing) (Och, 2003). Since MERT requires a random
initialisation of A that often leads to different lo-
cal optima being reached, every result in this paper
constitutes the average of 10 repetitions.

To study to which extent weight optimization
could yield improvements in translation quality,
and hence obtain an upper bound for the perfor-
mance of our DDS techniques, we will also report
results with a so-called oracle, in which tuning was
performed directly using the test set. Note that this
setting is not realistic, but is useful to understand
how much room for improvement there is by only
choosing the development set wisely.

In addition to oracle, two more comparative re-
sults will also be provided: baseline, that is ob-
tained by a translation system where tuning was
performed on the original out-of-domain data; and
in-domain, where tuning is performed using an in-
domain development set, and is hence a good ref-
erence for comparison purposes if we were to as-
sume that such development set is not available.

Translation quality will be measured as:

"http://radimrehurek.com/gensim/doc2vec
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e BLEU (BiLingual Evaluation Understudy)
(Papineni et al., 2002) measures n-gram pre-
cision with respect to a reference set, with a
penalty for sentences that are too short.

e TER (Translation Error Rate) (Snover et al.,
2006) is an error metric that computes the
minimum number of edits (including swaps)
required to modify the system hypotheses so
that they match the reference.

e METEOR (Lavie, 2014) is a precision metric
that includes stemmed and synonym matches
when measuring the similarity between the
system’s hypotheses and the references.

For the case of CVR-DDS (Section 4.2), two
meta-parameters need to be fixed: Z = 200, the
dimension of the vector-space, and n. = 1, the
minimum number of times a given word needs to
appear in the training data for its corresponding
vector to be built. These values were fixed accord-
ing to preliminary research, and maintained for all
the experiments reported in this paper.

5.2 Controlled scenario results

First, we conducted an assessment of our DDS
methods (LD-DDS, TF-DDS, and CVR-DDS) by
analyzing their performance in a controlled sce-
nario, where domain labels were readily available.
The purpose was to study to which extent the DSS
techniques proposed were able to correctly classify
development sentences according to some com-
mon feature, as for instance domain, by providing
a test set belonging to that specific domain.

We resorted to the domain adaptation task
from the Johns Hopkins Summer Workshop 2012
(Carpuat et al., 2012), where the task was to adapt
French—English models. The training corpus
provided originated in the parliamentary domain
(Canadian Hansards). Development and test cor-
pora included the medical domain (referred to as
EMEA), the general news domain (NEWS), the
press domain (PRESS), and the subtitle domain
(SUBS). Statistics are provided in Table 1.

In this scenario, the development data extracted
by our DDS techniques was obtained from a set
where all four domain-specific development sets
were merged. The baseline system was tuned on
the Hansards development data, and the in-domain
system was tuned on the domain-specific develop-
ment data of each domain, respectively.



Table 1: Corpora used in the controlled scenario. (Dev-in) is the in-domain development set, (Test) is the evaluation set,
(Training) is the training corpus and (Dev-bsln) is the baseline development set. M stands for millions and k thousands of
elements; |\S| stands for number of sentences and |V'| for vocabulary size.

EMEA NEWS PRESS SUBS HANSARD

IS vl IsE v IsE Ve IsE v 5] IV
EN . 2285 3682 4232 1755 .. 186.6k
FR Dev-in 2022 2563 2043 3328 1990 4583 2972 1879 Training 8.1M 191.5k
EN 2061 4404 4259 1980 24.1k
FR Test 2045 2974 2489 4759 1982 4551 3306 2032 Dev-bsln 1367 4.9k

Table 2: Precision, recall and F scores for LD-DDS, TF-DDS and CVR-DDS in the controlled scenario.

EN-FR FR-EN

Domain System Precision  Recall 1 Precision  Recall 1
LD-DDS 0.35 0.33 0.34 0.37 0.32 0.34
EMEA TF-DDS 0.16 0.32 0.21 0.16 0.32 0.21
CVR-DDS 0.64 0.47 0.54 0.74 0.45 0.56
LD-DDS 0.10 0.12 0.11 0.08 0.12 0.09
NEWS TF-DDS 0.24 0.28 0.25 0.25 0.60 0.35
CVR-DDS 0.16 0.53 0.25 0.17 0.54 0.25
LD-DDS 0.01 0.01 0.01 0.01 0.02 0.02
PRESS TF-DDS 0.32 0.46 0.38 0.21 0.60 0.31
CVR-DDS 0.38 0.52 047 0.36 0.47 0.41
LD-DDS 0.77 0.39 0.51 0.81 0.43 0.56
SUBS TE-DDS 0.74 0.38 0.50 0.38 0.43 0.39
CVR-DDS 0.79 0.39 0.52 0.74 0.39 0.51
LD-DDS 0.24 0.46 0.31 0.26 0.27 0.27
Total TF-DDS 0.35 0.32 0.33 0.24 0.46 0.32
CVR-DDS 0.37 0.46 0.41 0.37 0.45 0.40

5.2.1 Precision, Recall and F'-score

We analysed the ability of our DDS methods to
recover the domain labels by providing the corre-
sponding test set. We measured precision, recall
and the F} measureResults are shown in Table 2,
where the last row, total, shows precision, recall
and F} across all domains in a 4-class confusion
matrix (i.e., not the average). Several things should
be noted:

e Selecting sentences using CVR-DDS ob-
tained significantly better results than TF-
DDS and LD-DDS, except for SUBS, where
all methods obtained very similar results.

e The best classification quality was obtained in
SUBS domain. We understand that this is be-
cause this domain has the largest test corpus,
and hence yields better estimations.

e In the case of NEWS, our DDS methods ob-
tained the worst values of precision and re-
call, which implies that they were not able
to retrieve the correct development sentences.
This seems to signal that it is not an ade-
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quate corpus for research on adaptation, as al-
ready observed in related work (Haddow and
Koehn, 2012; Irvine et al., 2013).

o Finally, the results obtained for the three dif-
ferent methods are coherent across different
language pairs (EN-FR and FR-EN).

Note that the result of LD-DDS depends on
threshold 7. In Table 2 we only reported the best
results obtained, which might slightly bias the re-
sults in favour of LD-DDS. However, given that
LD-DDS is even so not the best DDS technique
(neither in terms of classification metrics, nor in
terms of translation quality), we report these re-
sults for the sake of assessing its potential.

5.2.2 SMT results

Once the quality of the selected development
corpus was analysed, we now pursue establish to
which extent classification metrics relate to trans-
lation quality, measuring the performance of the
DDS methods in terms of BLEU (Table 3). Re-
sults with METEOR and TER presented similar



Table 3: Translation results in the controlled scenario. |.S| denotes number of sentences.

EMEA NEWS PRESS SUBS
System |S| BLEU |S§| BLEU |S| BLEU |S| BLEU
baseline 1367 229 1367 214 1367 219 1367 166
in-domain 1784 248 1467 239 1255 239 2940 183
ENgpr LDDDS 1657 240 1772 225 2225 209 1568 182
TF-DDS 1778 229 1718 235 1832 216 1543 180
CVR-DDS 1295 248 3592 237 1724 238 1436 184
oracle 1842 267 1782 247 1227 246 3281  19.1
baseline 1367 226 1367 215 1367 208 1367 123
in-domain 1784 238 1467 230 1255 21.1 2940 189
FREN  LD-DDS 1532 202 2418 206 2218 171 1549 185
TF-DDS 3550 239 3563 226 3589 202 3496  14.9
CVR-DDS 1067 244 4254 227 3754 209 1543 186
oracle 1842 261 1782 236 1227 220 3281 195

conclusions and are omitted in this case for clar-
ity purposes. Several conclusions can be drawn:

e All DDS methods are mostly able to improve
over baseline across the different domains
and language pairs. This seems reasonable,
given that the baseline results were obtained
using an out-of-domain development corpus
for tuning purposes.

e CVR-DDS yields better translation quality
than LD-DDS and TF-DDS. This seems to
signal that CVR-DDS achieves a better repre-
sentation of the sentences involved. However,
results involving the SUBS domain yield very
similar results across all three DDS methods.

o Lastly, translation quality results between
CVR-DDS and in-domain are not signifi-
cantly different. We understand that this is
important since it proves the utility of our de-
velopment DS method, which is able to re-
cover a development set which is at least as
well-suited for the task as the development set
originally designed for that task.

5.3 Real scenario results

After analyzing the behaviour of our DDS tech-
niques in a controlled scenario, we pursued to eval-
uate them in a real-world task, where no develop-
ment set was readily available. For this purpose,
we confronted the system with a set of sentences
obtained from a real e-commerce.

For this purpose, we gathered the data from
one of our customers, Cachitos de Plata®, where
http://www.cachitosdeplata.com. In case of ac-

ceptance, this data set will be published free for research pur-
poses, for the purpose of replicability and further research.
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no appropriate development set was readily avail-
able. As training data, we explored the use of
three different corpora available in the Workshop
on Statistical Machine Translation 3 (WMT): 1)
The Europarl (EURO) corpus, which is composed
of translations of the proceedings of the European
parliament; 2) The United Nations (UN) corpus,
which consists of official records and other docu-
ments of the United Nations belonging to the pub-
lic domain; 3) The Common Crawl corpus (COM-
MON) which was collected from web sources.
Statistics of these corpora are provided in Table 4.
In this case, our DDS methods were set to sample
from the pool of development data available from
the different years of the WMT task (Dev row in
Table 4), and the baseline system was tuned ac-
cording to the 2015 development data (Dev-bsin).

In this case, and given that no in-domain devel-
opment set is available, we also considered random
sampling a set of sentences from the available pool
of data, in addition to baseline and oracle. We will
refer to this baseline as random. Here, 2500 sen-
tences were randomly sampled from the available
pool of development data, without repetition. The
results reported show the average of 5 repetitions
of the sampling, where confidence intervals were
never greater than 0.2 points (in the corresponding
translation quality metric).

Results in Table 5 show the results in terms of
BLEU, METEOR and TER, and development set
size. In this case, we omitted both LD-DDS and
TF-DDS for clarity purposes and because the re-
sults were consistent with those reported in Sec-
tion 5.2. We also omitted the results obtained when
using Europarl as training set, given that BLEU

Shttp://www.statmt.org/wmt16



Table 4: Corpora main figures for real e-Commerce task. (Dev) is the pool development set, (Test) is the evaluation data,
(Training) is the training corpus and (Dev-bsln) is the development corpus. Same abbreviations as in Tablel.

e-Commerce EURO UN COMMON
S| |V S| V| |5 4 S| 4
EN 874 .. 88.2k 1.7M 1.9M
ES Test 886 976 Training 1.5M 133.7k 11.2M 8932k 1.8M 613.8K
EN 26.0k 3691 3691 3691
ES Dev 16.4k 317k Dev-bsln 2600 3925 2600 3925 2600 3925

scores with this corpus were around 9.00 points.
Several conclusion can be drawn:

e CVR-DDS achieves consistent improvements
over the baseline translation quality, in all
three metrics considered.

e CVR-DDS achieves consistent improvements
over the random translation quality, in all
three metrics, across both language pairs, and
with much fewer sentences. Note that it is
typically assumed that such random baseline
is very tough to beat in DS and active learning
research (Ananthakrishnan et al., 2010; Am-
bati et al., 2010), and, furthermore, improve-

ments are statistically significant.

e Training with UN and COMMON leads to
very different results. We assume this is
because COMMON, even though being a
smaller corpus, is more related to the domain
at hand: the Commoncrawl data is crawled
from the web, and in this case we are dealing
with web data.

6 Conclusions

In this paper, we have presented different tech-
niques for building a test-specific development
corpus, leveraged for optimizing the log-linear
weights of the SMT system. We proposed three
new development data selection methods: LD-
DDS, TF-DDS, and CVR-DDS. We analysed the
performance of these methods in a controlled sce-
nario, where domain labels are available, and eval-
uated the methods in a real translation task where
e-commerce data was to be translated, without a
development set being readily available. The em-
pirical results show that CVR-DDS, which lever-
ages a continuous vector-space representation of
the sentences, is able to improve over baseline
translation quality, and provide a development set
that leads to similar translation quality as than the
one obtained whenever an in-domain development
set is readily available. In addition, the results
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obtained with CVR-DDS consistently and signifi-
cantly improve over those obtained with a random
sampling baseline, across different languages.

In the future, we will further investigate the se-
lection of development corpus, since there is more
room for improvements, as reported by the ora-
cle setting. We also intend to test our methods
on other domains and test data so as to establish
their robustness. Finally, we are providing the e-
commerce corpus Cachitos de Plata, used as test
data, free for research purposes.
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Abstract

A large percentage of the world’s popula-
tion speaks a language of the Indian sub-
continent, what we will call here Indic lan-
guages, comprising languages from both
Indo-European (e.g., Hindi, Bangla, Gu-
jarati, etc.) and Dravidian (e.g., Tamil, Tel-
ugu, Malayalam, etc.) families, upwards
of 1.5 Billion people. A universal char-
acteristic of Indic languages is their com-
plex morphology, which, when combined
with the general lack of sufficient quanti-
ties of high quality parallel data, can make
developing machine translation (MT) for
these languages difficult. In this paper,
we describe our efforts towards develop-
ing general domain English-Bangla MT
systems which are deployable to the Web.
We initially developed and deployed SMT-
based systems, but over time migrated to
NMT-based systems. Our initial SMT-
based systems had reasonably good BLEU
scores, however, using NMT systems, we
have gained significant improvement over
SMT baselines. This is achieved using a
number of ideas to boost the data store
and counter data sparsity: crowd transla-
tion of intelligently selected monolingual
data (throughput enhanced by an IME (In-
put Method Editor) designed specifically
for QWERTY keyboard entry for Devana-
gari scripted languages), back-translation,
different regularization techniques, dataset
augmentation and early stopping.

(© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

1 Introduction

Today, machine translation (MT) is largely domi-
nated by neural (NMT) and statistical MT (SMT),
with NMT, by far, becoming the most prevalent
among the two (Bahdanau et al., 2014; Bojar et al.,
2017). The performance of the corpus-based ap-
proaches to MT primarily depends on the availabil-
ity of corpora to train them, specifically sufficient
quantities of parallel data in a given language pair.
This problem is exacerbated by NMT, which gen-
erally needs larger quantities of parallel data, and
has stricter requirements as to the cleanliness of
that data. Unfortunately, large amounts of readily
available parallel resources exist only for a small
number of languages, e.g., OPUS (Tiedemann and
Nygaard, 2004) and Europarl (Koehn, 2005), with
very few sources of Indic language data.

While Indian languages are widely spoken (in
terms of native speakers), most of these languages
have very little or no parallel resources available
to build a general domain MT system (Khan et al.,
2017; Singh et al., 2017). In the absence of readily
available parallel corpora, comparable resources
are often used to extract good quality parallel data
from the web (Irvine and Callison-Burch, 2013;
Wolk et al., 2015). In this direction also, Indic
languages have a very few comparable resources.
A clear indication can be found by examining the
number of Wikipedia pages available for Indic lan-
guages. We found only 57k pages are available for
Bangla (no Indic Language has more than 125k
pages), while a large number of European lan-
guages have more than 1 million pages. Further-
more, due to the usage of multiple fonts and en-
codings, a significant portion of the web data is not
usable to extract useful parallel content.

One of the major problems with training an

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
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NMT system on little data, especially when train-
ing an engine for general usage (i.e., not domain
specific), is the problem of overfitting. Deep neu-
ral networks have large parameter spaces and need
ample amounts of data in order to generalize ade-
quately; with small amounts of data they tend not
to generalize well. We address this overfitting is-
sue by learning the optimizer over a smaller num-
ber of steps. Of course, adding more data always
help, which is one of the benefits of synthetic data.

In this paper, we describe our English (En)-
Bangla (Bn) general purpose, production quality
MT systems. Bangla is the seventh most com-
monly spoken language in the world with an es-
timated reach of 215 million people in Bangladesh
and the Indian subcontinent. First, we describe
the SMT-based system trained on approximately
1 million parallel sentences. Bangla is a mor-
phologically rich language, and as such, suffers
from a high out-of-vocabulary (OOV) rate in a low
data scenario. We address the data sparsity issue
through aggressive word segmentation technique.
Secondly, we build NMT models using the same
parallel resources used for the SMT systems. Fur-
thermore, we augmented a lot of synthetic training
data (Sennrich et al., 2015) generated using reverse
translation engine to improve the NMT systems.

The primary focus of this work is to develop
general purpose MT systems for relatively low re-
source languages. The focuses of this work is sum-
marized below.

e We describe our effort towards achieving a
reasonably good amount of parallel data from
scratch and building publicly deployed En—
Bn MT systems using the same.

e We propose a novel word segmentation tech-
nique to handle the OOV words of the base-
line SMT models for a morphological rich
source language.

e We demonstrate how data augmentation and
early stopping can be used to build a usefully
deployed NMT system with less resource.

e The use of back-translated data, data filter-
ing and controlled learning duration can ef-
fectively build deployable! NMT system us-
ing low resource.

'The term deployable refers to general domain MT system

that produce acceptable translation by human judges and re-
quires low-latency.
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The rest of the paper is organized as follows. Sec-
tion 2 describes the data sets used to build the sys-
tem. In Section 3, we describe the SMT and NMT
models and their components. Section 4 highlights
the experimental setup and results. Concluding re-
marks are made in Section 5.

2 Data Set

The training data used to build our sys-
tems includes both true parallel data and syn-
thetically generated parallel data using back-
translation (Sennrich et al., 2015). We use true
parallel data to train both SMT and NMT systems.
However, the synthetic parallel data is used to train
only the NMT systems. In this section we focus on
the true parallel data and describe the generation of
synthetic data in Section 3.2. Altogether, we have
used 1M true parallel sentences along with larger
synthetic data (approximately 2.8M and 8.2M for
En—Bn and Bn—En, respectively).

Data from the Web: Often many web pages are
available in multiple languages. Some of these
pages are sentence or paragraph aligned (less-
noisy) parallel data (eg. TED talks’ transcrip-
tion) and some articles are comparable or noisy-
parallel corpus in nature (eg. interlingually linked
Wikipedia documents). We have extracted several
parallel and comparable web articles for Bangla
and English pair from the Web. These articles for
the most are not sentence aligned. Once the poten-
tial parallel pages are extracted from the web, the
sentence aligner is used to extract sentence aligned
parallel text from the data. We extracted the data
from the relevant file formats, and used a modified
Moore Sentence Aligner to align the data (Moore,
2002).

Crowd Sourced Data: We have used Amazon’s
Mechanical Turk (MTurk) for crowdsourcing the
English to Bangla parallel data creation task. This
was primarily motivated from the work described
in (Post et al., 2012). In MTurk, every task is di-
vided into a set of Human Intelligence Task (HIT).
In particular to our translation task, each HIT con-
sists of translating 10 sentences. The two key
properties of our HITS are reward amount ($0.50)
and assignment duration (3 hours). Furthermore,
we incorporated automated quality checking into
the HITs for identifying incorrect entries made by
turkers. This prunes some of the fraudulent entries
and essentially reduces the manual approval time.



The automatic check takes care of the following:

e The translated text should be in UTF (for
Bangla)

e No sentence can be left un-translated while
submitting the HIT

e The text can not have three same consecutive
character other than numbers

One key issue with MTurk is to identify a set of
trusted users for the desired task as a lot of turk-
ers provide bad data, e.g., by providing nonsense
content, or most frequently, unedited MT’d con-
tent. We published 2 test HITs (translate English
into Bangla and Bangla into English) to find our
trusted turkers based on the test HITs. The turk-
ers whose work has been approved manually were
considered as trusted turkers. We had altogether a
set of 24 trusted turkers from a total of 65 submis-
sions. Note, we integrated the Indic Language In-
put Tool (ILIT) into the English into Bengali HIT
interface so that the turkers can easily enter Bangla
text in the translation text box using a QWERTY
keyboard.

Due to the small size of the trusted crowd for
Bangla, it was time consuming to generate a large
amount of parallel sentences using MTurk. Thus,
we needed a careful selection process to choose
the sentences which we wanted to translate to en-
sure maximum vocabulary saturation (Lewis and
Eetemadi, 2013). We selected novel data based on
the frequency distribution of the words in the exist-
ing parallel corpora. We ranked all the sentences in
the un-translated source text based on the Equation
(1) and selected the top candidates (higher score)
for manual translation.

) 1—%‘ (1)

Vaw;: fu,; <10

score(sj) = —

Here, s; (= {w;}7) is a candidate source sen-
tence in the entire monolingual data, n is the total
number of words in s;. f,, is the unigram fre-
quency of word wj in the existing parallel corpora.
We used a frequency threshold of 10 assuming that
the word have occurred in a significant number of
different context when it has observed frequency

(fw;) = 10.
2.1 Test Data

We created 2 different test sets to evaluate our sys-
tems. Our first test set was created by selecting
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sentences from news articles. We took the source
sentences from a Hindi newspaper (http://
hindi.webdunia.com/) and translated across
multiple Indian languages including Bangla and
English.> All the test data are manually created
and validated twice by human experts. We shall
refer this testset as Webdunia.

Our second testset was created using a sub-
set of sentences from the standard WMT2009 for
English-French. 1000 English sentences were
randomly selected and manually translated into
Bangla by human experts. We call this test set

WMT2009). Table 1 summarizes the different
data used for training and testing.
Parallel Data #sentences #En #Bn
Train 976,634 13.8 12.5
Webdunia (test set) 5,000 144 13.0
WMT (test set) 1,000 22.8 20.2
Dev 3,500 16.6 15.2
Monoligual Data
English 14m 15.1 -
Bangla 13m - 13.7

Table 1: Data set used: #En = average English sentence
length, #Bn=average Bangla sentence length

3 Models

3.1 SMT Model

We have used vanilla phrasal (Koehn et al., 2003)
and treelet (Quirk et al., 2005; Bach et al., 2009)
translation model for Bn—En and En—Bn sys-
tems, respectively. The treelet translation uses a
source-language dependency parser to extract syn-
tactic information on the source side. The depen-
dency parse structure is projected onto the target
sentence using an unsupervised alignment of the
parallel data to extract a dependency treelet® trans-
lation pairs (source and target treelet with word-
level alignment). These dependency treelet pairs
are used to train a tree-based reordering model. We
use a hand-built rule-based parser for English (Hei-
dorn, 2000). Note, that due to unavailability of
a Bangla parser we do not use treelet translation
system in Bn—En direction (that system is strictly
phrasal).

“We selected Hindi as the source as we are creating the same
testset across multiple Indian languages (results for the other
languages are not discussed in this paper).

3Which is an arbitrary connected subgraph from the depen-
dency parse tree



For both phrasal and treelet systems, word align-
ment is done using GIZA++ (Och and Ney, 2003)
in both directions. We use the target side of the
parallel corpus along with additional monolingual
target language data (cf. Table 1) to train a 5-
gram language model using modified Kneser—Ney
smoothing (Kneser and Ney, 1995). Finally, we
use MERT (Och, 2003) to estimate the lambda pa-
rameters using the held out Dev data with a single
reference translation.

With the baseline phrasal system for Bn—En,
we found 4.9% words are untranslated. We catego-
rized these OOV words into 3 broader categories:
these include unseen inflected surface forms or
compounds ("46% of the OOVs), unseen foreign
words ("40%) and numbers ("4%). Remaining
9% OOVs are due to incorrect spelling of the
word. We developed a word breaker to handle the
first 46% of OOVs and use a transliteration mod-
ule to transliterate foreign words. In Bangla, for-
eign words are often inflected with case markers
(eg. accusative, locative and negative). The word
breaker module also splits the suffixes from the in-
flected foreign words and subsequently the translit-
eration module will transliterate unknown foreign
words. Finally, Bangla numbers (in digits) are also
often inflected with specificity and/or with an in-
tensifier. We remove these markers from the num-
ber and directly convert them into English numer-
als. Table 2 shows some examples of each of the
aforementioned OOVs.

word affix type
minArgulo -gulo inflectional
bhAShAi -i clitic
rachanAkAla  -kAla compounding
bhumikendrika -kendrika derivational
negalijensa - foreign word
lakera -era  inflectional foreign word
507ti -ti inflectional
5i -i clitic

Table 2: Example OOVs

Word Breaker: We develop an aggressive suf-
fix splitter to handle OOV resulting from the mor-
phological richness of Bangla. This is motivated
by the work reported in (Koehn and Knight, 2003).
Koehn and Knight (2003) used monolingual and
parallel corpora to identify the potential splitting
options of a word. In contrast, we use linguistic
suffix list to find the candidate splits and use paral-
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lel corpora to rank these candidate splits based on
the frequency of the non-affix part. This frequency
is the raw frequency estimated from the surface
form words in the parallel data. Algorithm 1 shows
the detail of the word breaker.

Algorithm 1 wordbreaker(w, V, S)
In: input word w,
parallel corpus
V={<wv;, fi >},
list of suffixes S={s;}|
Out: best split b
: C = {(w,¢)} {candidate split}
mw = 2 {minimum word length}
for i := length(w) — 1 to mw do

split w into w,- and s at position 7

if inVoc(w,, V) and isComposable(s,S)

then

C=CU(wy,s)

end if
end for
sort C' based on frequency f(w,) {based on
the vocabulary V}
10: (wl., s") « top(C)
11: {suff} < decompose(s’, .S)

12: b« (wy, {suff})

vocabulary with frequency

A

Y ® 3D

Line 3-6 split the surface word recursively into
potential subwords and affixes. The main intuition
behind the split is to chop the word until a known
subword is found from the parallel data with a set
of valid suffixes. Line 5 of the algorithm finds if
the subword (w;) lies in the vocabulary of the par-
allel corpus to ensure after split we will be able to
translate the w, part. The isComposable() function
checks if the suffix s is a concatenation of multi-
ple suffixes which is further decomposed into mul-
tiple suffixes in line 11 using decompose() func-
tion. We have used 55 different suffixes (S) and
152K surface words with their frequency (V). The
suffix list includes common affixes (both inflec-
tional and derivational) like ‘gulo’, ‘bhAbe’, ‘ke’
and also some very productive compounding cases
like ‘kAla’, ‘samAja’ etc. We use the word breaker
during training (parallel data) and decoding time
(test sentence). Note that one of the candidate split
includes the surface form (line 1 of the Algorithm)
of the word. This ensures that the already observed
(in the parallel data) surface forms may not re-
quired a split unless we found one of its potential
split (w,) with higher occurrence in the data.



3.2 NMT Model

Our NMT model is developed based on the ar-
chitecture described in (Devlin, 2017). The en-
coder uses a 3-layer bi-directional RNN (consists
of 512 LSTM units). The decoder uses an LSTM
layer in the bottom to capture the context and the
attention. The LSTM layer is then followed by
5 fully-connected layers applied in each times-
tamp using a ResNet-style skip connection (He
et al., 2016). The details of the model and equa-
tions are described in (Devlin, 2017). The model
pre-computes part-of the first hidden layer offline.
Additionally, the embedding layer (Devlin et al.,
2014) is fed into multiple hidden layers (Devlin
et al., 2015) to pre-compute all of them indepen-
dently. These multiple hidden layers are placed
next to each other to avoid stacked network and
used for lateral element combination. This is the
best known model to balance the trade-off between
latency and accuracy of NMT system.

Due to very small amount of training data (ap-
proximately 1M parallel sentences), the vanilla
NMT model does not find any improvement over
the SMT model described in the previous section.
We use synthetic data (2.8M and 8.2M for En—Bn
and Bn—En, respectively), byte pair encoding and
early stopping (lesser number of epochs) to signif-
icantly surpass the SMT accuracy.

All of our NMT systems use early stopping.
Early stopping is done to reduce the number of
training steps by monitoring the performance on
the validation set. We select the model which has
the lowest perplexity on the validation set. All the
models are trained using ADAM optimizer (Kinga
and Adam, 2015) with a dropout rate of 0.25. The
optimizer uses 100K and 500K steps with a batch
size of 1024 for En—Bn and Bn—En baseline
NMT systems, respectively.

Synthetic data: We create synthetic parallel
data by pairing monolingual (target side) data with
back-translated data, which is created using a re-
verse translation engine. For this, we used our ini-
tial baseline NMT systems for back-translation.*
This is an effective way of increasing parallel
content for an NMT system. While SMT sys-
tem uses a separate language model using mono-
lingual corpora, the back-translation technique has

* Although the baseline SMT system has higher BLEU score
but we have found that the relatively lower accuracy baseline
NMT system performs better when used to generate back-
translated data.
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shown effective means to improve quality as com-
pared to other techniques of incorporating mono-
lingual data into NMT models (eg. deep fusion,
null source) (Gulcehre et al., 2015). For example,
we have used En—Bn baseline NMT system to
translate English monolingual corpus into Bangla.
The back-translated Bangla and original English
sentence pairs are then used as synthetic parallel
data into the Bn—En NMT system. This essen-
tially ensures that the decoder observes error free
target side data (from monolingual corpus) while
the input can have errors caused by the reverse MT
system. Similarly, we also create synthetic data
for En—Bn NMT system using the Bangla mono-
lingual corpus.

We found that the back-translation quality varies
widely across sentences. Thus, we filter poor qual-
ity back-translated sentences using a pseudo fuzzy
match (PFS) score (He et al., 2010) to rank all
the back-translated output. First, the reverse trans-
lation engine (e.g., En—Bn) to translate mono-
lingual target sentence (t) into a back-translated
source (s). Then the back-translated s is further
translated into ¢’ using the forward (eg. Bn—En)
baseline translation engine which we are trying
to improve through back-translation. Equation 2
computes the PFS between ¢ and ¢'.

EditDistance(t,t")
maz([t], ')

PFS = ()

We have selected all back-translation pairs with
PFS <0.3. Table 3 summarizes the detail of the
synthetic data used to train the NMT systems.

Corpus #sentences #En #Bn
Engynih, Brimono 2.8m 119 124
Bngynths ENmono 8.2m 15.7 129

Table 3: Synthetic data

After adding synthetic data, we train the ADAM
optimizer with 200k steps with a batch size of
4096.

In the case of Bn—En NMT system, source-
side Bangla sentences are represented using byte-
pair encoding (BPE) (Sennrich et al., 2015) to re-
duce the data sparsity problem, which uses 50,000
merging operations. In addition, we use a list of
15,000 Bangla names which are not converted into
a subword representation.



4 Experiment and Results

First we conduct different experiments with the
SMT systems and compare the same with online
(Online-A) En—-Bn systems. The baseline SMT
experiments uses vanilla phrasal and treelet sys-
tems for Bn—En and En—Bn, respectively. Fur-
thermore, we conduct two different experiments
using a word breaker (+wordbreak) and transliter-
ation (+trans) in Bn—En direction. Note, we have
not used transliteration in En—Bn direction. We
used BLEU (Papineni et al., 2002) for automatic
evaluation of our MT systems. Table 4 compares
the different SMT systems with respect to baseline
and Online-A system.

Bn—En En—Bn
Webdunia WMT Webdunia WMT
Phrasal 13.62 14.57 - -
Treelet - - 7.41 6.32
+trans 13.54 14.29 - -
+wordbreak 16.56 16.16 - -
Online-A  23.31 2226 8.61 7.29

Table 4: SMT system comparison

We found that the use of transliteration does not
improve BLEU score although it prevents infor-
mation loss. However, the use of word breaker
significantly improve the BLEU score and also re-
duces the number of OOV words which were all
transliterated previously. We found an absolute
improvement of 2.91 and 1.59 BLEU points over
the baseline phrasal system, respectively, for Web-
dunia and WMT testsets. Figure 1 shows the re-
duction in OOVs using word breaker.

2372

B Without Word Breaker With Word Breaker

1484

LA

WEBDUNIA

WMT

Figure 1: OOV reduction through word breaker

In our second set of experiments, we conducted
different experiments using an NMT system. We
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conduct three different experiments with a neural
system: (1) Baseline NMT system with early stop-
ping; (2) synthetic data augmentation (+Synth) us-
ing back-translated data; and (3) using sub-word
representation (+BPE).

Bn—En En—Bn
Webdunia WMT Webdunia WMT
Final SMT 16.56 16.16 7.41 6.32
Online-A 2331 22.26 8.61 7.29
NMT 1451 1346 7.24 7.16
+Synth 20.23 19.12 9.73 9.22
+BPE 19.87 20.64 9.51 9.80
Asyr +3.31 +4.48 +2.1 +3.48
AOnlinefA -3.44 -1.62 +0.9 +2.51

Table 5: NMT System comparison. A, indicates the change
in BLEU score of the +BPE system with respect to x.

Table 5 shows the detail accuracies of differ-
ent NMT systems. We found that the baseline
NMT systems in general has lower accuracy (ex-
cept WMT testset in En—Bn direction) compared
to our SMT systems. In some cases (in WMT
testset for Bn—En and in Webdunia for En—Bn
translation) NMT system has lower accuracy than
vanilla SMT systems. However, the use of syn-
thetic data improves the systems significantly (p <
0.05)° across all testsets. We found that the use
of synthetic data (+synth) has 5.72 and 5.66 abso-
Iute BLEU points improvement for Webdunia and
WMT testsets in Bn—En translation over the base
line NMT systems, respectively. In En—Bn direc-
tion, the use of synthetic data gives an improve-
ment of 2.49 and 2.06 absolute BLEU points over
the baseline NMT, respectively for Webdunia and
WMT testsets.

The use of synthetic data also shows improve-
ment over our final SMT systems. We found an ab-
solute improvement of 3.67 and 2.96 BLEU points
over the baseline phrasal Bn—En system, respec-
tively for Webdunia and WMT testsets. Similarly,
we found an absolute improvement of 2.32 and
2.9 BLEU points over the baseline in En—Bn di-
rection, respectively for Webdunia and WMT test-
sets. The use of BPE improves the performance
with WMT testset, where there is little drop in
BLEU score with Webdunia test set. This is due
to the fact that the percentage of unknown word
in WMT testset is much higher compared to Web-

SStatistical significance tests were performed using paired-
bootstrap resampling (Koehn, 2004).



dunia. Finally, our system shows 0.9 and 2.51 ab-
solute BLEU point improvement over the Online-
A system in En—Bn direction.

4.1 Example

Figure 2 shows some cherry picked example in
the Bn—En direction. Example (a) shows better
word order and lexical choice in NMT compared
to SMT. In example (b), the negation (not) is miss-
ing in the SMT output which changes the meaning
completely. In example (c), NMT system accu-
rately convey the meaning whereas the SMT sys-
tem does not produces either a grammatically or a
meaningful correct translation.

4.2 Human Evaluation

In addition to the above automatic evaluations, we
performed a manual evaluation of the MT output
to understand the translation quality from a human
perspective. While manually evaluating the MT
systems, we assign values from four-point scale ( 1
through 4, 4 is the best) representing the absolute
quality of the translation. The scoring was done
according to the guideline (Brockett et al., 2002)
mentioned in Table 6.

1=Unacceptable Absolutely not comprehensible and/or
little or no information transferred ac-
curately

Possibly comprehensible (given enough
context and/or time to work it out);
some information transferred accu-
rately

Not perfect (stylistically or grammati-
cally odd), but definitely comprehensi-
ble, AND with accurate transfer of all
important information

Not necessarily a perfect translation,
but grammatically correct, and with all
information accurately transferred

2=Possibly
Acceptable

3=Acceptable

4=Ideal

Table 6: Human evaluation scale

Five independent evaluators were asked to eval-
uate 100 randomly drawn output from both final
SMT ( phrasal+wordbreak for Bn—En and treelet
for Bn—En) and final NMT systems ( +BPE for
Bn—En and +Synth for Bn—En as shown in Ta-
ble 5) from both the testsets. Table 7 shows the
average absolute translation quality of the two ap-
proaches in both directions. The human evaluation
shows statistically significant (p = 0.0012) im-
provement of 0.2 in the absolute scale for Bn—En
compared to the SMT system. Though there is
no improvement in human score in En—Bn direc-
tion, but the translation produced by NMT system
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is much more fluent which is reflected by the im-
provement in the BLEU score over the SMT-based
system. Overall, our human evaluation scores lies
in the possibly acceptable to acceptable range for
a general domain MT system developed using a
small parallel data.

System Bn —En En — Bn
SMT 2.1 29
NMT 23 29

Table 7: Human evaluation score.

5 Conclusion

In this paper we presented En—-Bn SMT and NMT
systems, all of which were trained over a relatively
small parallel corpus. The morphological richness
of Bangla exacerbates the problem of data spar-
sity, and we counter this problem through a va-
riety of techniques and tools: developing a word
breaker for Bangla, generating synthetic parallel
data, applying byte pair encoding (BPE) or mor-
phological decomposition, and even crowd trans-
lating content based on vocabulary saturation data
selection. Additionally, we used early stopping
to prevent overfitting. The MT systems and APIs
are publicly available in https://www.bing.
com/translator. For future work, we plan
to look into the integration of a word breaker into
the NMT models (augmenting or replacing BPE).
Also, given the success we had with data selection,
specifically, vocabulary saturation for the selection
of content to manually translate, we plan to explore
similar or related methods of data selection to im-
prove the quality of synthetic data that we’re trans-
lating (a la (Junczys-Dowmunt and Birch, 2016),
specifically applying (Moore and Lewis, 2010)).
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Abstract

Recurrent neural networks (RNNs) have
represented for years the state of the
art in neural machine translation. Re-
cently, new architectures have been pro-
posed, which can leverage parallel compu-
tation on GPUs better than classical RNNs.
Faster training and inference combined
with different sequence-to-sequence mod-
eling also lead to performance improve-
ments. While the new models completely
depart from the original recurrent archi-
tecture, we decided to investigate how to
make RNNs more efficient. In this work,
we propose a new recurrent NMT architec-
ture, called Simple Recurrent NMT, built
on a class of fast and weakly-recurrent
units that use layer normalization and mul-
tiple attentions. Our experiments on the
WMT14 English-to-German and WMT16
English-Romanian benchmarks show that
our model represents a valid alternative to
LSTMs, as it can achieve better results at a
significantly lower computational cost.

1 Introduction

Neural machine translation (NMT) (Sutskever et
al., 2014; Bahdanau et al., 2015) is a sequence-to-
sequence problem that requires generating a sen-
tence in a target language from a corresponding
sentence in a source language. Similarly to other
language processing task, NMT has mostly em-
ployed recurrent neural networks (RNNs) (Sen-
nrich et al., 2016b; Sennrich et al., 2017b; Luong
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and Manning, 2015), in both their LSTM (Hochre-
iter and Schmidhuber, 1997) and GRU (Cho et al.,
2014) variants, which can model long-range de-
pendencies. Besides their simplicity, the choice
of RNNs is also due to their expressive power,
which has been proven equivalent to Turing Ma-
chines (Siegelmann and Sontag, 1995). RNNs
have represented so far the state of the art of ma-
chine translation, and have constantly been en-
hanced to improve their performance. Nonethe-
less, their explicit time dependencies make train-
ing of deep RNNs computationally very expensive
(Wu et al., 2016; Barone et al., 2017).

Recent works have proposed new NMT archi-
tectures, not based on RNNs, that obtained sig-
nificant improvements both in training speed and
translation quality: the so-called convolutional
sequence-to-sequence (Gehring et al., 2017) and
the self-attentive or transformer (Vaswani et al.,
2017) models. Speed improvements by these mod-
els mainly come from the possibility of paralleliz-
ing computations over word sequences, as both
models do not have time dependencies. On the
other hand, performance improvements appear to
be due to the path lengths needed by the networks
to connect distant words in a sentence: linear for
RNNSs, logarithmic for convolutional models, and
constant for the transformer.

In this paper we propose a neural architec-
ture that shares some properties with the above-
mentioned models, while maintaining a recurrent
design. Our hypothesis is that current RNNs for
NMT have not been designed to take full advan-
tage of deep structures and that better design could
lead to improved performance and efficiency. Con-
temporary to this work, Chen et al. (2018) have
shown that RNN can still outperform the trans-
former model when using better hyper-parameters.

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the FEuropean Association for Machine Translation, p. 119-128
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We start by discussing previous efforts that pro-
posed simplified and theoretically grounded ver-
sions of the LSTM RNN, which very recently
lead to the so-called Simple Recurrent Unit (SRU).
Then, we introduce our NMT architecture based
on weakly-recurrent units, which we name Sim-
ple Recurrent NMT (SR-NMT). We present ma-
chine translation results on two public benchmark,
WMT14 English-German and WMT16 English-
Romanian, and compare the results of our archi-
tecture against LSTM and SRU based NMT, us-
ing similar settings for all of them. Results show
that SR-NMT trains faster than LSTM NMT and
outperforms both LSTM and SRU NMT. In par-
ticular, SR-NMT with 8-layers even outperforms
Google’s NMT 8-layer LSTM architecture (Wu et
al., 2016). Moreover, training our model took the
equivalent of 12 days on a single K80 GPU against
the 6 days on 96 K80 GPUs reported by (Wu et al.,
2016). Finally, the NMT architecture presented in
this paper was developed in OpenNMT-py (Klein
et al., 2017) and the code is publicly available on
Github'.

2 Related works

RNNs are an important tool for NMT, and have
ranked at the top of the WMT news translation
shared tasks (Bojar et al., 2017) in the last three
years (Luong and Manning, 2015; Sennrich et al.,
2016b; Sennrich et al., 2017b). Recurrent NMT is
also the first approach that outperformed phrase-
based statistical MT (Bentivogli et al., 2016). De-
spite the important results, training of RNNs re-
mains inefficient because of an intrinsic lack of
parallelism and the necessity of redundant param-
eters in its LSTMs and GRUs (Ravanelli et al.,
2018; Zhou et al., 2016) variants. Sennrich et
al. (2017b) reduce training time in two different
ways: by reducing the network size with tied em-
beddings (Press and Wolf, 2017) and by adding
layer normalization to their architecture (Ba et al.,
2016). In fact, the reduction of the covariate shift
produced by this mechanism shows to significantly
speed up convergence of the training algorithm. Of
course, it does not alleviate the lack of parallelism.

Pascanu et al. (2014) studied RNNs and found
that the classical stacked RNN architecture does
not have a clear notion of depth. In fact, when per-
forming back-propagation through time, the gra-
dient is sent backward in both the horizontal and

"https://github.com/mattiadg/SR-NMT

vertical dimensions, thus having a double notion
of depth, which also hurts the optimization proce-
dure. They propose as a solution the notions of
deep transition, from one hidden state to the fol-
lowing hidden state, and the notion of deep out-
put, from the last RNN layer to the network output
layer. The winning model in WMT17 actually im-
plemented both of them (Sennrich et al., 2017b;
Sennrich et al., 2017a).

Balduzzi and Ghifary (2016) proposed strongly-
typed RNNs, which are variants of vanilla RNN,
GRU and LSTM that respect some constraints
and are theoretically grounded on the concept of
strongly-typed quasi-linear algebra. A strongly-
typed quasi-linear algebra imposes constraints on
the allowed operations for an RNN. In particu-
lar, in this framework there is a constraint inspired
from the type system from physics, and one in-
spired by functional programming. The idea of
types forbids the sum of vectors generated from
different branches of computation. In the case
of RNNs, this means that it is not possible to
sum among them the previous hidden state and
the current input, as they are produced by dif-
ferent computation branches. The second con-
straint aims to simulate the distinction among pure
functions and functions with side effects, typical
of functional programming. In fact, as RNNs
own a state, they can approximate algorithms and
also produce “side effects”. According to the
authors, side effects manifest when the horizon-
tal (time-dimension) connections are altered, and
are the reason behind the poor behavior of tech-
niques such as dropout (Srivastava et al., 2014)
or batch normalization (Ioffe and Szegedy, 2015)
when they are applied to the horizontal direction
straightforwardly (Laurent et al., 2016; Zaremba
et al., 2014). Thus, the side effects should be con-
fined to a part of the network that cannot hinder the
learning process. The solution they propose con-
sists in using learnable parameters only in stateless
equations (learnware), while the states are com-
bined in parameterless equations (firmware). The
combination is achieved through the use of dy-
namic average pooling (or peephole connections),
which allows the network to use equations with pa-
rameters to compute the states and the gates, and
then use the gate vectors to propagate forward hor-
izontally the hidden state. The authors show the-
oretically that strongly-typed RNNs have general-
ization capabilities similar to their classical coun-
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terparts, and confirm it with an empirical investi-
gation over several tasks, where the strongly-typed
RNN s achieve results not worse than their classical
counterparts while training for less time. In addi-
tion, the absence of parameters in the state com-
bination cancels the problem of depth introduced
by Pascanu and colleagues, as these models need
only the classical back-propagation and not back-
propagation through time.

Quasi-recurrent neural networks (Bradbury et
al., 2017) are an extension of the previous work
that use gated convolutions in order to not com-
pute functions of isolated input tokens, but always
consider the context given by a convolutional win-
dow.

SRUs (Lei et al., 2017b), are a development of
the units proposed by Balduzzi and Ghifary de-
signed for training speed efficiency. The equations
can be easily CUDA optimized, while a good task
performance is obtained by stacking many layers
in a deep network. SRUs use highway connec-
tions (Srivastava et al., 2015) to enable the training
of deep networks. Moreover, SRUs can parallelize
the computation over the time steps also in the
decoder. In fact during training the words of the
whole sequence are known and there is no depen-
dency on the output of the previous time step. As
for strongly-typed RNNss, the information from the
context is propagated with dynamic average pool-
ing, which is much faster to compute than matrix
multiplications. SRUs were tested on a number of
tasks, including machine translation, and showed
performance similar to LSTMs, but with signifi-
cantly lower training time. However to obtain re-
sults comparable to a weak LSTM-based NMT,
SRUs require many more layers of computation.
The results show that a single SRU has a signifi-
cantly lower representation capability than a single
LSTM. In addition, every layer adds little overhead
in terms of training time per epoch, but also the re-
sults show little improvement.

In this work we further develop the idea of
SRUs, and propose an NMT architecture that can
outperform LSTM-based NMT.

3 Simple Recurrent NMT

We propose a sequence-to-sequence architecture
that uses an enhanced version of SRUs (see Fig-
ure 1) to improve the training process, in particular
with many layers, and increase the representation
capability. In fact, although Lei et al. (2017b) show

Layer
Norm

Figure 1: Core weakly-recurrent unit used in the SR-NMT
architecture. Layer normalization is performed only once for
all the transformations. At the end of the unit, the gate z; is
used for the highway connection.

that they can train networks with up to 10 layers of
SRUs, both in encoder and decoder, without over-
fitting, their results are far from the state of the art
of recurrent NMT. Our design goals are addressed
in a way similar to (Gehring et al., 2017; Vaswani
et al., 2017). We add an attention layer within ev-
ery decoder unit, and make the training more sta-
ble by adding a layer normalization layer (Ba et
al., 2016) after every matrix multiplication with a
parameter matrix. The layer normalization reduces
the covariate shift (Ioffe and Szegedy, 2015), thus
it makes easier the training of deep networks. In
addition to layer normalization, our units use high-
way connections (Srivastava et al., 2015), which
enable the training of deep networks. Our SR-
NMT architecture is shown in Figure 2

Our weakly-recurrent units used in the en-
coder and decoder both separate learnware and
firmware, although not being strongly typed (Bal-
duzzi and Ghifary, 2016) as they include highway
connections summing vectors of different types.
In the following, we introduce in detail the en-
coder and decoder networks of our simple recur-
rent NMT architecture.

3.1 Encoder

Our encoder uses bidirectional weakly-recurrent
units with layer norrna_l}zation. We use two can-
didate hidden states (h;, ﬁi) and two recursion
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Model train speed
LSTM 2L 3700 tok/s
SRU 3L 4600 tok/s
SR-NMT 1L | 7900 tok/s
SR-NMT 2L | 5500 tok/s
SR-NMT 3L | 4300 tok/s
SR-NMT 4L | 3600 tok/s

Table 1: Training speed comparison of our architectures with
LSTM and SRU baselines on WMT14 En-De. Timings are
performed on a single Nvidia Gtx 1080 GPU with CUDA 8.0
and pytorch 0.2.

gates (€, g ;) for the two directions. The candi-
date hidden state for every time step is computed
as a weighted average among the current input and
the previous hidden state, controlled by the two
gates (peephole connections). We apply a single
normalization (LN) for each layer to improve
training convergence and impose a soft constraint
among the parameters. Finally, the input of each
layer is combined with its output through highway
connections.  Formally, our encoder layer is
defined by the following equations:

X; € Rd; W ¢ Rdx(4g+d)

[?’ia Yz‘a ?ia §i7 zi} = LN(XIW)

H, = (1-0(8)0Hi1+0(8) X,
W, = (1-o(E)ohito(E)o%K

h, = (1 — O’(Zi)) ® [ﬁz, %Z] -+ O’(Zi) ® x;
3.2 Decoder

The decoder employs unidirectional units, with
layer normalization (LN) after every matrix multi-
plication similarly to the encoder units, and has an
attention mechanism in every layer. The attention
output is combined with the layer’s hidden state
in a way similar to the deep output (Pascanu et
al., 2014) used by Luong (2015). The highway
connection is applied only at the end of the unit.
The presence of multiple attention models con-
nected to the last encoder layer produces a high
gradient for the encoder output, thus we scale the
gradient dividing the attention output by v/d. This
kind of scaling has been proposed in (Vaswani et
al., 2017) inside the transformer model, but we
observed empirically that this version works better
for our model. Formally:
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yi € RY; W e R34 Wi W, € R4

Vi i, 2i] LN (yiW)
i = (1-o(g) ©8i—1+0(g) OVi
¢ = attn(s, H)(IANd)
0o; = tanh(LN(§§Ws) + LN (c;We))
si = (1—o0(zi) ©oi+0(z) Oyi

The decoder includes a standard softmax layer over
the target vocabulary which is omitted from this
description. For our architecture, we opted for a
layer-normalized version of the MLP global atten-
tion (Bahdanau et al., 2015), which showed to per-
form better than the dot attention model (Luong et
al., 2015):

@iy = Vatanh(LN(§iWas) + LN (hjWap))

a; = softmax(ay)
L

Ci = Zaijhj
i=0

Our SR-NMT architecture stacks several layers
both on the encoder and decoder sides, as shown in
Figure 2. The natural structure we consider is one
having the same number of layers on both sides,
although different topologies could be considered,
too.

4 Experiments

We implemented our architecture in Py-
Torch (Paszke et al., 2017) inside the OpenNMT-
py toolkit (Klein et al., 2017). All the tested
models have been trained with the Adam (Kingma
and Ba, 2015) optimizer until convergence, using
the typical initial learning rate of 0.0003, and
default values for 51 and 2. At convergence, the
models were further trained until new convergence
with learning rate 0.00015 (Bahar et al., 2017).
The model used to restart the training is selected
according to the perplexity on the validation set.
We applied dropout of 0.1 before every multipli-
cation by a parameter matrix, and in the case of
LSTM it is applied only to vertical connections
in order to use the LSTM version optimized in
CUDA. The batch size is 64 for all the experiments
and all the layers for all the models have an output
size of 500.

4.1 Datasets

We used as benchmarks the WMT14 English to
German and the WMT16 English to Romanian
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datasets.

In the case of WMT14 En-De, the training set
consists of the concatenation of all the training data
that were available for the 2014 shared task, the
validation set is the concatenation of newstest2012
and 2013, and newstest2014 is our test set. Then,
it was preprocessed with tokenization, punctuation
normalization and de-escaping of the special char-
acters. Furthermore, we applied BPE segmenta-
tion (Sennrich et al., 2016a) with 32,000 merge
rules. We removed from the training data all the
sentence pairs where the length of at least one
sentence exceeded 50 tokens, resulting on a train-
ing set of 3.9M sentence pairs. Furthermore, we
cleaned the training set by removing sentences in a
wrong language and poorly aligned sentence pairs.
For the cleaning process we used the automatic
pipeline developed by the ModernMT project?.

In the case of WMT16 En-Ro, we have used
the same data and preprocessing used by Sennrich
et al. (2016b) and Gehring et al. (2017). The
back-translations to replicate the experiments are

Zhttps://github.com/ModernMT/MMT
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available® and we applied the same preprocess-
ing*, which involves punctuation normalization,
tokenization, truecasing and BPE with 40K merge
rules.

5 Evaluation

In this section, we describe the evaluation of our
models with the two benchmarks. As our main
goal is to prove that SR-NMT represent a valid al-
ternative to LSTMs, we have put more effort on
WMT14 En-De, which is widely used as a bench-
mark dataset. The experiments on WMT16 En-Ro
are aimed to verify the effectiveness of our models
in a different language pair with a different data
size.

5.1 WMT14 English to German

The results for WMT14 En-De are evaluated on
cased output, tokenized with the tokenizer script
from the Moses toolkit (Koehn et al., 2007), and
the BLEU score is computed using multi-bleu.pl

3http://data.statmt.org/rsennrich/wmt 16_backtranslations/en-
1o .
*https://github.com/rsennrich/wmt16-scripts/blob/80e21e5/
sample/preprocess.sh



from the same toolkit. With this procedure the re-
sults are comparable with the results reported from
the other publications®.

We compare our models with the results re-
ported in (Lei et al., 2017b), and also reproduce
some of their experiments. We train 4 baseline
models following the same procedure used for
SR-NMT. Three baselines are LSTM-based NMT
models as provided by OpenNMT-py, with 2, 3
and 5 layers in both encoder and decoder. The
other is an SRU model with 3 layers that we re-
implemented in PyTorch, in order to perform a
more fair comparison with our model. For the
baselines we use dropout after every layer and
MLP attention (Luong et al., 2015), both result-
ing in better results than the default implementa-
tion. Furthermore, we compare our results with
Google’s NMT system (Wu et al., 2016), Convo-
lutional S2S model (Gehring et al., 2017), and the
Transformer (Vaswani et al., 2017).

5.2 WMT16 English to Romanian

In the case of English to Romanian, we trained our
models with the same hyper-parameters used for
English to German, despite the difference in the
amount of data. The BLEU score is computed us-
ing the official script of the shared task®, which
runs on cased and detokenized output.

We did not implement baselines for this lan-
guage pair, and we compare our results with
the winning submission of the WMT16 shared
task (Sennrich et al., 2016b), with the Convolu-
tional S2S model (Gehring et al., 2017) and the
Transformer (Gu et al., 2018).

6 Results

In this section, we discuss the performance in
terms of training speed and translation quality of
our architecture.

6.1 WMT14 En-De

In the first part of Table 2 we list the results of SR-
NMT using from 1 up to 10 layers and our base-
lines. The training speeds are reported in Table 1.
SR-NMT with 3 layers has a number of pa-
rameters comparable to the LSTM baseline with
2 layers, but its training speed is 14% faster (4300
tok/s vs 3700 tok/s), and the BLEU score is 0.5

Shttps://github.com/tensorflow/tensor2tensor/blob/master/
tensor2tensor/utils/get_ende_bleu.sh
®mteval-v13a.pl
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WMT14 En-De | BLEU | # par
LSTM 2L 21.82 | 62M
LSTM 3L 22.26 | 65M
LSTM 5L 2272 | 72M
SRU 3L 20.88 | 59M
SR-NMT 1L 18.33 | 56M
SR-NMT 2L 21.82 | 58M
SR-NMT 3L 2235 | 61M
SR-NMT 4L 23.32 | 63M
SR-NMT 5L 24.11 | 66M
SR-NMT 6L 23.93 | 68M
SR-NMT 7L 2434 | 711M
SR-NMT 8L 24.87 | 73M
SR-NMT 9L 25.04 | 76M
SR-NMT 10L 2498 | 78M
Setting of (Lei et al., 2017b)
LSTM 2L 19.67 | 84M
LSTM 5L 20.45 | 96M
SRU 3L 18.89 | 81M
SRU 10L 20.70 | 91M
GNMT (Wu et al., 2016)

LSMT 8L 24.61 | -
Ensemble 26.30 | -
Convolutional (Gehring et al., 2017)
ConvS2S 15L 25.16 | -
Ensemble 2643 | -
Transformer (Vaswani et al., 2017)
Base 6L 27.30 | 65M
Big 6L 28.40 | 213M

Table 2: Experiments with cleaned data on WMT14 En-De
both for our architectures and the baselines, and comparison
with the state of the art.

points higher. Moreover, the implementation of
the LSTM is optimized at CUDA level, while
our architecture is fully implemented in PyTorch
and could be made faster following the optimiza-
tions of Lei et al. (2017b). Furthermore, also the
layer normalization can be implemented faster in
CUDA’. By increasing the number of LSTM lay-
ers from 2 to 5, the improvement in terms of BLEU
score is only 0.9 points, and it is worse than SR-
NMT with 4 layers.

The comparison with NMT based on SRUs is
in favor of our architecture, which achieves higher
translation quality with less layers. In particular,
SR-NMT with 2 layers outperforms SRU NMT
with 3 layers by 1 BLEU point and also trains

https://github.com/MycChiu/fast-LayerNorm-TF



WMT16 En-Ro | BLEU
SR-NMT IL 24.74
SR-NMT 2L 26.41
SR-NMT 4L 28.81
SR-NMT 6L 29.04
SR-NMT 8L 28.70
GRU (Sennrich et al., 2016b)
GRU 1L+2L 28.1
Ensemble 28.2

Convolutional (Gehring et al., 2017)
ConvS2S I5L | 30.02
Transformer (Gu et al., 2018)

NAT 29.79
Transformer 3191

Table 3: Results on the test set of WMT16 En-Ro and com-
parison with the state of the art.

faster (Table 1). However, this comparison is per-
formed with implementations that are not opti-
mized for fast execution in GPU. A speed compar-
ison with optimized implementations could lead to
different results.

In the second part of Table 2 we report some
results from (Lei et al., 2017b) on the same bench-
mark. The different number of parameters is prob-
ably due to a different size of the vocabulary, in
fact the number of merge rules used is not reported
in the paper. Our LSTM baseline performs clearly
better then the one cited because of the straight-
forward improvements we implemented, i.e. the
use of input feeding (Luong et al., 2015), MLP
attention instead of general or dot attention, and
dropout in every layer. With this improvements,
our baseline with 2 layers obtains 1.4 BLEU scores
more than its counterpart using 5 layers. Moreover,
it also outperforms SRU with 10 layers by more
than 1 point. This result shows that our additions
are fundamental to have a competitive architecture
based on weakly recurrent units.

Figure 3 shows a comparison of the learning
curves of SR-NMT and SRU NMT both with 3 lay-
ers. We can easily observe that the convergence of
SR-NMT occurs at comparable speed but to a bet-
ter point and the validation perplexities of the two
models are very close to the training perplexities.

When we compare SR-NMT to GNMT (Table 2),
we can observe that SR-NMT with 8 layers per-
forms slightly better than GNMT, which in turn
uses many more parameters, as it uses 8 LSTM
layers with size 1024. Moreover, GNMT was
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Figure 3: Perplexity against time for SR-NMT and SRU-
based NMT with 3 layers and the same optimization policy.
The convergence is achieved after a comparable number of
iterations, but SR-NMT achieves a better convergence point.

trained for 6 days on 96 Nvidia K80 GPUs, while
our model took the equivalent® of 12 days on a sin-
gle K80 GPU.

Our best BLEU score, 25.04, is obtained with 9
layers. This is only 0.12 BLEU points below the
convolutional model that used 15 layers in both
encoder and decoder, and hidden sizes of at least
512. Finally, we notice that SR-NMT’s best perfor-
mance is still below that of the transformer model.
Future work will be devoted to deeper explore the
hyper-parameter space of our architecture and en-
hance it along the recent developments in (Chen et
al., 2018).

6.2 WMT16 En-Ro

The results for WMT16 En-Ro are listed in Ta-
ble 3. We obtain the highest score for this dataset
with 6 layers, which can be due to the smaller di-
mension of the dataset, for which we did not add
any form of regularization.

Our best SR-NMT system, which obtained a
BLEU score of 29.04, is 1 BLEU point lower than
ConvS2S, and almost 3 BLEU points lower than
the state of the art. Nonetheless, this score is al-
most 1 BLEU point better than the score obtained
by the winning system in WMT16 (Bojar et al.,
2016), showing that SR-NMT represent a viable
alternative to more complex RNNs.

8As our training currently works on single GPU, we could
only fit models up to 7 layers into a K80, hence the estimate.
Actually, models above 7 layers were trained on a V100 GPU.



Model BLEU | A
LNMA-SRU 4L 2299 |0

- LayerNorm 2197 | -1.02
- Multi Attention 21.57 | -1.42
- Highway 20.85 | -2.14
-Ln & MA 20.51 | -2.48
- LN & highway / -/

- MA & highway 19.54 | -3.45
- LN, MA & highway | 18.39 | -4.6

Table 4: Ablation experiments on SR-NMT with 4 layers.
BLEU scores are computed after one training stage. While
removing multi attention we still keep one attention model in
the last layer. The system without layer normalization and
highway connections failed to converge.

7 Ablation experiments

In this section, we evaluate the importance of our
enhancements to the original SRU unit, namely
multi-attention and layer normalization, and of the
highway connections, which were already present
in the original formulation of SRUs.

We take our SR-NMT model with 4 layers and
remove from it one component or a set of compo-
nents. All the combinations are reported. Results
refer to the WMT14 En-De task after performing
only one training stage. In other words, we did
not restart training after convergence as we did for
the systems reported in Table 2. As our previous
experiments already proved the superiority of SR-
NMT to LSTMs, the goal of this section is to un-
derstand whether all the proposed additions are im-
portant and to quantify their contributions.

From Table 4 we can observe that the removal
of highway connections causes the highest drop
in performance (—2.14 BLEU points), followed
by multi attention and then layer normalization.
Another important observation is the additivity of
the contributions from all the components, in fact
when two or three components are removed at
once, the drop in performance is roughly the sum
of the drops caused by the single components. Fi-
nally, the removal of layer normalization and high-
way connections, while keeping multi attention,
causes a gradient explosion that prevents the SR-
NMT system from converging.

8 Conclusions

In this paper we have presented a simple re-
current NMT architecture that enhances previ-
ous SRUs (Lei et al., 2017b) by adding elements
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of other architectures, namely layer normaliza-
tion and multiple attentions. Our goal was to
explore the possibility to make weakly-recurrent
units competitive with LSTMs for NMT. We have
shown that our SR-NMT architecture is able to
outperform more complex LSTM NMT models on
two public benchmarks. In particular, SR-NMT
performed even better than the GNMT system,
while using a simpler optimization policy, a vanilla
beam search and a fraction of its computational re-
sources for training. Future work will be in the
direction of further enhancing SR-NMT by inte-
grating core components that seem to particularly
boost performance of the best non recurrent NMT
architectures.
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Abstract

The lack of a spelling convention in his-
torical documents makes their orthogra-
phy to change depending on the author
and the time period in which each docu-
ment was written. This represents a prob-
lem for the preservation of the cultural her-
itage, which strives to create a digital text
version of a historical document. With
the aim of solving this problem, we pro-
pose three approaches—based on statistical,
neural and character-based machine trans-
lation—to adapt the document’s spelling
to modern standards. We tested these ap-
proaches in different scenarios, obtaining
very encouraging results.

1 Introduction

With the aim of preserving the cultural heritage,
there is an increased need for the digitalization of
historical documents, a procedure which strives for
creating digital text which can be searched and au-
tomatically processed (Piotrowski, 2012). However,
the linguistic properties of historical documents cre-
ate an additional difficulty. On the one hand, human
language evolves with the passage of time. On the
other hand, the lack of a spelling convention makes
orthography to change depending on the author and
the time period in which a given document was
written. This makes historical documents harder to
read, and makes it even more difficult to search for
certain information in a collection of documents, or
any other process that must be applied to them.
Spelling normalization aims to resolve these
problems. Its goal is to adapt the document’s
(© 2018 The authors. This article is licensed under a Creative

Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

Francisco Casacuberta
PRHLT Research Center
Universitat Politecnica de Valencia
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spelling to modern standards, increasing docu-
ments’ readability and achieving an orthography
consistency. Some approaches to spelling normal-
ization include creating an interactive tool that in-
cludes spell checking techniques to assist the user
in detecting spelling variations (Baron and Rayson,
2008). Porta et al. (2013) made use of a weighted
finite-state transducer, combined with a modern
lexicon, a phonological transcriber and a set of
rules. Scherrer and Erjavec (2013) combined a
list of historical words, a list of modern words
and character-based Statistical Machine Transla-
tion (SMT). Bollmann and Sggaard (2016) took a
multi-task learning approach using a deep bi-LSTM
applied at a character level. LjubeSic et al. (2016)
applied a token/segment-level character-based SMT
approach to normalize historical and user-created
words. Domingo et al. (2017) applied a SMT ap-
proach combined with the use of data selection
techniques. Finally, Korchagina (2017) made use of
rule-based MT, character-based SMT and character-
based NMT.

In this work, we propose three approaches to
tackle spelling normalization: a method based on
SMT; another method based on Neural Machine
Translation (NMT); and another method based
on Character-Based Machine Translation (CBMT).
Our main contribution are the followings:

e First use (to the best of our knowl-
edge) of word-based and subword-based
NMT—-character-based NMT was already
used by Korchagina (2017)—for spelling nor-
malization.

e Comparison of different approaches based on
SMT and NMT.

e Experimented with four historical corpora

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the FEuropean Association for Machine Translation, p. 129-137
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from three different time periods, in two dif-
ferent languages and with three distinct alpha-
bets.

The rest of this document is structured as follows:
In Section 2, we introduce the machine translation
approaches used in our work. Section 3 presents
the different approaches taken to achieve spelling
normalization. Then, in Section 4, we describe
the experiments conducted in order to assess our
proposal. After that, in Section 5, we present and
discuss the results of those experiments. Finally, in
Section 6, conclusion are drawn.

2 Machine Translation Approaches

In this section, we present the machine translation
approaches used in our work.

2.1 Statistical Machine Translation

The goal of SMT is to find, given a source sentence
X, its best translation y (Brown et al., 1993):

y = argmax Pr(y | x) (D)
y

For years, phrase-based models (Koehn, 2010)
have been the prevailing approach to compute this
expression. These models rely on a log-linear com-
bination of different models (Och and Ney, 2002):
namely, phrase-based alignment models, reordering
models and language models; among others (Zens
et al., 2002; Koehn et al., 2003). However, more re-
cently, this approach has shifted into neural models

(see Section 2.2).

2.2 Neural Machine Translation

NMT is the neural approach to compute Eq. (1).
Frequently, it relies on a Recurrent Neural Network
(RNN) encoder-decoder framework. At the encod-
ing step, the source sentence is projected into a
distributed representation. Then, at the decoding
step, the decoder generates its translation word by
word (Sutskever et al., 2014).

The system’s input is a sequence of words in the
source language. Each source word is linearly pro-
jected to a fixed-sized real-valued vector through
an embedding matrix. These word embeddings
are feed into a bidirectional (Schuster and Paliwal,
1997) Long Short-Term Memory (LSTM) (Hochre-
iter and Schmidhuber, 1997) network, resulting in a
sequence of annotations produced by concatenating
the hidden states from the forward and backward
layers.
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The model features an attention mechanism (Bah-
danau et al., 2015), which allows the decoder to
focus on parts of the input sequence, computing
a weighted mean of annotations sequence. These
weights are computed by a soft alignment model,
which weights each annotation with the previous
decoding state.

The decoder is another LSTM network, condi-
tioned by the representation computed by the atten-
tion model and the last word generated. Finally, a
deep output layer (Pascanu et al., 2013) computes a
distribution over the target language vocabulary.

The model is trained by means of stochastic
gradient descend, applied jointly to maximize the
log-likelihood over a bilingual parallel corpus. At
decoding time, the model approximates the most
likely target sentence with beam-search (Sutskever
et al., 2014).

2.3 Character-based Machine Translation

CBMT comes as a solution to reduce the training
vocabulary by dividing words into a sequence of
characters, and treating each character as if it were
a word. Moreover, it also strikes for being a so-
lution of not having a perfect segmentation algo-
rithm—which should be able to segment a given
sentence in any language, into a sequence of lex-
emes and morphemes (Chung et al., 2016).

Although CBMT was already being researched
in SMT (Tiedemann, 2009; Nakov and Tiedemann,
2012), its interest has increased with NMT. Some
approaches to character-based NMT consist in us-
ing hierarchical NMT (Ling et al., 2015), a charac-
ter level decoder (Chung et al., 2016), a character
level encoder (Costa-Jussa and Fonollosa, 2016)
or, for alphabets in which words are composed by
fewer characters, by constructing an NMT system
that takes advantage of that alphabet (Costa-Jussa
et al., 2017).

3 Spelling Normalization

In this section, we propose different approaches
to adapt the spelling of historical documents to
modern standards.

Our first approach is based on SMT. Considering
the document’s language as the source language
and its normalized version of that language as the
target language, we propose to use SMT to adapt
the document’s spelling to modern standards.

In our second approach, we wanted to assess how
well NMT works for normalizing the spelling of a



historical document. Therefore, similarly as to with
the previous approach, considering the document’s
language as the source language and its normal-
ized version of that language as the target language,
we propose to use NMT to adapt the document’s
spelling to modern standards.

Finally, since in spelling normalization changes
frequently occur at a character level, it seemed fit-
ting to use a character-based strategy. Therefore,
our third approach is based on CBMT. Similarly as
to with the previous approaches, considering the
document’s language as the source language and its
normalized version of that language as the target
language, we propose to use CBMT to adapt the
document’s spelling to modern standards.

As a starting point and to have the same condi-
tions in both SMT and NMT, in this work we chose
to use the simplest character-based approach: to
split words into characters and, then, apply conven-
tional SMT/NMT.

4 Experiments

In this section, we describe the experiments con-
ducted in order to assess our proposal. Additionally,
we present the corpora and metrics.

4.1 Corpora

To conduct our experiments, we made use of the
following corpora:

Entremeses y Comedias (F. Jehle, 2001): A col-
lection of comedies by Miguel de Cervantes,
written in 17" century Spanish.

Quijote (F. Jehle, 2001): The 17** century Spanish
novel by Miguel de Cervantes.

Bohori¢ (Ljubesi¢ et al., 2016): A collection of
18" century Slovene texts written in the Bo-
hori¢ alphabet.

Gaj (Ljubesic et al., 2016): A collection of 19th
century Slovene texts written in the Gaj alpha-
bet.

The first two corpora are Spanish literary works,
written across the 17" century. The first corpus
is composed of 16 plays—~8 of which have a very
short length—while the second corpus is a two-
volumes novel. The last two corpora are a collection
of texts extracted from Slovene books. The first one
is made up of texts from the 18" century and it is
written in the old Bohoric¢ alphabet, and the second

one is made up of texts from the 19*" century and
written in the contemporary Gaj alphabet. Table 1
shows the corpora statistics.

4.2 Metrics

In order to asses our proposal, we made use of the
following well-known metrics:

BiLingual Evaluation Understudy (BLEU) (Pa-
pineni et al., 2002): computes the geometric
average of the modified n-gram precision, mul-
tiplied by a brevity factor that penalizes short
sentences.

Translation Error Rate (TER) (Snover et al.,
2006): computes the number of word edit
operations (insertion, substitution, deletion
and swapping), normalized by the number of
words in the final translation.

Character Error Rate (CER): computes the
number of character edit operations (insertion,
substitution and deletion), normalized by the
number of characters in the final translation.

Confidence intervals (p = 0.05) are computed
for all metrics by means of bootstrap resam-
pling (Koehn, 2004).

4.3 Systems

SMT systems were trained with the Moses
toolkit (Koehn et al., 2007), following the stan-
dard procedure: we optimized the weights of the
log-lineal model with MERT (Och, 2003), and used
SRILM (Stolcke, 2002) to estimate a 5-gram lan-
guage model, smoothed with the improved Kneser-
Ney method (Chen and Goodman, 1996). More-
over, since source and target have the same linguis-
tic structures—the only changes between source
and target are orthographic—we used monotonous
reordering. Finally, the corpora were lowercased
and tokenized using the standard scripts, and the
translated text was truecased with Moses’ true-
caser.

NMT systems were  trained  with
OpenNMT (Klein et al., 2017), as described
in Section 2.2. Following the findings from
Britz et al. (2017), we used LSTM units. The
size of the LSTM and word embedding were set
according to the results of the development set.
We used Adam (Kingma and Ba, 2014) with a
learning rate of 0.0002 (Wu et al., 2016). The
beam size was set to 6. Finally, the corpora were
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Entremeses y Comedias Quijote Bohoric Gaj
|S] 35.6K 48.0K 3.6K 13.0K
Train |T| 250.0/244.0K 436.0/428.0K 61.2/61.0K 198.2/197.6K
4 19.0/18.0K 24.4/233K  14.3/109K  34.5/30.7K
W] 524K 97.5K 33.0K 32.7K
|S] 2.0K 2.0K 447 1.6K
Development |T| 13.7/13.6K 19.0/18.0K 7.1/7.1K 25.7/25.6K
P V| 3.0/3.0K 3.2/3.2K 2.9/2.5K 8.2/7.7K
[W| 1.9K 45K 3.8K 4.5K
|S] 2.0K 2.0K 448 1.6K
Test |T| 15.0/13.3K 18.0/18.0K 7.3/1.3K 26.3/26.2K
14 2.712.6K 3.2/3.2K 3.0/2.6K 8.4/8.0K
W] 3.3K 3.8K 3.8K 4.8K

Table 1: Corpora statistics. |\S| stands for number of sentences, || for number of tokens, |V/| for size of the vocabulary and
|W| for the number of words whose spelling does not match modern standards. K denotes thousand.

lowercased and tokenized—and, later, truecased
and detokenized—using OpenNMT’s tools.

CBMT systems were trained in the same way as
conventional SMT/NMT systems. The only differ-
ence is that the corpora’s words were previously
split into characters. Then, after translating the
document, words were restored.

To reduce the vocabulary, we used Byte Pair En-
coding (BPE) (Sennrich et al., 2016). These sys-
tems were trained in the same way as conventional
SMT/NMT systems. The only difference is that the
corpora were previously encoded using BPE, and
the translated text was decoded afterwards. BPE
encoding was learned and applied using the scripts
kindly provided by Sennrich et al. (2016). In learn-
ing the encoding, we used the default values for
the number of symbols to create and the minimum
frequency to create a new symbol.

Finally, in order to assess our proposal, we con-
sidered as a baseline the quality of the original
document with respect to its ground truth version,
in which the spelling has already been updated to
match modern standards. Nonetheless, as a sec-
ond baseline, we implemented a statistical dictio-
nary. Using mgiza (Gao and Vogel, 2008), we
computed IBM’s model 1 (Och and Ney, 2003) to
obtain word alignments from source and target of
the training set. Then, for each source word, we
selected as its translation the target word which had
the highest alignment probability with that source
word. Finally, at translation time, we translated
each source word with the translation that appeared
in the dictionary. If a given word did not appear in
the dictionary, then we left it untranslated.

5 Results

In this section, we present and discuss the exper-
iments conducted in order to assess our proposal.
Table 2 presents the experimental results.

The Slovene language had a big restructuring in
the 18" century. For this reason, Bohorié—whose
documents were written during this period—is the
corpus whose orthography differs the most com-
pared to modern standards. Evaluating the docu-
ment’s spelling differences with respect to modern
orthography results in a low BLEU value, a high
TER value and a fairly high CER value. However,
just by applying a statistical dictionary we achieved
great improvements: BLEU and TER improved
highly, and CER decreased significantly.

With our first approach, we achieved even greater
improvements for all metrics. Furthermore, when
using BPE to reduce the vocabulary, we achieved
new improvements. These improvements were
more notorious when evaluating with CER and
BLEU, although they were significant with TER as
well.

Our second approach achieved less satisfying re-
sults. The document’s spelling differences were sig-
nificantly reduced when measuring with BLEU and
TER. However, the results were significantly worse
than the ones obtained using a statistical dictionary.
Furthermore, using CER to measure the spelling
differences resulted in the document having more
differences than the original document. Using BPE
to reduce the vocabulary did not help. In fact, re-
sults were significantly worse. Most likely, this
was due to the properties of the corpus: being the
smallest of the corpora (less than four thousand
sentences and with a vocabulary of around ten thou-
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System Entremeses y Comedias Quijote Bohori¢ Gaj
BLEU TER CER BLEU TER CER BLEU TER CER BLEU TER CER

Baseline  46.1+14 31.7+1.2 120+04 596+12 1944+0.7 74+03 164+16 49.0+15 21.7+06 681+1.1 123+05 35+0.1
SD 80.8+12 83+05 40£03 89.7+£0.8 53+05 34+£03 525+20 20712 172+0.7 751+£08 88+04 &87+0.3
SMT 821+11 80+05 67+02 91.1+0.7 45+04 53+03 63.0+21 151+1.1 9.0+05 826+07 52+03 28+0.1
SMTgpg 83.6+1.1 72405 62+02 946+06 28+03 43+02 704+20 11.7+1.0 53+03 83.7+£07 18+03 27+0.1
NMT 722+14 152409 18.0+0.8 84.4+09 81405 102+24 36720 33.9+21 414+14 504+14 283+33 36.0+27
NMTgpg 76.7+1.3 124+08 81+05 920£0.7 46+04 38£03 31.6+22 435+£6.1 486+3.6 680+15 23.7+£3.7 19.8+2.6
CBSMT 914+09 37+04 12+01 947+06 28+03 20+02 755+18 87+09 24+02 832+07 50+03 13+01
CBNMT 81.3+13 83+08 3.0+06 91.0+£0.7 46+04 29+03 276+24 852+£6.7 682+45 402+19 62.7+29 525+2.1

Table 2: Experimental results. Baseline system corresponds to considering the original document as the document to which the
spelling has been normalized to match modern standards. SD is the statistical dictionary. SMT is the standard SMT system.
SMTgpE is the SMT system trained after encoding the corpora using BPE. NMT is the standard NMT system. NMTgpg is
the NMT system trained after encoding the corpora using BPE. CBSMT is the character-based SMT system. CBNMT is the

character-based NMT system. Best results are denoted in bold.

sand words), it was not big enough for NMT to
learn properly how to update the document’s or-
thography.

Finally, our third approach was both the most
and least satisfying. While character-based SMT
achieved the best results for all metrics—all of them
were significantly better than the results achieved by
SMT with BPE—character-based NMT achieved
the worst results. Once more, this was most likely
due to the corpus being too small for the neural
systems.

Entremeses y Comedias, the oldest of the cor-
pora, is the next corpus with greater orthographic
difference. Nonetheless, the quality of the original
document shows fairly good BLEU value, a consid-
erable good TER value, and a low CER value. In
spite of this, the statistical dictionary achieved sig-
nificant improvements, the most noteworthy being
the increase of BLEU, which was the metric that
showed the lowest quality.

The SMT approach reduced significantly the
spelling differences from the original document.
However, in this case, results were not signifi-
cantly different to the ones obtained by the sta-
tistical dictionary, except when evaluating with
CER, which results were slightly (around two CER
points) worse. Moreover, reducing the vocabulary
with BPE did not achieved a significant difference
with using the full vocabulary.

The NMT system behave in a similar fashion as
with the previous corpus: BLEU and TER showed
a significant reduction of the spelling difference
from the original document, but smaller than the
reduction achieved by the statistical dictionary. In
this case, however, the differences with the statis-
tical dictionary were smaller (around eight points
of BLEU and TER). Moreover, although CER still
showed more spelling differences than in the orig-

inal document, its value was not as bad as with
Bohoric¢ (around six points of CER). Furthermore,
despite still being worse than the statistical dictio-
nary, BPE helped to improve results. It is worth
noting the improvement in CER (around ten points),
which represents an improvement with respect to
the spelling differences in the original document.

Once more, the character-based approach yielded
the best results. Character-based NMT was the
neural approach which yielded the best results, al-
though these results were not significantly different
to the ones obtained by the statistical dictionary.
However, character-based SMT did significantly
improved the statistical dictionary.

Similarly to what happened with the other cor-
pora, the statistical dictionary significantly reduced
the spelling differences in the Quijote corpus. It is
worth noting, however, that these differences are
considerable smaller in this corpus: measuring the
spelling differences in the original document shows
a fairly good BLEU and TER values, and fairly
small CER values.

In this case, the SMT approach did not yield re-
sults as satisfactorily as with the previous corpora.
Results showed a significant improvement with re-
spect to the original document. However, this im-
provement was not significantly different than the
one achieved by the statistical dictionary—except
when measuring with CER, whose value was sig-
nificantly worse. Nonetheless, BPE improved the
results, and the generated document was signifi-
cantly better (for all metrics except for CER) than
the document generated by the statistical dictionary.

The results yielded by the NMT system showed a
significant improvement with respect to the spelling
differences from the original document (except
when measuring with CER), but this improvement
was significantly worse than the one achieved by
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the statistical dictionary. Reducing the vocabulary
with BPE helped to improve the results—specially
when measuring with CER, whose results were now
significantly better than the original document—but
they were similar to the statistical dictionary’s re-
sults.

Finally, the character-based approached achieved,
once more, the best results. However, while using
CER to measure the document’s spelling differ-
ences with respect to modern standards yielded a
significant improvement (for character-based SMT),
measuring with BLEU and TER yielded similar re-
sults to using the SMT approach combined with
BPE. Similarly, character-based NMT achieved a
significant improvement in terms of CER, but sim-
ilar BLEU and TER results to the NMT-BPE ap-
proached.

Being the newest corpus, Gaj contains fewer
spelling differences with respect to modern orthog-
raphy. In fact, measuring the spelling differences
from the original document already yielded satisfac-
tory BLEU and TER values, and a low CER value.
Nonetheless, the statistical dictionary managed to
improve BLEU and TER results, although yielded
a worse CER value.

The SMT approach managed to significantly im-
prove results for all metrics. However, reducing
the vocabulary with BPE yielded similar results,
except when measuring with TER, whose results
were significantly better.

Gaj being a fairly small corpus (thirteen thou-
sand sentences and with a vocabulary of around
thirty thousand words), the NMT systems behaved
similarly as with Bohori¢: The generated docu-
ment had more spelling differences than the origi-
nal document. Using BPE improved results, but the
generated document still contained more spelling
differences than the original one.

Character-based SMT yielded the best results
when using CER to measure the spelling difference.
However, measuring with BLEU and TER yielded
similar results to the SMT approach. Character-
based NMT, however, was the NMT approach
which yielded the worst results—specially when
measuring with TER and CER.

In general, except for one exception (Gaj, whose
best results—when evaluating with TER—were
achieved by the approach that combined SMT with
BPE), character-based SMT was the approach that
yielded the best results for all metrics. It is also
worth noting how well—for being such a simplistic

approach—using an statistical dictionary behave:
except for one exception (Gaj, which yielded an in-
crease of spelling differences when evaluating with
CER), all results showed a significant reduction of
spelling differences with respect to the original doc-
ument and, in some cases, not too much worse than
character-based SMT.

The BLEU and TER from the original docu-
ment, and how much these values have signifi-
cantly improved, seem to indicate that the final
document is quite different to the original one.
However, CER seems to indicate otherwise. Most
likely, since spelling differences occur more fre-
quently at a character level (i.e., most orthographic
changes consist in a few letters per word), BLEU
and TER—which evaluate at a word-level—are be-
ing penalized. Nonetheless, all metrics show that
the spelling differences have been significantly re-
duced.

6 Conclusions and Future Work

In this work, we proposed three machine translation
approaches to update the spelling of a historical doc-
ument to match modern standards, increasing the
document’s readability and helping in the preserva-
tion of the cultural heritage.

Additionally, as an extra baseline, we proposed
a simplistic approach: Based on the frequency of
which, on the training corpora, the spelling of a
word is changed, to build a statistical dictionary.
Then, on a given document, we checked, word by
word, if it was on the dictionary. If the search was
positive, we changed that word by the translation
that appeared in the dictionary. Otherwise, we left
the word as it appeared in the original document.

We tested our proposal with four datasets formed
by documents from three different time periods,
two different languages and three distinct alphabets,
obtaining very encouraging results.

In general, approaches based on SMT yielded
better results than those based on NMT. This was
specially true for the smallest corpora, in which
the neural systems were not able to learn properly
and yielded more spelling differences than the ones
contained in the original document.

As it was to be expected due to the task char-
acteristics (in spelling normalization, changes fre-
quently occur at a character level), the character-
based approaches—both phrased-based and neu-
ral—yielded the best results for each kind of system
(i.e., character-based was the best SMT approach,
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and character-based NMT was the best NMT ap-
proach). The exception was character-based NMT,
which yielded worse results when applied to the
smallest corpora.

Finally, it is worth noting how well the statisti-
cal dictionary behaves. Although its results were
not the best, they were close enough to take this
approach into consideration. Being the simplest
and fastest to compute, it could be useful in cases
in which its worth sacrificing quality to increase
speed.

As a future work, we would like to try new
character-based approaches. In this work, we tested
the simplest approach (to split the words into char-
acters and, then, apply conventional SMT/NMT).
However, more complex approaches have been
developed in recent years (Chung et al., 2016;
Costa-Jussa and Fonollosa, 2016; Costa-Jussa et al.,
2017).

Finally, a frequent problem when working with
historical documents is the scarce availability of par-
allel training data (Bollmann and Sggaard, 2016).
Therefore, we would like to obtain more diverse cor-
pora to be able to experiment in broader domains:
older time periods, documents written by a great va-
riety of authors, etc. Additionally, we would like to
explore the generation of synthetic data (Sennrich
et al., 2015) to create new training data.
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Abstract

We describe the first experimental results
in neural machine translation for Basque.
As a synthetic language featuring aggluti-
native morphology, an extended case sys-
tem, complex verbal morphology and rel-
atively free word order, Basque presents a
large number of challenging characteristics
for machine translation in general, and for
data-driven approaches such as attention-
based encoder-decoder models in partic-
ular. We present our results on a large
range of experiments in Basque-Spanish
translation, comparing several neural ma-
chine translation system variants with both
rule-based and statistical machine transla-
tion systems. We demonstrate that signif-
icant gains can be obtained with a neu-
ral network approach for this challeng-
ing language pair, and describe optimal
configurations in terms of word segmen-
tation and decoding parameters, measured
against test sets that feature multiple refer-
ences to account for word order variability.

1 Introduction

Neural machine translation (NMT) is fast becom-
ing the dominant paradigm in both academic re-
search and commercial exploitation, as evidenced
in particular by large machine translation providers
turning to NMT for their production engines (Crego
et al.,, 2016; Wu et al., 2016) and NMT systems
achieving the best results in most cases on stan-
dard shared tasks datasets (Bojar, 2016).

(© 2018 The authors. This article is licensed under a Creative
Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

Sequence-to-sequence neural networks have
proved effective in modelling translation phenom-
ena (Sutskever et al., 2014). In particular, atten-
tional encoder-decoder models (Bahdanau et al.,
2015) have become a default NMT architecture,
with other architectural variants explored in recent
work (Vaswani et al., 2017; Gehring et al., 2016).
These models have already been applied to a wide
range of languages, initially on the most studied
European languages and recently to a larger set of
cases that includes morphologically rich languages
(Bojar, 2017).

In this article we explore the applicability of
neural machine translation to Basque, a language
with noteworthy characteristics that may represent
a challenge for encoder-decoder approaches with
attention mechanisms.

First, Basque is a synthetic language that fea-
tures agglutinative morphology, i.e. where words
can be formed via morphemic sequences, and a
large number of case affixes that mark ergativity,
datives, different types of locatives and genitives,
instrumentality, comitativity or causality, among
others. Verbal morphology is also relatively rare,
displaying complex forms that include subject, di-
rect object, indirect object and allocutive agree-
ment markers, with number, tense and aspect be-
ing marked as well. This kind of rich morphol-
ogy raises difficulties in terms of word representa-
tions and drastically increases data sparseness is-
sues. A detailed description of Basque grammar
can be found in (De Rijk and De Coene, 2008).

Secondly, although phrases in this language
present a rather fixed inner order, as exempli-
fied for instance by the regular structure of noun
phrases,! at the sentential level the ordering is rela-

! Although regular, the structure of noun phrases may also be
challenging, with left-branching relative clauses and affixa-

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
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tively free. Syntactically, order is essentially deter-
mined in terms of focus and topic. Although differ-
ent orderings mostly reflect underlying variations
according to these notions, for translation between
Basque and languages with more rigid syntax the
end-result is higher variability in terms of senten-
tial input and output. Such variations may repre-
sent an additional challenge for NMT models that
manage input information via learned attentional
distributions and generate translations via decod-
ing processes based on the previously generated
element and beam searches.

Finally, Basque is a low-resourced language,
with few publicly available parallel corpora. This
is a third challenge for data-driven approaches in
general, and NMT in particular as it usually re-
quires larger training resources than statistical ma-
chine translation (Zoph et al., 2016).

To explore these challenges, we built sev-
eral large neural machine translation models for
generic Basque-Spanish translation, and compare
their results with those obtained with rule-based
and statistical phrase-based systems (Koehn et
al., 2003). Our exploration of NMT variants
for this language pair mainly focuses on differ-
ent sub-word representations, obtained via either
linguistically-motivated or frequency-based word
segmentations, and on different data exploitation
methods. We measure the impact of ordering vari-
ations partly via manually-created multiple refer-
ences and also evaluate the impact of tuning the
decoding process in terms of length and coverage
along the lines of (Wu et al., 2016).

The paper is organised as follows: Section 2
describes related work in machine translation for
Basque and other morphologically-rich languages;
Section 3 presents the parallel corpora collected
for the Basque-Spanish language pair; Section 4
describes the different translation models used for
the experiments presented in Section 5; finally,
Section 6 draws conclusion from this work.

2 Related work

Morphologically rich languages, a large denomi-
nation which includes synthetic languages where
words are formed via productive morphological
affixation, have been extensively studied in the
machine translation literature. In Statistical Ma-
chine Translation (SMT) in particular (Brown et

tion of determiners to the rightmost constituent in the noun
phrase.
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al., 1990), the data sparseness issues created by
rich morphology have been addressed with a vari-
ety of techniques such as the factor-based transla-
tion (Koehn and Hoang, 2007). In Neural Machine
Translation, the issues raised by rich morphology
are even more acute given the vocabulary limita-
tions for typical encoder-decoder neural networks,
and recent work has centred on optimal methods to
tackle surface variability and data sparseness in a
principled manner.

Several approaches address morphological vari-
ation via character-based translation (Ling et al.,
2015; Lee et al., 2016; Costa-Jussa and Fonol-
losa, 2016). A case study along these lines for
languages with rich morphology is (Escolano et
al., 2017), who implement a character-to-character
NMT system augmented with a re-scoring model.
They report improvements for Finnish-English
translations but not for Turkish-English, although
the latter result might be due to lack of sufficient
training data.

Other approaches tackle this issue via word seg-
mentation into sub-words. Byte Pair Encoding
(BPE) (Sennrich et al., 2016) has become a pop-
ular segmentation method where infrequent words
are segmented according to character pair frequen-
cies. Alternatives include the use of morphologi-
cal analysers such as MORFESSOR (Virpioja et al.,
2013) or CHIPMUNK (Cotterell et al., 2015). Ding
et al. (2016) compare the use of these three seg-
mentation alternatives for Turkish-English, obtain-
ing better results with CHIPMUNK and MORFES-
SOR than with BPE. In (Ataman et al., 2017), both
supervised and unsupervised morphological seg-
mentation are shown to outperform BPE for Turk-
ish to English neural machine translation. Mor-
phological decomposition has also been performed
with tools tailored for the task, as is the case in
(Sanchez-Cartagena and Toral, 2016), who report
improvements using the rule-based morphological
segmentation provided by OMORFI (Pirinen, 2015)
for English-Finnish translation.

Finally, hybrid techniques have also been ap-
plied, as in (Luong and Manning, 2016) who built
a character/word hybrid NMT system where trans-
lation is performed mostly at the word level and the
character component is consulted for rare words.
Their results for English to Czech demonstrate that
their character models can successfully learn to
generate well-formed words for a highly-inflected
language. This approach has been notably applied



to English-Finnish by (Ostling et al., 2017), who
also include BPE segmentation in a system that
ranked as the top contribution in the wMT2017
shared task for English-Finnish.

The challenges of machine translation of Basque
have been addressed in different frameworks. An
example-based data-driven system was thus devel-
oped by (Stroppa et al., 2006) and a rule-based
approach was used to develop the MATXIN sys-
tem for Spanish to Basque translation (Mayor et
al., 2011); both systems are compared in (Labaka
et al., 2007). In (Labaka et al., 2014), a hy-
brid architecture is presented, combining rule-
based and phrase-based statistical machine trans-
lation approaches. Their hybrid system resulted
in significant improvements over both individual
approaches. In the next sections, we provide the
first description of a large-scale NMT system for
the Basque-Spanish language pair.

3 Corpora

To build representative translation models for the
Basque-Spanish language pair, parallel corpora
were collected and prepared from three different
sources: professional translations in different do-
mains, bilingual web pages, and comparable data
in the news domain.

3.1 Parallel data

Parallel data for Basque-Spanish are scarce, the
largest repository of such data being the pro-
fessionally translated administrative texts made
available in the Open Data Euskadi repository.?
Amongst these, the largest collection comes from
the translation memories of the Instituto Vasco
de Administracion Publica official translation ser-
vices, with additional data from the Diputacion
Foral de Guipiizcoa. After filtering duplicate seg-
ments and dubious segments, we prepared the AD-
MIN corpus as our main parallel resource.
Additionally, we included four corpora from dif-
ferent domains. Two of them were created from
translation memories, namely the SYNOPSIS cor-
pus, a collection of film synopsis, and the IR-
RIKA corpus, based on content from the Irrika
youth magazine. We also included corpora cre-
ated via automatic alignment of bilingual docu-
ments: EIZIE, a corpus of universal literature, and
CONSUMER, a collection of articles from Con-
sumer consumption magazine. The EIZIE align-

Zhttp://opendata.euskadi.eus
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SENTENCES WORDS
CORPUS ES-EU ES EU
ADMIN 963,391 23,413,116 17,802,212
SYNOPSIS 229,464 3,501,711 2,824,807
IRRIKA 5,545 99,319 77,574
EIZIE 94,207 2,506,162 1,775,155
CONSUMER 201,353 3,999,156 3,313,798
TOTAL 1,493,960 33,519,464 25,715,972

Table 1: Parallel corpora statistics (unique segments)

SENTENCES WORDS
CORPUS ES-EU ES EU
CRAWL 1,044,581 19,892,360 15,344,336

Table 2: Crawled corpus statistics (unique segments)

ments were also manually revised to ensure a high
quality corpus.

The statistics for all parallel corpora are shown
in Table 1.

3.2 Crawled data collection

To complement the high quality parallel data de-
scribed in the previous section, we created a large
parallel corpus from crawled data. We used the
PACO2 tool (San Vicente and Manterola, 2012),
which performs both crawling and alignment to
create parallel resources from web corpora.

For this task, the tool was extended with two
major optimisations. First, the crawling compo-
nent was modified in order to retrieve web content
dynamically generated via JavaScript. Secondly,
both crawling and alignment processes were paral-
lelised, to speed up the overall process.

Both optimisations contributed to the efficient
creation of a parallel corpus from a variety of
Basque-Spanish web pages. Corpus statistics, after
duplicates removal, are shown in Table 2.

SENTENCES WORDS
CORPUS ES-EU ES EU
EITB 807,222 24,046,414 15,592,995

Table 3: Comparable corpus statistics (unique segments)

3.3 Comparable data collection

To further increase the amount of training data
and extend domain coverage, we exploited a large
strongly comparable corpus in the news domain,
facilitated by the Basque public broadcaster EITB.>
The original data consists of XML documents that
contain news independently created by profes-
sional journalists in Basque and Spanish, from

Shttp://www.eitb.eus/



SENTENCES

CORPUS ES-EU
MERGED 3,345,763
MERGED.LGF 3,086,231

WORDS
ES EU
76,998,621 56,391,670
61,529,688 47,976,559

Table 4: Final corpora statistics (unique segments)

which a first parallel corpus was created and shared
with the research community (Etchegoyhen et al.,
2016).

As additional data was made available since the
first version of the corpus, we created a second ver-
sion that included news from 2013 to 2016. For
this version, document alignment was performed
with DOCAL (Etchegoyhen and Azpeitia, 2016a),
an efficient aligner that provided the best results
for this language pair. Sentences were then aligned
with STACC (Etchegoyhen and Azpeitia, 2016b), a
tool to determine parallel sentences in comparable
corpora which has proved highly successful for the
task (Azpeitia et al., 2017).

After enforcing one-to-one alignments, the cor-
pus resulted in 1,137,463 segment pairs, each
with an associated alignment probability score.
Various corpora could then be extracted by se-
lecting different alignment thresholds to filter low-
scoring pairs. After training separate SMT models
on each of these three corpora, we selected the cor-
pus with alignment threshold 0.15, as it resulted
in the best performance overall. Statistics for this
corpus are shown in Table 3.

The EITB corpus was also used to prepare tuning
and validation sets, as it covers a wide range of top-
ics that includes politics, culture and sports, among
others. Thus, 2,000 segment pairs were selected
as held-off development set, and 1,678 as test set.
The alignments for the test set were manually val-
idated and a new set of references was manually
created by professionally translating the Spanish
source sentences, to account for word order vari-
ability in Basque.*

3.4 Data filtering & preparation

A unique parallel corpus (hereafter, MERGED) was
built by concatenating the previously described
corpora and removing duplicates. All sentences
were truecased, with truecasing models trained on
the monolingual sides of the bitext, and tokenised

“In what follows, the manually validated test will be referred
to as ALNTEST, the human translations by HTTEST and the
multi-reference test set as MULTIREF. Note that all test sets
will be made available to the research community on our
project web page: http://modela.eus.
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with adapted versions of the scripts available in the
MOSES toolkit (Koehn et al., 2007).

Neural machine translation systems have been
shown to be strongly impacted by noisy data (Be-
linkov and Bisk, 2017). As our gathered corpora
comes from potentially noisy sources, as is the
case with crawled and comparable data, we pre-
pared an additional filtered version of the corpus.
We based our filtering process on length irregular-
ities between source and target sentences, in terms
of number of words, with the aim of identifying
those pairs where only a subset of a sentence is
translated into the other language, a typical case in
comparable corpora.

As a simple approach, we computed the mod-
ified z-score on the MERGED corpus to filter out
segment pairs identified as outliers in terms of
length difference between the source and target
segments, where the median and standard devia-
tion were computed on the human quality refer-
ences of the ADMIN corpus. This process dis-
carded 259,532 segment pairs, as shown in Ta-
ble 4, where MERGED.LGF refers to the filtered
corpus.

4 Models

In the next subsections, we describe the different
NMT models for Basque-Spanish that were built
using the corpora described in the previous section,
as well as the considered baseline systems.

4.1 Baselines

Two kinds of baseline systems were considered:
statistical (SMT) and rule-based (RBMT).

All SMT translation models are phrase-based
(Koehn et al., 2003), trained using the Moses
toolkit (Koehn et al., 2007) with default hyper-
parameters and phrases of maximum length 5.
Word alignment was performed with the FASTAL-
IGN toolkit (Dyer et al., 2013), and the parame-
ters of the log-linear models were tuned with MERT
(Och, 2003). All language models are of order 5,
trained with the KENLM toolkit (Heafield, 2011).

As an RBMT baseline translation system, we
chose the on-line translation service provided by



the Basque Government, which is based on a pro-
prietary rule-based system crafted for this lan-
guage pair to provide general-domain translation.’

4.2 NMT

Unless otherwise specified, all NMT systems fol-
low the attention-based encoder-decoder approach
(Bahdanau et al., 2015) and were built with the
OPENNMT toolkit (Klein et al., 2017). We use
500 dimensional word embeddings for both source
and target embeddings. The encoder and the
decoder are 4-layered recurrent neural networks
(RNN) with 800 LSTM hidden units and a bidi-
rectional RNN encoder. The maximum vocabulary
size was set to 50, 000.

The models were trained using Stochastic Gra-
dient Descent with an initial learning rate of 1 and
applying a learning decay of 0.7 after epoch 10 or
if no improvement is gained on the loss function
after a given epoch over the validation set. A mini-
batch of 64 sentences was used for training, with a
0.3 dropout probability applied between recurrent
layers and a maximum sentence length set to 50
tokens for both source and target side.

The following subsections describe the neural
machine translation variants that were prepared,
the first three being based on different word seg-
mentations and the last one on fully character-
based translation.

4.2.1 Byte Pair Encoding

Byte Pair Encoding (BPE) is a compression al-
gorithm that was adapted to word segmentation
for NMT by (Sennrich et al., 2016). It iteratively
replaces the most frequent pair of characters in
a sequence with an unused symbol, without con-
sidering character pairs that cross word bound-
aries. BPE allows for the representation of an
open vocabulary through a fixed-size vocabulary
of variable-length character sequences, having the
advantage of producing symbol sequences still in-
terpretable as sub-word units.

For our experiments, we trained joint BPE mod-
els on both Basque and Spanish data to improve
consistency between source and target segmenta-
tion. A set of at most 30,000 BPE merge opera-
tions was learned for each training corpus.

Shttp://www.itzultzailea.euskadi.eus/
traductor/portalExterno/text.do
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4.2.2 FLATCATV2

FLATCATV?2 is a system based on MORFESSOR
that was developed to implement a linguistically
motivated vocabulary reduction for neural machine
translation and was originally proposed for Turkish
(Ataman et al., 2017). The segmentation process
consists of two steps. MORFESSOR is used first to
infer the morphology of the considered language
in an unsupervised manner, based on an unlabelled
monolingual corpus. The learned morphological
segmentations are then fit into a fixed-size vocabu-
lary, which amounted to 45, 000 tokens in our case.

Unlike the joint learning method we selected
for BPE segmentation, FLATCATV2 segmentation
was learned on the monolingual data separately,
since this technique is designed to extract a
linguistically-sound segmentation of the text.

4.2.3

As a third approach to word representation, we
opted for a fine-grained morphological analysis
and used the IXA-KAT supervised morphological
analyser for Basque (Alegria et al., 1996; Otegi et
al., 2016). This analyser relies on a lexicon crafted
by linguists which includes most of the Basque
morphemes and is used to extract all possible seg-
mentations of a word. The hypotheses with the
longest lemma are ultimately selected.

Although this linguistically-motivated approach
to segmentation does reduce the vocabulary, vo-
cabulary size is not guaranteed to remain within
the range necessary for NMT. We therefore fol-
lowed the two-step approach used in FLATCATV?2
and applied BPE after the linguistic segmentation
phase, to segment rare tokens and keep the vocab-
ulary within the selected size.

Morphological analysis

4.2.4 Character-based translation

As an alternative to NMT architectures based on
words or sub-words, character-based models pro-
vide the means to remove the segmentation prob-
lem altogether. These models are based solely on
the characters in the sentence on both the input and
the target sides, generating translations one charac-
ter at the time. As previously discussed, this type
of approach is particularly interesting for highly
inflected languages such as Basque.

To evaluate this approach for Basque-Spanish
translation, we built a character-to-character sys-
tem following (Lee et al., 2016), whose code was
publicly available.® The system uses convolutional

Shttps://github.com/nyu-dl/dl4mt-c2c



neural networks to generate window representa-
tions of fixed length character sequences, set to
5 in our configuration. These representations re-
duce the length of the input sequence, while en-
abling the system to identify segment patterns. A
bi-directional recurrent neural network is then used
to compute the representation of the complete sen-
tence. Finally, translation is generated character
by character, using an attention mechanism on the
segments computed at the encoder level.

5 Experiments

In this section we first describe the experimental
settings and system variants, then present and dis-
cuss the results.

5.1 Settings

To compare the different segmentation approaches,
a first set of experiments was designed using only
the selected EITB corpus. This allowed for a direct
comparison between the approaches while also re-
ducing the computational load of training the dif-
ferent variants. From this set of experiments, we
selected the overall best approach to segmentation,
taking into account the results obtained in both
translation directions.

The second set of experiments compares NMT
variants, based on the selected segmentation ap-
proach, to the SMT system. We also compare the
NMT and SMT results with those obtained with the
selected rule-based system on the single and multi-
reference test sets.

The NMT approach based on the selected seg-
mentation mechanism was trained on the entire
corpus, as was the SMT system. Additionally, we
evaluated the same NMT architecture and trained a
model on the filtered corpus to assess the impact of
noisy data on the final system.

We also evaluated the impact of the decoding
optimisations proposed in (Wu et al., 2016), which
tune the decoder according to length normalisation
over the generated beam sequences and to the cov-
erage of the input sequence according to the atten-
tion module. We also tuned the decoder with the
end of sentence (EOS) penalty available as hyper-
parameter in OPENNMT. Optimal parameters for
these three normalisations were evaluated via grid
search, resulting in values of 4 for length, O for
coverage, and 10 for EOS normalisations in ES-EU,
and 10, 0 and 10 respectively in EU-ES.

Finally, we performed a small manual evalua-
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tion using the Appraise tool (Federmann, 2012).
28 native speakers of Basque were asked to se-
lect their preferred translations for 100 sentences,
where the translations were generated by the previ-
ously described RBMT system and the NMT system
trained on the entire corpus.

5.2 Results

Results in terms of automatic metrics were com-
puted with BLEU (Papineni et al., 2002) and TER
(Snover et al., 2006). Tables 5 and 6 show the re-
sults for the different approaches to segmentation.’

The first noticeable result is the consistency of
the scores across all test sets, in both directions.
For ES-EU, there was no significant difference be-
tween the results obtained with BPE and with the
unsegmented words, both achieving the best scores
overall. In EU-ES, the optimal approach con-
sistently involved applied linguistically-motivated
segmentation first, followed by BPE to restrict the
vocabulary size. In both directions, FLATCATV2
performed worse than BPE and character-based
translation resulted in the lowest scores overall.

Linguistically-motivated ~ segmentation  for
Basque was only beneficial on the source side,
resulting in degraded results when compared
to frequency-based segmentation on the target
side. This result may be attributed to the stronger
need to disambiguate source-side information in
NMT architectures, where weak encoding impacts
both sentence representation and the attention
mechanism. As conditioned language models,
NMT decoders seem to have lesser difficulties in
generating correct output on the basis of non-
linguistic but consistent segmentation units of the
type provided by BPE.

From this first set of results, we selected BPE
as our segmentation model for the final systems
trained on the entire corpus, as it provided the best
results when translating into Basque, was a com-
petitive second ranked system in the other transla-
tion direction, and required less resources overall
to perform segmentation. The comparative results
between, RBMT, SMT and NMT are shown in Ta-
bles 7 and 8.3

"In both tables, T indicates statistical significance between the
considered system and BPE, for p < 0.05. Significance was
computed only for the BLEU metric, via bootstrap resampling
(Koehn, 2004).

81n both tables, t indicates statistical significance between the
considered system and NMT, for p < 0.05. Results are given
on cased and tokenised output translations, after tokenising
the output of the RBMT system for a fair comparison.



ALNTEST HTTEST MULTIREF
SEGMENTATION VOCABULARY BLEU TER BLEU TER BLEU TER
WORDS 50,004 /50,004 19.82 64.84 18.537 61.51 28.72 55.71
BPE 21,765/23,741 19.51 64.65 18.00 62.20 28.40 56.00
FLATCATV2 38,653/29,860 18,231 65,58 17.43F 62.58 27.131 56.51
FLATCAT (ES) - MORF (EU)  38,653/50,004 1698} 66.66 16.017 64.09 25321 57.99
BPE (ES) - MORF+BPE (EU) 39,197/38,827 18701 6531 17.51Ff 62.64 27.62f 56.36
CHARNMT 304 /302 17.17f  67.59 16237 6430 25.041 59.01

Table 5: Evaluation results of the ES-EU systems using different data segmentation on the EITB corpus

SEGMENTATION VOCABULARY ALNTEST HTTEST
BLEU TER BLEU TER
WORDS 50,004 /50,004 2640  58.82 33.641 50.08
BPE 23,741 /21,765 26.61 58.16 35.71 47.67
FLATCATV?2 29,860 /38,653 24461 59.88 32.54f 5043
MORF (EU) - FLATCAT (ES) 50,004 /38,653 23.90f 60.80 31.067 51.78
MORF+BPE (EU) - BPE (ES) 38,827/39,197 27.86f 5697 37.231 46.33
CHARNMT 304 /302 24.58f 6440 31.591 57.66

Table 6: Evaluation results for EU-ES systems with different data segmentation on the EITB corpus

In Spanish to Basque, when considering all
test sets, the best NMT system outperformed SMT,
which in turn provided markedly better results than
the RBMT system. Interestingly, the SMT system
obtained the best BLEU score on the ALNTEST
dataset, and was competitive with the basic NMT
system for this metric on the MULTIREF test set as
well, while being systematically outperformed on
the TER metric by all NMT variants. These results
might be due to the known BLEU bias in favour
of SMT output, along with other biases (Callison-
Burch et al., 2006), and the overall results there-
fore need to be interpreted by considering both
metrics in conjunction. Thus, overall NMT per-
formed markedly better, with gains above 4 BLEU
points and 5 TER points on the MULTIREF metric.
These constitute significant improvements, indi-
cating that NMT responds better to the challenging
properties of Basque than alternative approaches.

For Basque to Spanish translation, the compara-
tive results were similar in terms of systems rank-
ing and in terms of larger differences when con-
sidering human translations, used as source for
this translation direction. As is usually the case,
scores were higher when translating into the lan-
guage with relatively simpler morphology.

Removing noise from the training corpus,
via filtering outliers in terms of length differ-
ences, had a significant impact on ES-EU, where
the MERGED.LGF model outperformed the non-
filtered model by close to 3 BLEU points and 2 TER
points on the MULTIREF test set. This confirms
the importance of a careful preparation of training
data for NMT models. For EU-ES, the filtered cor-

pus gave statistically significant improvements as
well, although by a lower margin.

Manual examination of the translations pro-
duced by the NMT system indicated that lost-in-
NMT-translation phenomena, where the system ig-
nores a significant portion of the input sentence in
favour of a fluent but incomplete translation, were
notable. The MERGED.LGF.OPT version of the sys-
tem, where output generation is controlled via the
previously described normalisation settings, im-
proved on these grounds, both in terms of met-
rics and after manual examination of a subset of
translations where coverage of the source content
seemed to improve.

Another interesting aspect in these results is the
impact of multiple references on the interpretation
of the results. In most cases, taking into account
only the initial test set based on alignments, all
validated by human experts as proper translations,
would have led to different conclusions than those
reached when considering both the additional hu-
man translations and multiple references. One
could have concluded, for instance, that the gains
obtained for ES-EU with NMT over SMT were mi-
nor, when the differences were much larger overall
when considering all references. The need for mul-
tiple references in general, and for this language
pair in particular, is made even clearer from the re-
sults of these experiments.

Finally, Table 9 shows the results from the com-
parative human evaluation. Overall, users showed
a marked preference for the translations produced
by the NMT system, selecting RBMT translations in
only 15.14% of the cases. Inter-annotator agree-
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SYSTEM ALNTEST HTTEST MULTIREF
BLEU TER BLEU TER BLEU TER
RBMT 9.087 79.90 14.01f 66.08 17.17f 66.37
SMT 23.631 65.24 17.40f 61.66 30.43 56.50
NMT 2046 6452 23.63 55.39  31.27 53.54
NMT.LGF 22.097f 6336 23.10f 55.10 34.17f 51.73
NMT.LGF.OPT 22.33f 63.48 23.697 5447 34.65t 51.42

Table 7: Final system evaluation results for ES-EU

ALNTEST HTTEST

SYSTEM

BLEU TER  BLEU  TER

RBMT 16.761  69.28 25.06f 58.07
SMT 28.09 60.20 32461 52.79
NMT 27.68 55.37 39.21 42.58
NMT.LGF 27.99 5509 39.73f 42.00
NMT.LGF.OPT  29.021 54.36 40.567 41.26

Table 8: Final system evaluation results for EU-ES

SKIPPED
1.82%

NMT>RBMT
67.64%

NMT=RBMT
15.39%

RBMT>NMT
15.14%

Table 9: Human evaluation results for ES-EU

ment measures showed fair agreement, with 0.306
and 0.309 for the Krippendorf’s Alpha and Fleiss’
Kappa metrics, respectively. Although admittedly
based on a small sample, these results confirmed
the impressions from users of the NMT system,
who characterised it as a significant step forward
in machine translation of Basque.

6 Conclusions

We presented the first results in neural machine
translation for Basque, a synthetic language with
an extended case system, complex verbal morphol-
ogy and relatively free word order. The character-
istics of the language made it an interesting test
case for NMT and we showed that significant gains
could be obtained with a neural network approach,
when compared to both rule-based and statistical
machine translation systems.

Several variants were prepared in terms of both
corpora and models, to determine the optimal
configurations for generic machine translation in
Basque-Spanish. The impact of noisy datasets
when training NMT systems was confirmed in our
experiments, and we showed the improvements
achievable with a simple filtering of length differ-
ence outliers.

Also coming from our results were the gains re-
sulting from fine-grained morphological analysis
on the source side, although byte pair encoding
was shown to be a robust method overall for this
language pair. The presented results were com-

puted on different complementary test set, provid-
ing a strong confirmation of the importance of mul-
tiple references in general, and for the evaluation
of Basque translation in particular.

Neural machine translation has been success-
fully applied to a large range of languages and sce-
narios, with recent work centred on languages with
rich morphology. This work contributes to this line
of research, demonstrating the significant improve-
ments obtained with NMT on a language which fea-
tures a wide range of properties that represent a
challenge for past and current approaches to ma-
chine translation.
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Abstract

We address the issues arising when a neu-
ral machine translation engine trained on
generic data receives requests from a new
domain that contains many specific tech-
nical terms. Given training data of the
new domain, we consider two alterna-
tive methods to adapt the generic system:
corpus-based and instance-based adapta-
tion. While the first approach is compu-
tationally more intensive in generating a
domain-customized network, the latter op-
erates more efficiently at translation time
and can handle on-the-fly adaptation to
multiple domains. Besides evaluating the
generic and the adapted networks with
conventional translation quality metrics, in
this paper we focus on their ability to prop-
erly handle domain-specific terms. We
show that instance-based adaptation, by
fine-tuning the model on-the-fly, is capable
to significantly boost the accuracy of trans-
lated terms, producing translations of qual-
ity comparable to the expensive corpus-
based method.

1 Introduction

When deployed in production lines, machine trans-
lation (MT) systems need to serve requests from
various domains (e.g. legal, medical, finance,
sports, etc.) with a variety of structural and lexi-
cal differences. Considering that technical transla-
tion (e.g. user guides, medical reports, etc.) rep-
resents the largest share in the translation indus-
try (Kingscott, 2002) and that a significant part
(© 2018 The authors. This article is licensed under a Creative

Commons 3.0 licence, no derivative works, attribution, CC-
BY-ND.

of it deals with domain-specific terms, it is im-
portant that machine translation delivers not only
generic quality but also accurate translations of
terms. The possibility of bearing different mean-
ings in different contexts increases the difficulty
of translating terms, making it an interesting and
challenging topic in MT. Table 1 shows two ex-
amples in which Google Translate' (GT) and Bing
translator’ (BT) wrongly translate domain termi-
nology. In the first example, the English word ap-
ple is wrongly recognized and translated as a term
of the computer domain (apple) while it actually
refers to the fruit type (mele). In the second ex-
ample, on the contrary, Bing fails to recognize the
multi-word term broken Windows by producing in-
stead a literal translation that departs from the orig-
inal sense. These examples show that existing MT
systems still have difficulties in handling domain-
specific terms, which calls for solutions to improve
this aspect of MT.

Ideal solutions for this real-world multi-domain
translation scenario should be scalable enough to
enable the industrial deployment at a reasonable
cost, while guaranteeing a high level of flexibility
in delivering good-quality translations for all (or
most of) the domains. This is of higher impor-
tance for the neural approach, where building the
systems usually requires expensive GPU machines
trained for several days to weeks on large amounts
of parallel data.

In this paper we analyze the ability of instance-
based adaptation strategy in handling domain ter-
minology (technical terms) and compare its per-
formance with a non-adaptive generic neural MT
(NMT) system trained on a large pool of parallel
data, and a corpus-based adaptive NMT system as

'nttps://translate.google.com
https://www.bing.com/translator

Pérez-Ortiz, Sdnchez-Martinez, Espla-Gomis, Popovié, Rico, Martins, Van den Bogaert, Forcada (eds.)
Proceedings of the 21st Annual Conference of the FEuropean Association for Machine Translation, p. 149-158
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Src. | Composition and nutritive value of apple products.

GT | Composizione e valore nutritivo dei prodotti apple.

Ref. | Composizione e valore nutritivo dei prodotti a base di mele.

Src. | It also contains system recovery tools you can use to repair broken Windows.

BT | Esso contiene anche gli strumenti di ripristino del sistema possibile utilizzare per riparare le finestre rotte.
Ref. | Esso contiene anche gli strumenti di ripristino del sistema che possibile utilizzare per riparare Windows non

funzionante.

Table 1: Examples of incorrectly translating technical terms from English into Italian by online translation engines. Translation
queries submitted on 29/03/2018. GT and BT refer to Google Translate and Bing translator, respectively.

a strong (and expensive) term of comparison.

Our results show that, in contrast to the generic
and corpus-based adaptive solutions which com-
promise either the translation quality or the ar-
chitectural cost, recently proposed instance-based
adaptation methods (Farajian et al., 2017b) pro-
vide a flexible solution at reasonable costs. This
adaptive system is based on a retrieval mechanism
that, given a test sentence to be translated, extracts
from the pool of parallel data the top (source, tar-
get) pairs in terms of similarity between the source
and the test sentence. Using this small set of re-
trieved pairs, it then fine-tunes the model, and ap-
plies it to translate the input sentence. As shown in
(Farajian et al., 2017b), by applying local adapta-
tion to few training instances, not only the system
is able to improve the performance of the generic
NMT but, in some domains, it can also outper-
form strong specialized corpus-based NMT sys-
tems trained for several epochs on the correspond-
ing domain-specific data.

In this paper, we further explore the effective-
ness of the instance-based adaptation method re-
porting, in addition to global corpus-level BLEU
scores, empirical results on how they perform in
translating domain terminology. To this aim, we
divide the terms into two categories of single- and
multi-word phrases, and study the systems’ be-
haviour in each class separately. Unsurprisingly,
in both cases corpus-based adaptation improves
the performance of the generic model by a large
margin. Such improvements, however, come at
the cost of computationally intensive adaptation on
all the in-domain data. In contrast, instance-based
adaptation achieves comparable results with a less
demanding strategy based on adapting the model
to few training instances retrieved from the pool
of data on the fly. This empirical proof, focused
on the proper treatment of domain terms in NMT
adaptation, is the main contribution of this paper.

2 Related works

When exposed to new domains (Koehn and
Knowles, 2017) or applied in multi-domain sce-
narios (Farajian et al., 2017a), machine transla-
tion systems in general and neural MT in partic-
ular, experience performance degradations due to
the distance between the target domain and the
domain(s) on which they were trained. Previous
studies on multi-domain MT provide solutions for
this issue, making it possible to cover more than
one domain while reducing performance degrada-
tions in the target domains (Luong and Manning,
2015; Chen et al., 2016; Zhang et al., 2016; Fre-
itag and Al-Onaizan, 2016; Chu et al., 2017; Fara-
jian et al., 2017b; Kobus et al., 2017). These so-
lutions can be categorized into static and adap-
tive approaches. To train one single model using
heterogeneous data from many domains, static ap-
proaches assume to have simultaneous access to
all the training data and their corresponding do-
main/topic information. This information, which
is either manually assigned or automatically in-
ferred from the data, is passed as additional sig-
nal to the MT system, helping it to produce higher
quality translations for the desired target domain.
Existing solutions in the field of NMT propose to
incorporate this topic/domain information only on
the source side (i.e. to support the encoder) (Kobus
et al., 2017), only on the target side (i.e. to support
the decoder) (Chen et al., 2016), or on both sides
(Zhang et al., 2016). Although consistent and sig-
nificant improvements have been reported by this
approach, its application to new domains is not
trivial, mostly due to the fact that it requires per-
forming expensive NMT and topic model adapta-
tions using the original multi-domain data and the
training set for the new domain.

Adaptive approaches, on the other hand, pro-
pose to fine tune an existing MT system, trained
either on another domain or pool of parallel data,
to the new domain or task. While Luong and
Manning (2015) report significant improvements
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by this approach on the new target domain, Freitag
and Al-Onaizan (2016) observe a significant drop
in system’s performance on the original domain,
which is due to the severe overfitting of the model
to the new domain. To solve this issue, they pro-
pose a slightly different approach, which performs
ensemble decoding using both the adapted and the
generic model. The mixed fine tuning method pro-
posed by Chu et al. (2017) is another approach for
keeping under control the performance degrada-
tion on the original out-domain data while adapt-
ing the model to the new domain. Given the out-
domain and in-domain training sets and a model
pre-trained only on the out-domain data, this ap-
proach continues the training on a parallel corpus
that is a mix of the two training corpora, in which
the smaller in-domain corpus is oversampled to
have the same size as the larger out-domain corpus.
The specialized models obtained by these adapta-
tion techniques are empirically shown to be effec-
tive, improving the translation quality of a generic
NMT system on the target domains. However, the
practical adoption of this approach results in devel-
oping and maintaining multiple specialized NMT
engines (one model per domain), which increases
the infrastructure’s costs and limits its scalability
in real-world application scenarios.

To combine the advantages of the two worlds,
(i.e. to get close to the high quality of corpus-
based adaptation still keeping the scalability of
one single model), Farajian et al. (2017b) in-
troduce an instance-based adaptation method for
NMT inspired by Hildebrand et al. (2005). In-
stead of adapting the original generic model to
the whole in-domain training corpus, the instance-
based method retrieves from the pool of parallel
data a small set of sentence pairs in which the
source side is similar to the test sentence. Then,
it fine-tunes the generic model on-the-fly by us-
ing the set of retrieved samples. This makes the
instance-based adaptive approach a reasonable so-
lution for real-world production lines, in which the
MT system needs to cover a wide range of appli-
cation domains while keeping under control the ar-
chitecture’s cost.

In addition to the architectural costs of NMT
deployment in multi-domain application scenar-
ios, there is another important factor that has to
be considered, that is their ability in translating
domain-specific words and phrases (i.e. terms).
Based on their nature, these expressions can be fre-
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quently observed in their corresponding domains,
being at the same time infrequent or even out of
vocabulary (OOV) in the other domains. Never-
theless, data-driven MT systems need to be trained
on large amounts of training data, which is gen-
erally collected from different sources. This fur-
ther reduces the relative frequency of these words,
making them less probable to be translated cor-
rectly by the system. This makes it even more
challenging for NMT approach where rare and
OOV words are either segmented into their cor-
responding sub-word units (Sennrich et al., 2016)
or mapped to a special “unk” token (Luong and
Manning, 2015). However, in the relatively re-
cent history of NMT, there are few works that an-
alyze its behavior focusing on domain terminol-
ogy. Chatterjee et al. (2017) achieve significant
improvements with a guide mechanism that helps
the NMT decoder to prioritize and adequately han-
dle translation options obtained from terminology
lists. Arcan and Buitelaar (2017) empirically show
that offline adaptation of a generic NMT system to
the new domain improves its performance in trans-
lating domain-specific terms. However, they dis-
cuss only corpus-based adaptation techniques that,
compared to instance-based methods, are less suit-
able for real-world application. Moreover, they
mostly work in a setting in which domain termi-
nology has to be translated in isolation without any
context, while in our working scenario we work
with full sentences.

3 Neural machine translation adaptation

In this section we first briefly review the state-
of-the-art sequence-to-sequence neural machine
translation and then describe the two corpus-based
and instance-based adaptation approaches.

3.1 Neural machine translation

We build our adaptive systems on top of the state-
of-the-art attention-based encoder-decoder neural
MT (Bahdanau et al., 2015) in which given the
source sentence x = xi, ..., £/, the translation is
modeled as a two-step process. The source sen-
tence x is first encoded into a sequence of hid-
den states by means of a recurrent neural network
(RNN). Then, another RNN decodes the source
hidden sequence into the target string. In partic-
ular, at each time step the decoder predicts the
next target word from the previously generated
target word, the last hidden state of the decoder,



and a weighted combination of the encoder hidden
states, where the weights are dynamically com-
puted through a feed-forward network, called at-
tention model.

Training of the presented NMT architecture is
generally carried out via maximum-likelihood es-
timation, in which the model parameters such as
word embedding matrices, hidden layer units in
both the encoder and decoder, and the attention
model weights are optimized over a large collec-
tion of parallel sentences. In particular, starting
from a random initialisation of the parameters, op-
timization is performed via stochastic gradient de-
scent (Goodfellow et al., 2016), in which at each
iteration a randomly selected batch (3 is extracted
from the data and each parameter # is moved one
step in the opposite direction of the mean gradient
of the log-likelihood (L), evaluated on the entries
of 3:

1 OL(z,y)
AO = —n— (1)
A A

where 7 is a hyperparameter moderating the size of
the step Af and is usually referred to as the learn-
ing rate. It can either be fixed for all parameters
and all iterations, or vary along one or both dimen-
sions (Goodfellow et al., 2016). During training,
the optimization is performed by going through
several so-called epochs, i.e. the number of times
the whole training data is processed.

3.2 Corpus-based adaptation in neural MT

Given an existing NMT model, trained either on
another domain or on a generic pool of parallel
data, corpus-based adaptation methods fine-tune
the model parameters by applying the same train-
ing procedure described in Section 3.1. Depending
on the application scenario, the optimization is per-
formed by iterating over a combination of both the
current and new data (Chu et al., 2017) or only the
training data of the new domain (Luong and Man-
ning, 2015). The former is usually used when the
goal is to adapt the model to the new domain while
avoiding performance degradation in the domain
on which the model was initially trained. Other-
wise, only the training data of the new domain is
used. In this paper, we opt for the latter solution
because we are interested only in the performance
of the system in the new domain.

These solutions, however, require a few hours to
fine-tune the system to the target domains, which
is scarcely compatible with application scenarios
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in which users need to instantly start interacting
with the MT system. In spite of this (and the inher-
ent cost and scalability-related issues), the compet-
itiveness of this solution motivates its adoption as
a strong term of comparison in this paper.

3.3 Instance-based adaptation in neural MT

Instance-based adaptation (Farajian et al., 2017b)
is an extension of the aforementioned adaptation
method, in which, instead of adapting the model
to all the available in-domain training data, only
few instances (i.e. sentence pairs) are used to tune
the model. In particular, given an already exist-
ing NMT model, the pool of in-domain parallel
data, and a sentence to be translated, it performs
the following three steps: 1) retrieve from the pool
a set of (source, target) pairs in which the source is
similar to the test sentence; 2) locally adapt the pa-
rameters of the model using the retrieved sentence
pairs; 3) translate the given test sentence by ap-
plying the resulting locally-tuned model. The dia-
gram of the approach is shown in Figure 1. In order
to leverage more effectively the information of the
retrieved training samples, Farajian et al. (2017b)
propose to set the hyperparameters of the training
process (i.e. learning rate and number of epochs)
proportional to the similarity of the retrieved set to
the test. This results in fine tuning the model with
larger learning rates and for more epochs when the
retrieved sentence pairs are highly similar to the
test and vice versa.

Output

B Adapted
Translate < NMT Model
A
SEE——
- J
A A
Y
Generic
Parallel Data NMT Model

Figure 1: Instance-based NMT adaptation.

4 Experimental setup

4.1 Data

The experiments of this paper are carried out in
the English-Italian translation direction. The train-



[ | Segments | Tokens [ Types ]

[ Generic [ 20.8M [ 373.5M [ 1.7M ]
Gnome 76.5K 685.2K | 36.0K
KDE4 179.5K 2.1M 75.3K

Table 2: Statistics of the Italian side of the training corpora.
Generic data is used for training the generic NMT system,
while the domain-specific data (i.e. Gnome and KDE4) are
used only in the adaptation step.

ing set consists of a large collection of propri-
etary data collected from several industrial trans-
lation projects in different domains (i.e. medical,
software documentations, user guides, etc.). The
statistics of the training corpus are presented in Ta-
ble 2 (first row).

To evaluate the performance of the systems in
translating domain-specific terms we need test sets
in which the terms are annotated. Moreover, both
adaptive systems need in-domain training data in
order to fine tune the generic model to the given
domain. This further increases the difficulty of
finding the evaluation data. The BitterCorpus®
(Ar€an et al., 2014) is a collection of parallel
English-Italian documents in the information tech-
nology (IT) domain (extracted from Gnome and
KDEA4 projects) in which technical terms are man-
ually marked and aligned. However, this corpus is
not ready to be used in our task as-is, since: i) it
contains only the annotated test data without any
in-domain training set, and ii) test data are aligned
at document level, while in our experiments we
need sentence-level aligned corpora.

In order to compile an evaluation package that
addresses our needs, we used the publicly available
Gnome and KDE4 corpora* which are sentence-
level aligned, divided them into training and test
sets, and then automatically annotated the termi-
nologies in the test by means of the term list ex-
tracted from the BitterCorpus®. The statistics of
the Italian side of the training and test corpora
are reported in Table 2 and 3. Some examples of
the English terms and their corresponding Italian
translations are presented in Table 4. As we see,
there are several cases where, in addition to the
specific translations used in IT domain (marked
with *), the English term can have other transla-
tions that are valid in other domains. For example,
depending on the domain, the English word but-

Shttps://hlt-mt.fbk.eu/technologies/
bittercorpus
*nttp://opus.lingfil.uu.se/
Shttps://gitlab.com/farajian/TermTraGS

153

Avg. Terms

Seg. | Len. | single | multi
all

word | word
Gnome | 2000 | 20.5 | 2,660 183 | 2,843
KDE4 | 2000 | 25.7 | 3,767 | 256 | 4,023

Table 3: Statistics of the Italian side of the test corpora.

[ English [ Italian ]
list lista", elenco”
path path”, percorso , indirizzo™
button pulsante”, bottone
toolbar barra degli strumenti
wrapping a capo automatico , avvolgere
title bar barra del titolo
wildcards caratteri jolly
tree view vista ad albero
konversation konversation
mouse pointer puntatore del mouse
destination folder cartella di destinazione
regular expression | espressione regolare
right mouse button | tasto destro del mouse

Table 4: Examples of term pairs in our test corpora. Words
marked with * represent in-domain translations of the term.

ton can refer to the object used to fasten something
(i.e. in Italian referred to as bottone), or the elec-
trical/electronic equipment that is pressed to turn
on or off a device (i.e. translated as pulsante in
Italian). This ambiguity is usually observed in the
case of single-word terms, while multi-words often
disambiguate each other.

4.2 NMT systems

We conducted the experiments with our in-
house developed and maintained branch of the
OpenNMT-py toolkit (Klein et al., 2017), which is
an implementation of the attention-based encoder-
decoder architecture (Bahdanau et al., 2015).
Our code is integrated with the open source
ModernMT project®, and is highly optimized and
already deployed fo