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ABSTRACT 

In the last years, the volume of information is growing faster than ever before, moving from small to 
huge, structured to unstructured datasets like text, image, audio and video. The purpose of processing 
the data is aimed to extract relevant information on trends, challenges and opportunities; all these 
studies with large volumes of data. The increase in the power of parallel computing enabled the use 
of Machine Learning (ML) techniques to take advantage of the processing capabilities offered by 
new architectures on large volumes of data. For this reason, it is necessary to fmd mechanisms that 
allow classify and organize them to facilitate to the users the extraction of the required information. 
The processing of these data requires the use of classification techniques that will be reviewed. This 
work analyzes different studies carried out on the use of ML for processing large volumes of data 
(Big Multimedia Data) and proposes a classification, using as criteria, the hardware infrastructures 
used in works of machine learning parallel approaches applied to large volumes of data. 
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1. INTRODUCTION 

Machine Learning tries to imitate human being intelligence using machines. Machine learning 
algorithms use data of any kind to train the model. Depending on the problem, the data may be of 
the order of gigas. For this reason an optimized storage system for large volumes of data (Big Data) 
is indispensable. 

In recent years there has been an accelerated growth in the volume of information available 
on the network. Likewise, several alternatives have appeared for processing these large volumes of 
data (Big Data) and their storage. These alternatives are related to both: structured (numerical and 
alphanumerical data) and unstructured (text, images and videos) data. In the first case, some sort 
of Database System is needed, and in the second a sophisticated File System has to be used. As an 
example of the first case we can mention Apache HBase1

, and in the second Hadoop Distributed 
File System (HDFS)2. The complexity of the data demands the creation of new architectures that 
optimize the computation time and the necessary resources to extract valuable knowledge from the 
data (Singh & Kaur, 20 16). 

The accelerated growth of information of various types available on the network, has generated 
the need to extract information and process it in an efficient way. Traditional techniques are oriented 
to process information in clusters. With the evolution of the graphic processor unit (GPU) it appeared 
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alternatives to take full advantage of the multiprocessing capacity of this type of architectures. The 
most common programming frameworks area NVidia and OpenCL (Demidov, Ahnert, Rupp, & 
Gottschiling, 2013). In 2008, Khronos Group introduced the OpenCL (Open Computing Language) 
standard, which was a model for parallel programming. Subsequently appeared its main competitor, 
NVidia CUDA (Computer Unified Device Architecture). CUDA devices increase the performance 
of a system due to the high degree of parallelism they are able to manage (Kirk & Hwu, 2010). 

This document reviews platforms, languages, and many other features of the most popular 
machine learning frameworks and offers a classification for someone who wants to begin in this field. 
In addition, an exhaustive review of works using machine learning techniques to deal with Big Data 
is done, including its most relevant features. 

The remainder of this document is organized as follows . Section 2 introduces the Big Data concept 
summarizing its characteristics; Section 3 describes the techniques of machine learning and the most 
popular platforms. Next, an overview about Big Multimedia Data Processing is presented. Section 4 
presents a summary table with several classification criteria. Finally, in section 5 some conclusions 
and opportunities for future work are presented. 

2. BIG DATA 

Big Data is present in all areas and sectors worldwide. However, it's complexity exceeds the processing 
power of traditional tools, requiring high-performance computing platforms to exploit the full power of 
Big Data (Shim, 20 13). These requirements have undoubtedly become a real challenge. Many studies 
focus on the search of methodologies that allow lowering computational costs with an increase in the 
relevance of extracted information. The need to extract useful knowledge has required researchers 
to apply different machine learning techniques, to compare the results obtained and to analyze them 
according to the characteristics of the large data volumes (volume, velocity, veracity and variety, the 
4V's) (Mujeeb & Naidu, 2015). 

The techniques used by Machine Learning (ML) are focused on minimizing the effects of noise 
from digital images, videos, hyperspectral data, among others, extracting useful information in 
various areas of knowledge, such as civil engineering (Rashidi, 2016), medicine (Athinarayanan, 
2016), remote Sensing (Torralba, 2008). 

With the various repositories of images that have been generated over the last years, many 
computer vision algorithms try to solve problems related to finding matches for existing local image 
features in Big Data, grouping the characteristics and labeling them (Muja, 2009). 

Actually, there are several information repositories related to a wide range of areas, these datasets 
can be used to test the performance of some algorithms. For example: 

• Face database: CMU-MultiPIE 
This dataset contains around 750.000 images of people over the span of five months. This dataset 

contains more than 305 GB of data. 
• Classification with multiples classes, digit recognition: THE MNIST DATABASE 

This dataset contains data of handwritten digits, it has a training set of 60,000 examples, and a 
test set of 10000 examples. It can be found at http://yann.lecun.com/exdb/rnnist/ 
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3. MACHINE LEARNING FOR BIG MULTIMEDIA DATA 

This section reviews Machine Learning and Big Multimedia Data processing platforms concepts. 
The ftrst part presents a classification of the machine learning techniques to later summarize some 
platforms oriented to the implementation of the algorithms. 

3.1. Machine Learning 

The main goal of machine learning is to create systems that learn or extract knowledge from data 
and use that knowledge to predict future situations, states or trends (Landset, Khoshgoftaar, Richter, 
& Hasanin, 2015). 

Machine Learning algorithms can be grouped as follows: 

1. Supervised Learning 
o Classiftcation algorithms 

A system is able to learn from a set of sample data (labeled data), from which a set of 
classification rules called model is built. These rules are used to predict a class or 
category for new information (Nguyen & Armitage, 2008). In this case the model 
predicts the value of a categorical variable. 

In short, a classification algorithm trains a model that can predict a categorical value. 
o Regression algorithms 

The goal of this type of algorithms is to predict a numerical label using unlabeled 
observations. For the observations, it is necessary to known the numerical value of the 
label (Guller, 2015). 

In short, a regression algorithm trains a model than can predict a numerical value. 
2. Unsupervised Learning 

o Clustering algorithms 
It consists on the formation of groups (called clusters) of instances that share common 

characteristics without any prior knowledge (Nguyen & Armitage, 2008). 
o Recommendations algorithms 

It consists of predicting patterns of preferences and the use of those preferences to make 
recommendations to the users (Owen, Anil, Dunning, & Friedman, 2012). 

o Dimensionality Reduction Algorithms 
It consists on the reduction in the number of variables (attributes) of a dataset without 

affecting the predictive capacity of the model (Guller, 2015). 
Machine Learning techniques are currently used to extract relevant information from different 

types of data. Using these techniques provides, in many cases, better results in the process 
of sorting unstructured data (images, videos), especially if the information comes from 
multiple sources (Sarath, 2014). 

Scalability is an important aspect to consider in a learning method. Such capacity is deftned 
as the ability of a system to adapt to the increasing demands in terms of information 
processing. To support this process onto large volumes of data, the platforms incorporate 
different forms of scaling (Singh & Reddy, 2015): 

o Horizontal scaling, involves the distribution of the process over several nodes (computers). 
o Vertical scaling, involves adding more resources to a single node (computer). 

Vertical scaling was associated with graphics processing, but since GPU became a general
purpose processing units, vertical scaling could be applied to any kind of problem. 

3.1. 1. Machine Learning Ubraries 

In this section, we present the description of several libraries that implement some of the algorithms 
included in the previous classiftcation. The use of these libraries is proposed using as criteria the 
integration with new systems but not and end user tool criteria. 
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Apache Mahoutl provides implementations for many of the most popular machine learning 
algorithms. It contains implementation of clustering algorithms, classification, and many others. To 
enable clustering, it uses Apache Hadoop (Aridhi & Mephu, 2016). 

Some algorithms included in Apache Mahout are: 

• Classification: Na!ve Bayes, Hidden Markov Models, Logistic Regression, Random Forest. 
• Clustering: K-Means, Canopy, Fuzzy k-Means, Streaming KMeans, Spectral Oustering. 
• Recommendations: user based, Item-to-item, item-to-ALS (Alternating Least Squares) . 
• Dimensionality reduction: Singular Value Decomposition, Stochastic SVD. 

MLlib4 is part of the Apache Spark project that implements several machine learning algorithms. 
Among the groups of algorithms that it implements we can find classification, regression, clustering 
and dimensionality reduction algorithms (Meng, y otros, 2016). 

Some algorithms included in MLlib are: 

• Classification: logistic regression, na!ve Bayes, decision trees, random forest, linear SVMs, and 
others. 

• Clustering: K-Means, Gaussian mixtures (GMMs), Power Iteration Clustering (PlC), Latent 
Dirichlet Allocation (LOA), Bisecting k-means, Streaming k-means. 

• Regression: Generalized Linear Regression (GLR). 
• Recommendations: Alternating Least Squares (ALS). 
• Dimensionality reduction: Singular Value Decomposition (SVD), Principal Component Analysis 

(PCA). 

FlinkMV is the Flink machine learning library. Its goal is to provide scalable machine learning 
algorithms. It provides tools to help the design of machine learning systems (Aridhi & Mephu, 20 16). 

Some algorithms included in FlinkML are: 

• Classification: Multiple linear regression, optimization framework, SVM, and others. 
• Clustering: K-Nearest neighbors join. 
• Recommendations: Alternating Least Squares (ALS) 

Table 1 describes the libraries presented above. For each one, the supported programming 
language is detailed: 

As shown above, the most used languages are Java and Scala, which shows a tendency when 
implementing systems that integrate machine learning techniques. 

Table 2 describes each library and the support for scaling when working with large volumes of 
data: 

In the table, we can see that the scaling techniques are combined with others to obtain platforms 
with better performance. 

Table 1. Machine learning tool by language 

Tool Java Scala Python R 

Apache Mahout X X 

SpackMLLib X X X X 

FlinkML X X 
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Table 2. Machine learning tool scaling 

Tool H+V Multicore 

Apache Mahout X X 

SparkMLLib X X 

FlinkML X X 

3.2. Platforms for Big Multimedia Data processing 

GPU Cluster 

X 

X X 

X 

Big Multimedia Data is defmed as a large and complex collection of data (images, audio and video), 
which are difficult to process by a relational database system. The typical size of the data, in this 
type of problems, is of the order of tera or peta bytes and they are in constant growth (Jiang, Chen, 
Qiao, Weng, & Li, 2015). 

There are many platforms to work with Big Data, among the most popular we can mention 
Hadoop, Spark (two open source projects from the Apache Foundation) and MapReduce. 

MapReduce (Dean & Ghemawat, 2004) is a programming model oriented to the process of large 
volumes of data (Hashem, y otros, 2016). Problems addressed using MapReduce should be problems 
that can be separated into small tasks to be processed in parallel (Kiran & Ravi Prakash, 2013). Many 
different implementations of the original MapReduce framework are possible (Dean & Ghemawat, 
2004), for example this programming model is adopted by several specific implementations (platforms) 
like Apache Hadoop and Apache Spark. 

Apache Hadoop6 is an open source project sponsored by the Apache Software Fundation. It 
allows distributed processing of large volumes of data in a cluster (Jackson, Vijayakumar, Quadir, 
& Bharathi, 2015). It consists of three fundamental components (Holmes, 2015): HDFS (storage 
component), YARN (resource planning component) and MapReduce. 

Apache SparF is a cluster computing system based on the MapReduce concept. Spark supports 
interactive computing and its main objective is to provide high performance while maintaining 
resources and calculations in memory (Landset, Khoshgoftaar, Richter, & Hasanin, 2015). 

HlJB is an open source framework that provides libraries for parallel processing, information 
analysis and machine learning along with data processing and evaluation tools (Landset, Khoshgoftaar, 
Richter, & Hasanin, 2015). 

Apache Storm9 is an open source system for real time distributed computing. An application 
created with Storm is designed as a directed acyclic graph (DAG) topology. 

Apache Flink10 is an open source platform for batch and stream processing 
Table 3 compares the platform with the type of processing supported and the storage system used. 
As can be seen, all the platforms support all varieties of storage. However, in large implementations 

the local storage (or pseudo-cluster) is not an option to consider. 

Table 3. Platform scaling 

Tool 
Scaling Storage 

HV Multi core GPU Cluster IMu Local DFSU 

Apache Hadoop X X X X X 

Apache Spark X X X X X X X 

H20 X X x•l X X X X 

Apache Storm X X X X X X 

Apache Flink X X X X X X 
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4. MACHINE LEARNING FOR BIG MULTIMEDIA DATA REVIEW 

This section proposes a classification of research works that use Big Multimedia Data platforms 
to apply machine learning techniques based on three criteria: language (programming language 
supported), scaling (scalability) and storage (supported storage type). 

The combination of these three factors allows the proper selection of a platform to integrate 
machine learning techniques with Big Data. Scaling is related to the type of storage. In the case of 
using horizontal scaling, a distributed file system must be used. 

Table 4 shows the classification based on the above-mentioned criteria. 

Table 4. Language-Scaling-Stol'llge LSS Classification 

Article Language Scaling Storage 

Al-Jarrab et aL. 2015 V DFS,IM 

Aridhi & Mepbu, 2016 Scala, Java Cluster DFS, IM 

Armbrust et al., 2015 Scala. Java, Python Cluster cal, Of'S, L\i 

Benolucci et al., 2016 Java Cores. Cluster DFS,IM 

Borthakur, 2008 Java Ouster Local, DFS 

Castillo et al., 2010 Ouster 

Catanzaro et al., 2008 Ouster,GPU DFS,IM 

Crawford et al., 2015 Scala, Java, Python Loca,lM 

Nagina,2016 Java Ouster Local. DFS 

Fan & Bifet, 2013 Java Ouser, GPU DFS 

Gandomi & Haider, 2015 Venical 

Ghemawat et al .• 2003 Ouster DFS 

Hafez et al.. 2016 Scala, Java, Python Ouster DFS,IM 

Hashem et al .• 2016 Java V, Cluster, GPU DFS,IM 

He et al., 2014 V, Cluster DFS, IM 

Hodge et al., 2016 Scala, Java Ouster DFS 

Issa & Figueira, 2012 Java, Python H. C luster DFS,IM 

Jackson et al., 2015 Java, Python Cluster DFS 

Jain & Bhamagar. 2016 Java Cluster DFS 

Jiang et al., 2015 Java, Python Cluster, GPU DFS,IJ\i 

Kacfah Emani et al., 2015 Scala, Java Cluster DFS,lM 

Kiran & Ravi Prakasb. 2013 Java Cluster DFS,IM 

Kraska et al. , 2013 Scala Cluster DFS, IM 

Landset et al., 2015 Scala, Java DFS,lM 

Meng et al, 2016 Scala, Java Cluster DFS 

Modha & Spangler, 2003 Cluster DFS 

Naimur Rabman et al., 2016 Java Cluster DFS 

Namiot, 2015 Scala, Java Cluster DFS 

Norman et al., 2015 C luster DFS 

Pmkonen. 2016 Scala, Java, Python C luster DFS 

Ramircz-Gallcgo et al., 2015 Scala Core, Cluster DFS 

Saecker & Mark!, 2013 V, Cluster, GPU DFS 

Salloum et al .• 2016 Scala, Java Cluster, Paralell DFS 

Saraladevi et al .• 2015 Java Oust er DFS 

Seminario & Wilson. 2012 Java O uster cal,IM. DFS 

Singb & Reddy, 2015 Scala, Java cat. IM, DFS 

Singb & Kaur, 2016 Java H, V, Cluster DFS 

Walunj & Sadafale, 2013 Java Local, DFS 

Zaharia et al .• 2010 Scala, Java Cluster DFS 
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4.1. Language 

The supported programming language is an important aspect when selecting a platform. Taking into 
account that this work is oriented to platforms that are not end user (tools like Weka14

, RapidMiner1s, 
etc. are not considered), the following programming languages are considered: Java, Scala, Python, R 

The most common languages in this type of implementations are Java and Scala. However 
over time appeared layers of software that abstract access to certain technologies. With these news 
technologies is possible to use the platforms described in this document with different programming 
languages. 

4.2. Scaling 

Scaling focuses on the possibility of including more process nodes (horizontal scaling) or include 
parallel processing within the same node (vertical scaling) by using of graphics cards. This document 
consider horizontal , vertical, cluster and GPU scaling. 

As can be seen in, and in the above tables, all the platforms scale horizontal by using a DFS 
that in most cases corresponds to Hadoop. However, platforms that work with data in memory are 
becoming more popular (like Spark). 

4.3. Storage 

Depending on the amount of information and the strategy used to process the information, it is 
possible to decide the type of storage: local, DFS, in-memory. Each type involves the implementation 
of hardware infrastructure to be used. For example, in the case of a cluster implementation, it is 
necessary to have adequate equipment that will constitute the cluster nodes. 

For proof of concepts it is acceptable to use a pseudo-cluster that simulates a cluster environment 
on a single machine. 

5. CONCLUSION 

In this document, a brief description on the machine learning techniques was carried out, orienting 
them to the processing of large volumes of data. Then, some of the platforms that implement the 
algorithms described for the processing of multimedia data were analyzed. Most of the reviewed 
articles use techniques, languages and scaling described in this document. 

In general, we can conclude that all these techniques are scalable in one way or another. It 
is possible to start from a local architecture (or pseudo-cluster) for a proof of concept test and 
progressively scale to more complex archltectures like a duster, evidencing the need for distributed 
storage (DFS). The programming language should not be a factor when selecting a platform, since 
nowadays there are interfaces that allow the use of the mentioned platforms in a growing variety of 
languages. 

General purpose datasets are a good option for testing some aspects of each algorithm and 
platform, but the final decision depends on the type of data related with the problem. 

As future work, a comparison of efficiency and scaling of different platforms in multimedia data 
could be done, comparisons related with: medical images, facial and pattern recognition. 

Finally, streaming processing could be incorporated into the study, which is a fundamental part 
of some of the platforms described in this document. 
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