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1.0 Introduction

Waves provide an important process of energy tesiref the ocean-land interface. The transfer of
energy from deep-water to the nearshore is coattdly the offshore wave height, direction, and
period, as well as the underlying coastal bathyyn&tfave energy is a key driver of morphological

change along global coastlines and understandmgetimporal and spatial variability within a wave

climate is essential for informed coastal managern(@arran, 2008; Harvey and Woodroffe, 2008;

Hugo, 2008; Hemer et al., 2013). While sea levattfiations have received widespread global
attention as a driver of shoreline change, vaiigbih wave climate is expected to be the main
process influencing coastal morphodynamics on natdeto high-energy sandy coasts globally
(Coelho et al., 2009; Hemer et al., 2012; Mortlaecid Goodwin, 2015). Changes in both the height
and direction of future storm wave climates havéeptial to act as drivers in large-scale coastal

reorganisation.

A regional wave climate consists of both modal ¢bmls, and conditions specifically related to
storm events. While storms provide the energy tbilise sediment and initiate rapid coastal change,
the modal conditions are responsible for beachvergoand the redistribution of sediment onshore
(Ranasinghe et al., 2004; Short and Trembanis, )2@0dditionally, a regional storm wave climate
may be comprised of several sub-climates origigafiom a range of directions and synoptic weather
systems (Goodwin, 2005; Mortlock and Goodwin, 20I3ifferentiating between the sub-types of
storm wave climates provides a mechanism of chdagifstorms as based on their relative frequency
and intensity, and ultimately their potential to difg the coast. Although higher energy storms
generally tend to induce more substantial beaclsi@mp other parameters have the capacity to
influence the morphodynamic response of the reagigbastline including the storm duration, timing
between storm events, wave direction, wave peédnd,coastal orientation (Short et al., 2000; Cooper
et al., 2004). For example, higher incident wavergrocan increase shoreline erosion rates (Sanford
and Gao, 2017) and deep-water waves of a modenatesity but an anomalous direction can drive

substantial beach erosion (Harley et al., 2017 [Bal planform of a coast can also determine the
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response to storm impacts (Goodwin et al., 200@nTds et al., 2010. For example, headlands can
refract waves to alter the nearshore wave direcasnwell as change the total energy reaching the
nearshore and the proportion of cross vs alongstnarsport, and therefore the capacity of storms
from different directions to drive change (Harlayak, 2011; Thomas et al., 2011; Nichol et al1&0

Davidson et al., 2017). Storm impacts will therefbe determined by the characteristic wave climate

of each storm type (i.e. height, direction, duna@tj@nd the morphology of each individual coastline

In this study, the role of variability in the seaaband decadal wave climate is examined as ardrive
of shoreline change on the open Fraser coast dhesast Queensland, Australia. The study region
provides a proxy for open sandy, drift-dominatedasttines globally with similar counterparts
described in New Zealand (Kaspetubillaga et al., 2007; Bryan et al., 2008; Trilred &ennedy,
20101), Brazil (e.g. Santa Catarina coast: Siegte/Asp, 2007), and the U.S.A (Allen, 1981). While
a growing body of literature has focused on clgasif the wave climate of southeast Australia, most
work has focused on New South Wales (NSW) (Harlegl.e 2010; Shand et al., 2011; You, 2011;
Mortlock and Goodwin, 2015; Pender et al., 2015) #re Gold Coast (Allen and Callaghan, 1999;
Straus et al., 2007; Splinter et al., 2012). Intkeast Australia, three distinct modal wave cliraatee
recognised: (1) E-ESE (direction of 85-105°N, shedve periods of 8-9 secs); (2) ESE-SSE
(direction of 110-150°N, long periods of 11-12 ge@nd (3) SE-SSE (direction of 140-160°N,
moderate periods of 9-10 secs) (Shand et al., 2Btbttlock and Goodwin, 2015; Pender et al.,
2015). Storms waves are generated by: (1) eadterdgh lows, also known as ‘east coast lows’; (2)
extratropical cyclones; (3) southern secondary jgdjsinland troughs; and (5) continental lows,hwit
storm types 3-5 increasing in dominance furthetlsalong the Australian coast (Splinter et al.,201
Browning and Goodwin, 2013). Due to a lack of Idagn directional wave data, our understanding
and classification of these wave climates is oétpplied to other sectors of the southeast Queathslan
coast. A shortcoming of this is that for regionsdted north of Brisbane (-27.45°S, 153.03°E),
latitudinal differences result in a shift in reg&rsynoptic conditions that are not accounted Far.
example, the Queensland coast north of Brisbandafmentally differs from NSW as it is more

exposed to wave trains propagating from tropicalayes generated in the Coral Sea (Mortlock and
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Goodwin, 2015) with the potential to cause majaseges of coastal erosion (Splinter et al., 2012;

Nott et al., 2013).

A further underlying control on the variability imave climate and storm frequency is the El Nino
Southern Oscillation (ENSO). In southeast Queenslénhas been suggested that during ElI Nino
events, increased jetstream activity may help ¢tiggmore east coast lows, reduce the number of
tropical cyclones, and alter the mean wave diracfidlen and Callaghan, 1999; Short et al., 2000;
You and Lord, 2008). In northern NSW, El Nino yeé®suthern Oscillation Index (SO -7) have
been linked to periods of lower wave height andnanease in the southerly wave component (i.e. a
clockwise rotation in wave direction), while La MigSOI> 7) tends to result in higher waves with a
dominant easterly direction (i.e. an anticlockwaift in wave direction) (Ranasinghe et al., 2004).
The change in wave height and direction resultneghf ENSO variability in southeast Australia has
been linked to decadal scale beach rotation withrredting accretion (erosion) occurring at opposite
ends of beaches (Ranasinghe et al., 2004; ShortTeembanis, 2004). ENSO impacts on wave
climate variability have not yet been investigateatth of Brisbane where its impact on storm
frequency and wave height, particularly as assediatith ex-tropical storms, could be expected to be
equally if not more strongly, correlated. In teraidranslating the effects of wave climate varigpil

to the morphological response of the shoreline,tmpo®r work in Australia has been undertaken
where sediment transport occurs largely within amba&yed cell (Short et al., 2000; Short and
Trembanis, 2004; Daly et al., 2015; brd et al.,304s well as internationally (Ojeda and Guillén,
2008; Loureiro et al., 2009; Pinto et al., 2008%.many beaches in southeast Queensland are located
along open coastlines (e.g. Noosa, Sunshine Caast,the majority of beaches on Fraser and
Stradbroke Islands), it is logical that shoreliesponse to wave climate variability be determined
from an open coast analogue. The Interdecadali®&scillation (IPO) is a further long-term (15-30
and 50-70 years) climatic oscillation which intaesawith ENSO related climate variability (Grant and
Walsh, 2001; Salinger et al., 2001; Power et &06&2. Specifically, negative phases of the IPO
increase sea-surface temperatures off Queenslatcermance La Nina events, whereas positive

phases are associated with cooler water and redutedtropical storm activity.
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The present study aims to: (1) identify the wavwmate for southeast Queensland based on a 31 year
hindcast wave dataset; (2) delineate between diffestorm climates; (3) consider the role of ENSO
as a driver of variation in wave climate; and @@ritify rates and trends of decadal scale shoreline
change in response to temporal variability in wawgaditions. The identification of different storm
wave climates will enable a better understandingevants which most strongly impact upon the
shoreline and will provide a baseline for futuremparison. For instance, small changes in the
directional wave height will have implications ftive coastal sediment budget and consequentially
beach morphodynamics. An important consideratiothés change that may occur under projected
shifts in global climate, such as an increase enektra-tropical migration of tropical cyclones and

the frequency of storm events (Hughes, 2003; Haavely\Woodroffe, 2008; IPCC, 2013).

1.1 Regional setting

The open coast of southeast Queensland, Austigh@ave-dominated and microtidal with a spring
tidal range of 1.35-1.86 m (Haurris et al., 2004)eTcoastal climate is classified as humid subtedpic
consisting of warm, humidummers and mild winters (Peel et al., 2007). Tlesgnt-day storm wave
climate is influenced by the occurrence of tropicationes during November-April, most of which
develop in the Coral Sea and track southward. @mnage, about three cyclones per year are observed
in the Coral Sea with wave fields impacting thetBeast Queensland coast (Allan and Callaghan,
1999), although the number of cyclones which abtuabke landfall is typically <1 per year (Flay
and Nott, 2007). East coast lows are a furthemstiype influencing the coastline and result from
trough intensification over eastern Australia. Timeraction of east coast lows with developing high
pressure systems to the south can increase thetgeamed duration of coastal storms (Short and

Trenaman, 1992; Callaghan and Power, 2014).

While the wave data in this study are represergativsoutheast Queensland as a whole, a specific
compartment of the coast was used to map decaalel sicoreline change in close proximity to where

the wave data was extracted from (Figure 1). Tloeedime study area consists of a 15 km stretch of
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sandy beach along the Inskip Peninsula (Figure The study coastline is unmodified and
representative of the open drift-aligned south@astensland coast. It is bounded by the Great Sandy
Strait to the north, a significant tidal channeliebhseparates mainland Queensland from Fraser
Island, and the Double Island Point headland tostheh. Tides are semidiurnal with a mean spring
tidal range of 1.40 m (at Rainbow Beach) and a HAR.28 m (Queensland Government, 2017a).
The east Australian longshore drift system caraigsroximately 500,000 frof sand per year from
the Gold Coast north towards Fraser Island wheee sihbaqueous Breaksea Spit represents the
northern terminus (Boyd et al., 2008). The net &uge drift direction is to the north with sediment
being supplied from NSW coastal catchments (RoyG@radvford, 1977; Roy and Thom, 1981). Ebb-
tidal flows through the Great Sandy Strait also adwand transport sediment seaward from the
adjacent Hervey Bay where it is then moved offstamd northward to Fraser Island (Boyd et al.,
2008). The East Australian Current flows south frtthe Coral Sea along the edge of the continental
shelf, until it reaches central NSW (Cresswell bt 4983; Church, 1987). The East Australian
Current is located 10 km offshore near Fraser ¢klem the north and approximately 20-30 km

offshore of the Inskip Peninsular (Boyd et al., 200

2.0 Material and methods

2.1 Wave data

A 31 year (1979-2009) hindcast wave record wasiodthfrom the third-generation wave model
NOAA WAVEWATCH Il (WWIII) (CFSR Reanalysis Hindc#s) (Tolman, 2009; Chawla et al.,
2012). WWIII is widely accepted as a reliable seuof hindcast data across a variety of settings
(Browne et al., 2007; Strauss et al., 2007; Cor2&08; Sofian and Wijanarto, 2010; Arinaga and
Cheung, 2012) and in Australia, shows good agreemih satellite altimetry, visual observations
and wave-rider buoy data (Hemer and Church, 20Qighds and Heap, 2010). WWIII uses high
resolution (1/2°) global winds at 10 m height frehe NCEP Climate Forecast System Reanalysis
(CFSR) along with a coupled reanalysis of the aphesc, oceanic, sea-ice, and land data (Chawla et

al., 2012). Hindcast data from WWIII includes ash@rrection based on collocated altimeter data
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which reduces error for high-wind speeds (Chawilal.e2012). Hindcast wave data was taken from -
25.90 °S, 153.73 °E (in >25 m water depth) usirggAlstralia four arc minute grid at a resolution of
1/15° x 1/15° (Figure 1). The grid point was satécto be as close as possible to the study sherelin
while allowing waves to maintain the most directdamninhibited passage onshore. Data was
extracted from grib format and analysed in MatLaBOE5b software to output the mean daily
significant wave height (Hs), primary peak specwale period (Tp), and average direction at the
peak period (Dp) which was then presented as aralbiene series. From this dataset overall mean

daily and mean monthly descriptive statistics waeee calculated.

2.2 Delineation of storm and modal conditions

Within the wave dataset, individual storm eventsenextracted for further analysis. Storm events
were separated from modal wave conditions usingdified Peaks-Over-Threshold (POT) method
(after Mortlock and Goodwin, 2015). POT analysimsito identify storm events in a continuous
wave record that exceed a certain Hs thresholdmaiatained for a minimum duration, and that are

separated by a minimum recurrence interval.

The critical Hs storm threshold was selected aB 2@ This value represents the daily 10 %
exceedance wave height (Jsas calculated from Hs exceedance probabilityyaigbf the 31-year
dataset. Hg has been recommended as an appropriate threshalatégorise storms for southeast
Australia by Mortlock and Goodwin (2015). Othertical storm thresholds considered were 3 m and
the 95th percentile wave heights. The 3 m and pBthentile scenarios, however, proved to greatly
reduce the number of individual storm events. Thedsalised Pareto Distribution (GDP) was used to
further verify the statistical robustness of thkested threshold level based on the goodness-affit
per Coles et al. (2001) and Mazas and Hamm (20dd plassify storm events within the wave data
record, a minimum storm duration of 3 days was ehdsased on other southeast Australian wave
climate and synoptic analyses (Hemer, 2010; Shaat,&011, Mortlock and Goodwin, 2015) and a

minimum recurrence interval of 24 hours.
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2.3 Classification of storm wave climates

After identifying each individual storm event withihe time series (as per Table 1), the mean Hs, Tp
and Dp were normalised following the methods of Gamat al. (2011). Data normalisation was
undertaken to ensure equal weighting was givenaitth ggarameter by providing a range for all
parameters between O - 1. Prior to clusteringpfitenal number of clusters was first identifiedngsi

a Silhouette analysis (Rousseeuw, 1987) and gaistista (Tibshirani et al. 2001) run on MatLab
R2015b software. The Calinski-Harabasz criteriarstgring evaluation was run in MatLab R2015b
for 2 - 8 clusters. All methods indicated that telosters was the optimum grouping for the dataset.
Using the normalised Hs, Tp, and Dp values , stewents were classified into groups using a K-
means clustering method undertaken using IBM SP&#sfics 23 software. K-means was selected
based on its use in prior wave classification ssidvhich also consider storm origin and synoptic
typology (e.g. Goodwin and Mortlock, 2015). The Keams cluster was run using the identified
optimum number of groupings to output cluster aentior each group and to identify how many

storm events were classified within each group.

As K-means clustering indicated that the wave dimac was the strongest driver of cluster
delineation. The distribution of wave directionsoeing for the whole storm dataset were plotted as
a probability density function (PDF) and this tdwwed a bimodal distribution (both as normalised
data and as ° from N for each storm event). Circstatistics were run through CircStat (Berens,
2009) to confirm that the storm wave climate groggiwere statistically different. Gaussian Mixture
Models (GMM) were also run in MatLab R2015b to deti@e cluster centres for the parameters Hs,
Tp, and Dp. The GMM produced similar cluster centie K-means. Descriptive statistics of Hs, Tp,
and Dp for each grouping were then calculated amdarted to de-normalised data form. The mean
duration and seasonality of storm occurrence was #xtracted from the storm record using the
groupings output from GMM, CircStat, and K-meansnhnetric multidimensional scaling (nMDS)
and hierarchal cluster analysis were also perforf@arke and Warwick, 1994) as a final comparison

to the groups classified using K-means and GMM ¢sgplementary material).
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2.4 SOl comparison

A 56-year record (1957-2012) of the mean monthlyl Stas downloaded from Bureau of
Meteorology (BoM) (2017) for comparison to wavegraeters. The mean annual SOl was compared
to the mean annual Hs, Dp, Tp, days with a meady s >Hs, (days >Hsy), and storm frequency
and duration using a Pearson correlation anall#&an annual data were used to account for intra
annual variability and to correspond with the arirsgale interval of aerial imagery. To determine th
specific impacts of El Nino and La Nina events amiability in the wave climate, the mean monthly
SOl index for periods of El Nino (SOI index-7) and La Nina (SOt 7) were extracted from 1979-
2009. A six-month minimum threshold was appliedisTWwas used as it has been shown that in
southeast Australia, El Nino and La Nina eventstrhassustained for several months to be reflected
in the wave climate with a phase lag occurring tetbese impacts become apparent (Ranasinghe et
al., 2004). The shifts in wave height and directauring the periods of sustained El Nino and La

Nina were plotted as PDFs with descriptive statistialculated.

To analyse the lag time for changes between the &@Imean monthly sea surface temperature
(SST), a cross correlation analysis was performddatLab R2015b. Mean monthly SOI values from
BoM were compared to the mean monthly SST (1952pP@btained from the NOAA Extended
Reconstructed SST (ERSST) v.4 dataset. SST damextnacted from -26 °S, 153.73 °E, the closest
available location to the WWIII wave hindcast gpadint (+0.01 °S). The lag time for changes in Hs
relative to SST (1979-2012) were analysed usingntrenalised mean monthly Hs. The maximum lag
duration was set at +20 and -20 months to incotpafae known window of time (3-17 months)
where changes in SOl are reflected in beach moopieal response in southeast Australia

(Ranasinghe et al., 2004).

2.5 Analysis of decadal scale shoreline change
A 54-year dataset (1958-2012) of aerial imagermnf@spatial (Queensland Government, 2017b) was
used to analyse decadal shoreline change for thienil%ong Inskip Peninsula beach (Figure 1).

Images were available for 20 individual years betwd958-2012. The average duration between
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images was three years but there a longer durétidryears) existed for images taken 1996-2012.
Aerial images were georectified in Arc GIS v.10.8iding a bilinear interpolation method. Each
image was georectified with at least six controlng and a maximum RMS error of 3.90 m.
Shorelines were digitised in ARC GIS and then agedyusing the Digital Shoreline Analysis System
(DSAS) Version 4.0 (Thieler et al., 2009). The highter mark (HWM) was used to represent the
shoreline position (after Moore et al., 2006). TH&/M is widely regarded as the most reliable
indicator of shoreline position due to its abilitybe easily detected using aerial imagery (Croetell
al., 1991; Pajak and Leatherman, 2002; Fletchat.e2003). As the HWM can be influenced by sea
level elevation, all dates of aerial imagery weheaked against historic sea level records using the
Mooloolaba and Noosa Heads gauges. The HAT wasxugteded at any time of the aerial imagery

dates.

Using DSAS, the oldest shoreline position (19583 Wwaffered 400 m landward to create a baseline.
150 transects were cast along the beach at 100tervats to cover the shoreline extent. Each
shoreline was weighted by the RMS error of the getifited imagery. The least median of squares
method was calculated using DSAS to find the réa&horeline change for the whole beach. The least
median of squares method uses the median valukeo$dquared residuals instead of the mean to
determine the best-fit equation. This method wéescsed over linear regression as it more tolerant t

outliers and large variations in beach width (Tdriekt al., 2009). The net change in shoreline
movement was then compared to temporal variabilithe SOI, wave direction, and significant wave

height.

3.0 Results

3.1 Overall wave climate
From the hindcast wave dataset, the dominant waeetibn at the study location is from the SE
(mean Dp = 129 °N) with a mean Hs of 1.91 m an®fT®.60 sec (Table 1). Throughout the year, the

wave direction varies from being predominantly EfEing January to March, to shift to the SE in
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April to December (Figure 2a). Peak wave heightsuoduring January to July, with Hs in February
to May exceeding 2 m on average (2.09-2.25 m) (€i@l). The lowest waves coincide with a more
south-easterly direction during September to Oct@bp = 145 °N; Hs = 1.57-1.61 m) (Figure 2a-b).
Longer period waves occur during January to Auglist >8.45 secs) with a shorter period more

prevalent in September to December (T = <8.40 q@edjle 1; Figure 2c).

3.2 Storm wave climate classification

157 individual storm events were observed during912009 at an average frequency of 5.1 storms
per/year and duration of 4.4 days. Storm wave ties show a bimodal distribution with a dominant
E-ESE peak and a second peak from the SE (FigyrelrBaerms of the directional wave height,

storms associated with an E-ESE direction tendetidav the largest wave heights (Figure 3b).

Using a K-means cluster analysis on normalised, dsta distinct clusters occurred after three
iterations (Figure 4). The wave direction was thenpry driver of this delineation (Figure 4).
Circular statistics indicated that the mean waveation for the two wave climates were statisticall
different (p = <0.01) and produced mean valuesdach group that were +1° similar to those
identified using K-means (Table 2). GMM showed vemnilar cluster centres to K-means for all
parameters with 1° difference in Dp, <0.05 m diéfege in Hs, and <0.03 sec difference in Tp (Table
2; Figure 5a-b). The GMM also confirmed that the tgroupings also correspond with statistically
significant wave heights and periods (Figure 5a&Frable 2). The two groupings of storm wave

climates are referred to as Type 1 (E-ESE climae) Type 2 (SSE-SE).

3.3 SOl impacts on wave climate variability

The mean annual SOI index shows a strong positweelation with wave height (r = 0.505, p =
<0.01) as well as the number of days exceedingifigthreshold (2.93 m) (r = 0.422, p = <0.05)
indicating that positive SOI years have higher vgame average (Table 3). Mean annual SOI showed
a negative correlation with wave direction (r =3€2, p = <0.05) indicating that years with positive

SOl tend to experience waves propagating from aermeasterly direction on average (Table 3). The



297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

annual storm frequency was also positively coreglawvith the SOI index (r = 0.367, p = <0.05)

(Table 3).

Periods of sustaineg¢ months) El Nino results in lower wave heightsaeerage (mean Hs 1.88 m,
median 1.87 m) while La Nina events tend to coiacidth periods of higher waves (mean Hs 2.01 m,
median 1.97 m) (Figure 6a). In terms of wave dioegtperiods of sustained El Nino sees an increase
waves from the S-SE on average (mean Dp 130 °Niamd®8°N), while La Nina tends to result in a

shift in wave direction favour a more easterly diien (mean Dp 123 °N, median 119°N) (Figure 6b).

3.4 Shoreline change

The overall rate of shoreline change during 195822f@r the Inskip Peninsula shows a mean erosion
rate of 0.29 m/year (Figure 7a). The distributidnhe rates of shoreline change across the stugly ar
is both spatially and temporally variable, with bdite north and south ends of the beach showing the

highest rates of erosion (Figure 7b-c).

On average, periods of larger waves from a more#dgslirection coincide with higher net erosion at
the Inskip Peninsula (Figure 8b-c). While the Sl mbt directly correlate with shoreline change, in
the 6 months-1 year following periods of El Ninbetbeach tends to accrete (Figure 8a). In the 5-6
months’ time following a La Nina event, acceleragrdsion is visible (Figure 8a). Temporally, the
beach showed most accretion during 1990 to 1991 avitet change in shoreline position of +19 m (+
3 m). Between 1 Aug 1990-11 Sep 1991, the SOI madhinegative to neutral (mean SOI of -1.32
throughout this period), the SST anomaly was -@08h average, and lower waves occurred on

average with a mean Hs of 1.82 m (compared totkeati mean of 1.91 m).

The most severe shoreline retreat occurred frorBed 1991-26 May 1994 with a net change of -17
m (x2.84 m). Beach erosion at this time is likebedo the clustering of three storms that occuimed
rapid succession in the 6 months prior to the lLifgery (8-10 Dec 1993, 25-29 Jan 1994, and 21-

31 Mar 1994). The duration of the final storm paing the 1994 aerial image (21-31 Mar 1994) was
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11 days which was the longest duration storm teatiwed within the record. The SST anomaly for
the winter of 1993 was > +0.75°C (Figure 8a). Tgnsvided a period of sustained high SST that may
have facilitated the 1993/1994 summer storm evé@massupport this, the mean annual SST anomaly
shows a positive correlation with the annual stdregquency (r = 0.450, p = >0.05) (Table 3).

Although the net change in shoreline movement vigls between 1991-1994 images, the shoreline

position in 1994 relative to the 1958 baseline w2 m.

3.5 Cross correlation of SOI, SST anomaly, and Hs

A mean monthly SST anomaly of > +1°C tended to gaed_a Nina events, periods of higher Hs, and
a retreat in net shoreline position (Figure 8aehss correlations between the mean monthly SOl and
the mean monthly SST anomaly indicate that thegammeters are best correlated (r = -0.29) when
change in the SOI leads SST by 9 months (Figure \8tien the SOI lags changes in the SST, the
maximum correlation (r = 0.27) occurs at 4 monthBe mean monthly SST anomaly shows a
maximum cross correlation with the mean monthlyademaly (r = 0.24) at a 6-month lag period
(Figure 8f). This indicates that it takes approxeta6 months for changes in the SST to influence a
higher Hs at the study location. To test the 6-ihdag impacts on shoreline movement, the net
shoreline movement was correlated with monthly reeafinthe SST and Hs anomalies, Hs, Dp, Tp,
and SOl using the average value for the 6 montesegling the image date (Table 3). The SST and
Hs anomalies were positively correlated (r = 0.616; <0.05) and both the SST (r = -0.592, p =
<0.05) and Hs (r = -0.646, p = <0.05) anomaliesensggatively correlated with the net shoreline
movement (Table 3). This indicates that shoreliareat at the study location typically occurs

following higher than average SSTs and Hs in theo@ths prior.

4.0 Discussion

4.1 Storm wave climates

Type 1 synoptically translates into storm wavedehssociated with ex-tropical storm activity ie th

Coral Sea. Type 1 storms are most prevalent dlaibegsummer-early autumn with Hs being >3.7 m.
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The direction of Type 1 storms favours an E-ESEreg@gh with most waves (85 %) occurring from
98-110 °N (Table 2). Although many ex-tropical sterin the region tend to track south from the
equator, an absence of a strong N-NE signal imsteave direction may be attributed to the blocking
influence of Fraser Island to the north. Basednenhindcast wave dataset, the average return aterv
(ARI) for a Type 1 storm with an average Hs >3.8 igears and for Hs >4 m, the ARl is 4 years (see
supplementary material). These values are compatabihose of Allen and Callaghan (1999) who
estimate an ARI of 2 years for tropical storms with>3.9 m and 5 years for Hs >4.6 m in southeast
Queensland. Type 1 storms have a mean wave pdrie8l.4 secs with similar wave periods of 9-10
secs being described for E-SE waves on the sout@essnsland coast (at Brisbane) (Mortlock and
Goodwin, 2015). Compared to northern NSW, the waamod is longer in southeast Queensland for
E-ESE waves as attributed to uninhibited swell wpk@pagation from the Equatorial Pacific and

Coral Sea (Speer et al., 2009).

Type 2 represents coastal lows of a SSE-SE direetiml correspond with east coast lows (Shand et
al., 2011; Browning and Goodwin, 2013). The mayooit Type 2 storms (70 %) propagate from 138-
148 °N with Hs being <3.8 m for 88 % of all Typestbrms (Table 2). This corresponds with the
findings of Gourlay (1975) where waves from the iServed at Moffat Beach (100 km S of Inskip
Peninsula) displayed higher Hs than waves fronBiEeBased on the hindcast wave dataset, the ARI

for a Type 2 storm with an average Hs >3.5 m isy8d&'s (see supplementary material).

The storm climates identified in the study regiagovide an important analogue for understanding
storm wave variability in other regions of southie@eeensland. The study provides the first analysis
of the long-term wave climate and subtropical stosawe record north of Brisbane. The two

classified storm climates correspond with thosatified by Splinter et al. (2012) for the Gold Cbas

region. A fundamental difference between the Inskive climate and that of the Gold Coast is that a
higher proportion of storms are associated withregical storm activity as opposed to east coast
lows which are dominant at the Gold Coast and &rgdouth in NSW. This is a predictable outcome.

When applying the POT threshold to identify stormsyves propagating from a purely southerly



381

382

383

384

385

386

387

388

389

390

391

392

393

394

395

396

397

398

399

400

401

402

403

404

405

406

407

408

direction did not reach the threshold for beingsified as storm events. This is because the Inskip
Peninsula lies above the swell window for storm egwassociated with Southern Ocean Lows
(Browning and Goodwin, 2013). Seasonally, the héglpeoportion of storms occur during January-
May (see supplementary material) irrespective ofnsttype. While southerly waves are at times
present during modal conditions, it is likely that the time storms of a southerly origin have
propagated to reach the study region their eneagydissipated - potentially due to refraction agros
the continental shelf from NSW northward. Eviden€¢his is that Type 2 storms, which have a SE-
SSE direction on average, have a shorter pericd €9.4 sec) and lower height (and therefore would
have a lower wave energy and power) than SE-S stoagourring in NSW (T = 11-12 sec) (Morlock
and Goodwin, 2015). Local morphology may also @agole in this as waves of a more southerly
origin may be refracted around Double Island Ptietefore reducing their wave height and energy

upon reaching the coastline.

4.2 Impact of ENSO on wave climate

ENSO variability is known to influence wave heiglmd direction in southeast Australia with
negative phases linked to an anticlockwise shiftvave direction and a decrease in wave height
(Phinn and Hastings, 1992; Short et al., 2000; Biaghae et al., 2004; Goodwin 2005; You and Lord,
2008; Harley et al., 2010). While this relationshies been the focus of a growing body of literagture
the role of ENSO in driving wave climate varialyilihas not been well defined in subtropical regions
north of Brisbane (27.47 °S). In the present stiENSO showed a strong positive correlation with
mean annual wave height and a negative correlatitnwave direction (Table 3). The correlation
between mean annual Hs and SOI was the strongefit(of= 0.505, p = <0.01) (Table 3) and is also
higher than that the same correlation undertakerafd5-year wave record at Sydney, NSW, by
Harley et al., (2010) (r = 0.39-0.43, p = <0.01pisTindicates that ENSO has a stronger influence on
wave heights at lower latitudes where the SST isnga During periods of sustained La Nina events,
the shift in distribution of wave height and diieatwas more substantial than during EIl Nino events
with a 0.1 m increase in mean Hs and a 6° antiglggk shift in mean wave direction occurring

(relative to the overall mean (Table 3).
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The coupled shift to an easterly direction withitregwave heights during positive SOI phases also
reflects a higher occurrence of ex-tropical sto(irable 3). Interestingly, mean annual storm duratio
showed a moderate negative correlation with SOt @0.357, p = <0.05) (Table 3). This is the
opposite of what would be expected as Type 1 stdrave a longer duration on average and are
representative of storm wave conditions positivedyrelated to the SOI (i.e. E-ESE, higher Hs)
(Table 2; Table 3). This indicates that annuales&DI data is not a good predictor of storm dunatio
and that additional local synoptic factors are ljiki influence the longevity of individual storm
events. For example, the interaction of storms \aifacent areas of high pressure, including the
subtropical ridge, is known to influence storm sd#yeand duration (Allen and Callaghan, 1999;

Walsh et al., 2004).

These findings have highlight the importance ofarsthnding large scale climate processes on other
subtropical coastal regions globally affected byevarains associated from extra-tropical storms.
This extends to the Northern Hemisphere where tbethNAtlantic Oscillation (NAO) similarly
controls westerly wind (and wave) characteristiod the location of storm tracks across the North
Atlantic. During positive (negative) NAO phases therth Atlantic storm track would be expected to
shift northwards (southwards) (Lehmann and Coun2@15). Extratropically transitioning tropical
cyclones represent 50% of all tropical cyclones thake landfall on the east coasts of the U.S.A,
Canada, and the west coast of Europe. Variabilithe NAO also relates to shoreline change with the
potential to drive beach rotation (Thomas et al11). Evidence that storm tracks in the North
Atlantic are shifting southward over the last salelecades (Clarke et al., 2002; Hurrell et alQ320

Costas et al., 2006).

4.3 Shoreline change
The shoreline response to decadal scale varialilityave climate provides an important analogue
for other wave-dominated beaches along the opethesast Queensland coastline and in particular,

for regions north of Brisbane. During 1958-2012 thskip Peninsula has shown a trend of beach
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erosion at a rate -0.29 m/year on average (FigayeHigher net erosion occurred during periods of
larger waves occurring from a more easterly dioectivhile periods of lower wave height resulted in
beach accretion regardless of the wave directiogu(é 8a-d). The most substantial erosion also
occurred following periods of increased SST anoredRC (Figure 8a). Periods of La Nina (EI Nino)

did not directly coincide with shoreline retreatdgradation) but tended to lag the peak of La Nina
(El Nina) episodes (Figure 8a-b). Interestinglg tentre of the beach shows a trend of net acuoretio
in an area located north of a beach rock forma(ifight Mile Rocks) where there is also a change in
coastal alignment (Figure 7a-c: 5-7 km). As thecbeaock provides a hard, nodal point, the
northward section of the beach could see futurstabaompartmentiliation similar to the model of

Stephens et al. (1981) for formation of zetaforrgsbdown-drift side of beach rock ourcrops. This
would potentially result in the creation of two aegite littoral cells while a trend of net erosion

persists.

The most severe erosion (-0.73 m/year) occurseasdlithern end of at the study beach and in the lee
of the Double Island Point headland, a shadow #ame northward moving longshore drift (Figure
7c). The northern end of the beach too shows atemg trend of net erosion which is unexpected as
it would be assumed to be receive more sedimerglisdpfrom drift with less refraction from the
headland. This illustrates an imbalance in the tabagdiment budget and suggests that we may need
to revisit existing sediment budgets for drift doated shorelines in southeast Queensland. The
constant ‘river’ of sediment that is inferred to fmeving north from NSW to Fraser Island does not
dominate the signal of coastal accretion and enoatothe study location (Figure 7a-b; Figure 8a).
Existing studies suggest that littoral drift ras#sould increase progressively northwards along the
coast of southeast Queensland (Stephens et al).1&8the study beach is located near the terminus
of the east Australian longshore drift system, waul expect to see normal seasonal cycles of
erosion-accretion superimposed upon an either establ accretionary long-term state. There is
however a trend of net erosion punctuated by &8 m) interannual changes in shoreline position
which are clearly tied to variability in the wavéintate (Figure 8a-d). These shifts in shoreline

position may be related to sediment slugs movimmpgdhore. Temporary storage offshore and on



465 beaches and barrier islands such as Moreton, Stieglband Bribie Islands is largely unaccounted for
466  in current models (e.g. Roy and Thom, 1981). A aigilemand for longshore sediment supply would
467  likely occur at the Inskip Peninsular if the coagblved to be further oblique to the dominant swell
468  direction (Stephens et al., 1981) which would istijncoastal erosion. The site provides an impdrtan
469  proxy for predicting coastal response to futurdtshin wave climate and ENSO events at similar
470  drift-dominated, subtropical coastlines globally,veell as for understanding how beach readjustment
471  can modulate these effects. This is particuladgvant for beaches at the terminus of significariit d
472  systems where sediment supply is determined by dirifhprocesses and coastal alignment (e.g.
473 U.S.A: Stone et al., 1992; Brazil: Martin and Sugui992; west Africa: Blivi and Oyédé, 2002; and
474 South Africa: Smith et al., 2010).

475

476  The time elapsed between individual storms provegortant in determining the magnitude of
477  shoreline erosion with storms clustered in rapidcession leading to more substantial erosion (e.g.
478  1994) that individual events of a high magnitudaisTis because the recovery period that would
479  facilitate beach accretion was reduced betweems&wents. This illustrates the importance of the
480  buffering capacity of the beach in preventing sabal erosion both for storms occurring in close
481 succession. This is consistent with observationsaontheast Australia (Callaghan et al., 2008;
482  Karunarathna et al., 2014), Europe (Vousdoukas ,e2@l2; Dissanayake et al., 2015; Castelle et al.
483 2015; Masselink et al., 2016), and the U.S.A (FIt893). At the Inskip Peninsula, storm clustering
484  and erosion would extend to the dunes which dyebtdund the southern portion of the beach
485  however the associated outcomes of their net itgptite coastal sediment budget is unknown.

486

487 4.4 Future considerations

488  This study provides a first classification of stomave climates in the region to correlate storm
489  activity with decadal scale climate drivers andrsline change. Use of multivariate Neural Network
490 Clustering methods, such as Self Organising Ma@ME may offer potential to delineate further
491  between storm types in future (Camis et al., 2Q14i@; and Weisberg, 2011). Further delineation

492  between the Type 1 storms identified within thigdstwould be valuable as these events tend to cause
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the most substantial erosion at the shoreline. Typstorms are also most likely to change in

frequency and magnitude if there was a southwapdresion of the sub-tropics.

Understanding the changes in directional wave haflthe two classified storm wave climates has
implications for the coastal sediment budget amisequentially beach morphodynamics. A shift in
wave height, and most importantly direction, wotitdnslate to large changes in the longshore
transport flux at the receiving coastline (USACB88; Hemer et al., 2010; Splinter et al., 2012;
Splinter et al., 2014). The landward extent ofrstevaves would also increase under predicted future
increases in sea level and storm Hs (due to enbawged speeds) (IPCC, 2013) consequentially
exacerbating the magnitude of coastal erosion wbdein this study. Although detailed nearshore
modelling was not undertaken for this work, thedgtdindings provide valuable information that
could be used in future to analyse the nearshordittons for each storm wave climate. For example,
a simple application of the CERC (USACE, 1984) ¢igua shows a +3,235 Hday (Type 1) and
+431 ni/day (Type 2) increase in the net longshore daife from modal conditions (for details on
drift calculations, see supplementary materialjsTlustrates the potential to result in imbalasite

the coastal sediment budget when the northwarakditttransport exceeds the amount transported

from the south.

5.0 Conclusions

From a 31-year hindcast wave dataset, the pregaht bas established that two storm wave climates
are dominant in southeast Queensland: Type 1 ¢gietl storms) and (2) Type 2 (east coast lows).
The storm wave climates show clear differences mamwave height and direction, with the
dominance of Type 1 storms resulting in higher vgaaed enhanced shoreline erosion. The SOl is an
important forcing factor influencing the variabjliin wave climate, being positively correlated to
wave height and storm frequency, and negativelyetated with wave direction. This indicates that
Type 1 storms are more prevalent during periodsositive SOl phases with the potential to induce

more substantial erosion. During periods of susthitha Nina/El Nino events, shifts in the
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distribution of wave direction and height becomerenapparent, with La Nina resulting in higher
waves and a more easterly direction, and El Ningesponding with lower waves from a more
southerly-southeast direction. The change in waight and direction was most pronounced in La
Nina phases and corresponds with a +0.10 m increaseean monthly wave height and a 6°
anticlockwise shift in wave direction. These changee likely to translate into a larger differemce
directional wave power at the shoreline with thé¢eptal to influence distinct phases of beach
erosion, alongshore sediment supply, and coasthimsat budgets. A change in offshore wave
direction is known to outweigh a change in wavegheiwhen translated to nearshore effects (e.g.

nearshore directional spreading or localised r&bmag (Wandres et al., 2017).

The observed change in shoreline position throhghstudy period is both spatially and temporally
variable. Shoreline deposition (erosion) relateldth short-term storm events and longer-term shift
in the wave climate induced by the underlying sigridhe SOI. Following sustained La Nina events,
beach erosion occurs on at an average rate of Fy@ar (+2.03 m) while following EI Nino events,
the shoreline is accretionary at an average ratel@2 m/year (£2.06 m) (Figure 8b). There is a six
month time lag for changes in the SST, a parantetated to the phase and intensity of the SOI and
which causes heightened tropical storm activityh{®et al., 2016), to be translated to changesean th
Hs. The buffering capacity of the beach and theeassion and duration of individual storm events
proved to be important in determining the extensludreline erosion, with storms occurring in rapid
succession favouring more extensive erosion. Thdystindings have application for similar drift
dominated open coastline beaches globally. Futimate warming is predicted to result in widening
of the tropics with a poleward expansion of 1-28jected for later this century (Seidel et al., 2008
Mortlock and Goodwin, 2015). This may lead to acréase in frequency of ex-tropical storm tracks
further south and a change in regional wave climfbe southeast Queensland and northern NSW.
Storm wave parameters from the Inskip Peninsulatharefore provide surrogate data to project

future storm wave impacts at more southern locat@nthe Australian seaboard.
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Figure captions:

Figure 1. Study area showing the section of coast used foreihe change analysis. The grid point
used for wave hindcast reanalysis (NOAA WAVEWATCH (-25.9°S, 153.73°E) is indicated on
the map of Australia.

[1.5 column figure size]

Figure 2. Mean monthly wave data for the study region (19009 showing variability in: (a) wave
direction (Dp); (b) significant wave height (Hshica(c) primary peak spectral wave period (Tp).

[1 column figure size]

Figure 3a-b. Directional distribution of storm events showirg & bimodal distribution of
directionality, and (b) wave directional rose foe tstorm events. P1 refers to peak 1 and P2 refers
peak 2 of the directional distribution of storm waavents. The peaks represent the most frequent
waves within each distribution of a certain direntrange.

[1.5 column figure size]

Figure 4. K-Means cluster analysis of two storm wave climaisig the normalised parameters:
significant wave height (Hs), wave direction (Dahd primary peak spectral wave period (Tp). Type
1 and 2 corresponds with the two cluster grouppuidiy K-means and GMM.

[1 column figure size]

Figure 5a-b. GMM cluster analysis of two storm wave climateg:wave direction and significant
wave height; (b) direction and wave period. Datagsmalised as per Camus et al. (2011) to maintain
similar weightings of parameters.

[1.5 column figure size]
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Figure 6a-b.Distribution (PDF) of (a) Hs and (b) Dp for La Ni(@OI> +7) (37 months total) and El
Nino (SOI< -7) (64 months total) periods sustairre@ months in duration. Cumulative distribution
function included for both. Mean SOI for El Ninorjpels: SOI -16.87 (median -16.65) and mean SOI
for La Nina periods: SOI 12.74 (median 12.20).

[2 column figure size]

Figure 7. (a) Rate of shoreline change for the whole bead82®12; (b) net shoreline movement
over time; (c) rate of shoreline change for the Matstudy area.

[2 column figure size]

Figure 8. (a) Mean monthly sea surface temperature (SST) alyoand net shoreline movement.
SST anomaly > +1°C shown in grey boxes with maxaadg annotated; (b) Mean monthly SOI and
net shoreline movement. Dashed lines show cladslfie Nina and El Nino threshold; (c) mean
monthly Hs and net shoreline movement. Hindcasten@cord starts at 1979 with the 2010-2012
wave data added from NOAA'’s global 30m model; (dgavi monthly wave direction and net
shoreline movement; cross correlations betweenm@n monthly SOI and mean monthly SST
anomaly (1958-2012) with maximum correlations aardl +9 month lags; (f) mean monthly SST and
Hs anomalies (1979-2012) with maximum correlatians8 and +6 month lags.

[1.5 column figure size]



963 Tables and table captions:

964

965  Table 1.Descriptive statistics of the modal offshore walimate for the study region (1979-2009)
966 including mean daily significant wave height (Hajave direction (Dp), and primary peak spectral

967  wave period (Tp). Data hindcast from the NOAA WAVEWCH Il wave model.

968
Descriptive statistics Hs (m) Dp (°N)  Tp (sec)
Mean 1.91 128.96 8.60
Median 1.76 117.22 8.53
Mode 2.08 92.22 8.49
St Dev. 0.77 49.12 1.74
90th percentile 2.93 166.03 10.85
10th percentile 1.09 87.85 6.41
969

970



971 Table 2. Storm wave climate cluster centres identified fridameans cluster analysis, CircStat, and
972  Gaussian Mixture Models showing similar clustertoen Wave parameters include significant wave
973  height (Hs), wave direction (Dp), primary peak gpgcwave period (Tp), and storm duration. For

974  seasonality of storm occurrence, summer = 1, auta@ywinter = 3 and spring = 4.

975
K-Means final cluster centres (mu)

Cluster 1 Cluster 2
Season 1.98 231
Hs (m) 3.73 3.54
Dp (°N) 106.20 142.20
Tp (sec) 9.51 9.38
Duration (days) 4.71 3.79
n 105 52

Circ Stat final cluster centres

Cluster 1 Cluster 2
Mean resultant vector (°N) 106.07 142.99
Median Dp (°N) 106.57 143.20
Standard deviation (°) 10.25 10.63
n 105 52

GMM final cluster centres (mu)
Model 1: Hs vs Dp Cluster 1 Cluster 2
Dir (°N) 106.20 143.50
Hs (m) 3.73 3.54
Model 2: Tp vs Dp Cluster 1 Cluster 2
Dir (°N) 106.90 143.80
Tp (sec) 9.53 9.37
n 105 52
976

977
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Table 3.a. Pearson correlation analysis between mean annuai8Dwave data 1979-2009. SOl is
the mean annual SOI index value (BoM, 2017), Hméan annual significant wave height, Dp is
mean annual wave direction, Tp is mean annual vpaviod, SF is annual storm frequency, SD is
mean annual storm duration, D >kisefers to total annual days overfthreshold (2.93 m), and
SST a is the mean annual SST anomaly. b. Corretabetween net shoreline movement (NSM) and

6-month pre-image SST anomaly (SST a), Hs, Hs alyofHa a), Dp, Tp, and SOI 1979-2012.



a. Correlations between mean annual SOI, SST anonyaland annual scale wave/storm data

SOl Hs Dp Tp SF SD D>Hg SSTa

Pearson 1 0.505  -0.362  0.415 0.367 -0.357* 0.422  0.196
SOl correlation

Sig. (2-tailed) 0.004 0.045 0.02 0.042 0.49 0.018 0.290

Pearson 0505 1 0495  0.628 0719  -0.111 0.862  0.414
Hs correlation

Sig. (2-tailed)  0.004 0.005 0 0 0.554 0 0.021

Pearson -0.362  -0.495 1 -0.464  -0.245 0.261 -0.253 -0.176
Dp correlation

Sig. (2-tailed)  0.045 0.005 0.009 0.185 0.156 0.169 0.344

Pearson 0.415 0.628°  -0.464 1 0.241 -0.206 0.345  0.186
Tp correlation

Sig. (2-tailed)  0.02 0 0.009 0.191 0.267 0.058 0.316

Pearson 0.367 0719  -0.245 0.241 1 -0.255 0.855 0.450
Storm F.  correlation

Sig. (2-tailed)  0.042 0 0.185 0.191 0.165 0 0.011

Pearson 0357  -0.111 0.261 -0.206 -0.255 1 0.280 -0.106
Storm D. correlation

Sig. (2-tailed)  0.042 0.554 0.156 0.267 0.165 0 0.571

Pearson 0.423 0.862°  -0.253 0.345 0.855  0.280 1 0.322
D >Hs;, correlation

Sig. (2-tailed)  0.018 0 0.169 0.058 0 0.883 0.078

Pearson 196 414 -176 186 450 -.106 322 1
SST A, correlation

Sig. (2-tailed) .290 021 344 316 011 571 078

b. Correlations between net shoreline movement anétmonth pre-image SST anomaly, SOI, and wave data

NSM Hs Hs a Dir Tp SST a SOl

Pearson 1 -0.418 -0.646 0.553 -0.294 -0.592  -0.459
NSM correlation

Sig. (2-tailed) 0.137 0.013 0.041 0.308 0.026 0.099

Pearson -0.418 1 0.652  -0.892° 0.624 0.279 0.381
Hs correlation

Sig. (2-tailed) 0.137 0.011 0.000 0.017 0.335 0.171

Pearson -0.646  0.652 1 -0.529 0.393 0.6i6 0.681
Hs A. correlation

Sig. (2-tailed) 0.013 0.011 0.052 0.165 0.019 0.022

Pearson 0.552 -0.892°  -0.529 1 -.445 -0.369 -0.396
Dp correlation

Sig. (2-tailed) .041 0.000 0.052 111 0.194 0.161

Pearson -.294 0.624  0.393 -0.445 1 -0.162 -0.035
Tp correlation

Sig. (2-tailed) .308 0.017 0.165 0.111 0.581 0.906

Pearson 20592 0279 616 -.369 -162 1 0.789
SST A. correlation

Sig. (2-tailed) 0.026 0.335 019 194 581 0.001

Pearson -0.4596  0.381 0.681 -0.396 -0.035 0789 1
SOl correlation

Sig. (2-tailed) 0.099 0.171 0.022 0.161 0.906 0.001

985 ** Correlation is significant at the 0.01 level {@iled).

986 * Correlation is significant at the 0.05 levettédied).



Highlights

Storms in SEQ are delineated into two types: epitad storms and East Coast Lows.

The Southern Oscillation Index is positively coated to Hs and storm frequency

Periods of sustained La Nina increase Hs by 0.1Gand shift mean wave direction 6°
anticlockwise.

Shoreline erosion and deposition is closely tiedvamiability in wave height and direction,
modulated by underlying ENSO signals.

Clusters of storms in rapid succession is a majeedof coastal erosion.

Regional index terms

Australia, Queensland, Inskip Peninsula



