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Technical Note

An Evaluation of Substring Algorithms that Determine Similarity Between
Surnames
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Abstract

The problem investigated in this study is, given a surname, determine similar surnames in a genealogical database. There
exist a number of algorithms to determine the similarity between two strings based on their common substrings. The
surnames in an existing genealogical database were used in an evaluation process to determine the relative success of these
algorithms. The methods used to evaluate the performance of the algorithms and the algorithms are discussed briefly.
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1 Introduction

The primary problem is, given a surname, determine similar
surnames in a genealogical database. More information on
the origin of the problem is given in[2]. Other algorithms
considered are given in [4] and [3]. In this paper applicable
substring algorithms are briefly discussed, in some cases
adapted and then evaluated. The norms and statistics used
for the evaluation are also stated.

All the surnames in the UPE genealogical database at
the time of the study formed the test dataset. Prepositions
such as “de”, “van der”, “le” etc. have been dropped from
the surnames in the test dataset.

Surnames with the same origin, spelling variations and
aliases have been grouped together in mutually exclusive
equivalence classes, the so-called ideal classes or partition.

A mathematical formulation of the primary problem
follows:
Given a set of surnames, V, (the test dataset)

V ={v,v,...0,}

and the ideal partition, P = {V, V,...V},,}
with V = (J/_, Viand V; N V; = ¢Vi # ;.
Given a surname, v, determine:

e ¢ such that v is similar to the surnames in V;, or

o the set of surnames in V' which has a similarity to v
greater than a predetermined value using some or other
norm (criterion).

The basic statistics of the test dataset are given in Table 1.

2 Success norms

The success norms discussed in [2] are stated briefly. Let
A* be the set of all possible strings over the alphabet A,
then V' C A*. The similarity between two strings is usually
a function, G : A* x A* — E, where E is normally the
interval [0,1] on the real number line. Most of the similarity
norms between two strings, u and v, are of the form:

T(u,v)

Glu,v) = N(u,v)

where T'(u, v) is a function of the common substrings in u
and v, and N (u, v) is a normalising function to ensure that
G(u,u) = 1. Furthermore, it is required that G(u,v) =

*G(v, u) and G(u, v) = G(uf, vF), where uft is the reverse

of u.

A distance d = 1 — (G, can be defined between two
strings. The function d is not necessarily a metric, since in
most cases the triangular inequality is not satisfied.

For each algorithm evaluated, a centre (c;) and a radius
(r;) are defined for each V;:

r; = min max d(v, w)
veV,weV;
The centre, c;, of V;, is the element of V;, such that
1. 7, = max d(c;, w)

weV,
2. {w:we V,d(e;,w) < ri}n(V-V;)|, isaminimum.
Define the so-called “circle” with centre ¢;, and radius
r; + 7, withy > 0, as follows:

Ci(y) ={w:we Vandd(c;,w) < ri +7}

Thus, V; C Ci(y)Vi.
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Table 1. Test dataset — constants

Explanation Symbol/ Value
formula
The number of different surnames in the test dataset n=|V| 7169
The number of ideal classes in the ideal partition p 4093
The average number of surnames per ideal class yp = % 1,75
The ideal classes with more than one element, i.e ny = | B| 1364
B=A{V;:V;€e Pand |V;| > 1}
>l
The average number of surnames per class in B yB = V_;e%__ 3,26
1
The number of surnames in the test dataset (p(v) isthe | N = Y _ p(v) | 92327
frequency of occurrence for a surname, v) vev
The average length of a suname in characters £ 6,93

Any set U = {U},Us,...,Up}, such that V; C U;, VV; €
V iscalled a clc;ss cover or a C-cover of V.

It follows that U Ui=V.

i=1
Forany v > 0, Cy = {Ci(7),Ca(7), .-, Cp(7)} is a
C-cover of V. Here the discussion is restricted to U = C.
The success of the algorithm is defined as the percent-
age of the clements in V' which appear in only one U;. It
can formally be calculated in two ways, viz:

siwy =12 vi-

Z[Uvmu (1)

= =t

J#

‘Secondly, the frequencies of the surnames are taken into

account. .
Let Dy = {v : ve | JVinUj andv e V;}.
%
D; is the set of elements of V; which appear in other ideal
classes’ “circles”.
)= 22 (z o)) @
i=l veD;

Practical problems

In applying these success norms a number of practical prob-
lems have been experienced resulting in the following ad-
justments:

a. A surname, u € V;, may have such a small similarity
to the other surnames in V;, that the radius r; is very
large. If it is close to one then U; includes most of the
surnames in V.

Therefore, it has been decided that in the event of
surname u € V; having a smaller similarity to each
of the other surnames v € V; than a predetermined
cut-off value, {;, then such a surname is considered an
outlier. The “covering” circle of V; := V;—{u}, is
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then determined instead, i.e. u is excluded from V;.

b. For some ideal class, Vi, it may happen that each

surname in Vi has such a small similarity to all the
other surnames in Vi, that the radius is close to one.
Thus, all the sumames of Vi can be considered as
outliers.
This case has been handled as follows: whenever the
radius r > (1 — ), a predetermined cut-off value,
then all the surnames in Vi, excluding the one with the
highest frequency of occurrence are taken as outliers.
The result is a circle with a very small radius, € say,
containing a group consisting of one sumame. (To
simplify further discussion such acircle will be referred
to as a “circle with a zero radius”.)

c. For some ideal classes more than one surname may be
a candidate for the centre of the circle (e.g. a class
containing only two elements).

Let K, be the set of candidates for the centre of V.

Let X = vlg}f}x (wel‘l,lm d(v, w)).

The element v, € Ky, such that

r‘l,\m d(vy, w) = X, is chosen as the centre.
we

After the sets U;’s have been determined, each surname
v € V, is an element of one and only one of the following
sets:
Wu : The set of outliers.
Wp : The set of surnames appearing in more than
one circle, U;, which do not belong to Wy .
We : The set of surnames appearing in only one
circle which do not belong to Wy,
Wu, Wp and W¢ form a partition of V.
In order to cater for the outliers the success norms of
an algorithm as given in equations 1 and 2, are adapted as
follows:

W) = 2(VI- Wl - Wol)

100
= TlWGI 3)



SQ(U) S
veWg

Statistics determined

The adjustments made may impact the functionality of the
success norms. To guard against this and to gain a bet-
ter understanding of the algorithms and the effects of the
parameters [; and I, the following statistics have been de-
termined. :

Let s, be the number of circles containing the surname,
v. Note that the radius of a circle is zero, not only under
the circumstances previously explained, but also when an
ideal class contains only one element. Let:

G
Ig

{U; : 1','>OalldU,'€U} &)
{i : U; € G} 6)

1. The percentage of surnames, pv,, considered as out-
liers:
Wy |
Vy = x 100 7
. P =] 2
2. The average number of foreign circles ! in which an
outlier occur:
2

gSu = veWy
‘ YT Wl
Note that if a surname, v;, € V;, has been taken as an
outlier then v ¢ U;.
3. The percentage of surnames, excluding outliers, ap-
pearing in more than one circle:

ol 00 ®)

4. The average number of circles in which each of the
elements of Wp appears:

gsq = X (9)

Note that gsq > 1.

5. To get an indication of how many of these surnames
appear in 2, 3, 4, ... circles, a frequency distribution
has been determined. The frequencies are expressed as
percentages and denoted by pvy; withi = 2,3, 4,. ..

6. Percentage of ideal classes left out pyg,,. See the prac-
tical problem (b) mentioned above.

7. The average number of surnames used to determine a

circle:
Z |Vi—Wu |

i€l
Jgug = —————— 10

8. The average number of foreign surnames in each of the

VA surname appears in a foreign circle, if it lies in the circle of another
ideal class.

60

D o) @

elements of G, gn, (excluding outliers).

Te = Y, WUinV-V)-Wy| @1
U;eG
Te
n, = — 12
g Te] )

9. The average number of outliers in each element of G:

T, o= ) Uinwyl 13)
U;,eG
_ 0

10. The average number of elements of foreign groups in
each element of G, gg;.

Xi = {V; 1 i#5,UinV; # ¢}
T o= YIX| (15)
i€eq
- 5
9 = ig (16)

3 Algorithms and evaluation

For each algorithm the results have been determined for
three different combinations of values for (;; {2}, viz (0,1;
0,1), (0,2; 0,1) and (0,2; 0,2). A detailed discussion of
the evaluation is given in{4]. Here the main results are
summarised.

Position-independent algorithms

Findler and Van Leeuwen [5] investigated a class of simi-
larity norms and proposed the following:

Gi(u,v) = Tiun) where

N,(u,v)
Ti(u,v) = Z min{p(u: a),p(v:a)}-|al
a€(utnut)
Ni(u,v) = Z max{p(u : a),p(v: a)} - |af
ag(utuvt)
and
G:(u, v) = 4—)-1522(:"2) where
Ty(u,v) = Ti(u,)

1/2
Na(w,v) = [Zp(u:a)-lal} -

aEut
1/2
[Z p(v:a) Ial}
agvt
Where
SACJ/SART, No 11, 1994



st ={w : wisasubstring of s },
p(s:a) is the number of times that the substring o
appears in the string s, and
183 is the length of substring 3.

E.g. consider the sumames u ="clerq” and v = “klerk™

ut ={cl,e,r1,q,clle,errq,cle, ler,
erq, cler, lerq, clerq }
vt ={k, 1, ¢, Kl le, er, rk, kle, ler,
erk, kler, lerk, klerk }
utnovt ={lerleerler}
ut Uvt ={cler,q,clleerrq,cle, ler,

erq, cler, lerq, clerq, k, kI, rk,
kle, erk, Kler, lerk, klerk }

Ti(u,v) =T(u,v)=10 _

Ni(u,v) =60 (Note that “k” appears twice
inu).

Gi(u,v) = 10 -0,17

Nyp(u,v) =35'2.35!/2=35

Table 2. Results for Methods 1 and 2

Method .
laT | tc| 2a] 2bi 2¢
I, o] 02 o2 o1 02| o2
L o1] o1 o021 o1] 01| 02
pve || 164 | 240 | 287 | 56| 9.2 | 185

gSu 2,00 | 0,75 |1 0,34 [ 11,1 | 5,76 | 1,74
PYu 6,60 | 13,9 | 15,7 | 1,78 | 4,86 | 7,84
pUd 55,4 1 23,5 85 || 95,5 ) 85,8 | 52,2
gsd 3211230 | 2,08 || 887 | 5221290
pvaz || 45,7 | 76,0 | 92,6 || 7,40 | 20,0 | 53,2
pvas || 24,0 | 194 | 7,14 || 8,99 | 183 | 24,1
S 373 | 582 | 652 || 428 | 129 | 39,0
Sa 334 | 61,4 | 80,7 || 234 | 9,45 | 35,2
psro || 73,3 |1 80,6 { 824 || 685 [ 71,6 | 74,5
g 2,73 1 2,71 | 2,41 |} 3,07 | 3,07 | 2,68
gn. 8,16 | 2,83 | 090 | 419 | 22,4 | 7,03
Jus 1,29 § 0,62 | 0,22 {f 2,23 [ 1,92 | 1,33
99 6,72 { 230 | 0,81 | 31,7 { 17,7 | 5,87

The results for (7, and (7, for the three combinations of
values for [} and [, are given in Table 2 under the columns
Method 1a— and 2a—c respectively.
Although Method 1 seems to be good, note that

a) too many surnames have been taken as outliers (cf.

PUu);

b) for too many ideal classes a too small similarity be-
tween the elements of the class has been determined

(cf. pgu).

The main drawback of Method 2 is the large values for gn
and gg,.

In both cases substrings of all lengths are used which
require an unacceptably large number of processing steps
to determine the similarity. The main objection against
these methods is that common substrings are counted inde-
pendently of their relative position.

SACJ/SART, No 11, 1994

Position-dependent algorithms

Whenever a common substring appears in two strings, but
the position where it appears in the two strings differs too
much, then itis notused in the calculation of T'(u, v). Ito [7]
adapted Findler’s similarity measure, G4, as follows: If

k  is the maximum length of the substrings used,

s is the maximum number of places by which
the starting position of two common substrings
may differ, and

uf,  ={a(r): aisasubstring of u starting at
positionr, and 1 < |a(r)| < k},
Ito’s measure T3(u, v), is determined as follows:
1. Let A = ¢.
2. LetB = vtk.
3. For each substring o, (ry) € utk, in increasing order
of its position:
@) Let C = {ay(ry) : ay(ry) € B,
ay = ay and 1y € [ry — 5,7 + s]}.
o) If|IC|=1
Let A= AU {ay(ry)} and B = B-C
© If|IC|>1
Let &/, (r,) be the substring such that o/, € C and
rg= min 7,
ay(ry)eEC
Let A = AU {ayu(ry)} and B = B—{al (7))}
4. Ty(u,0)= > |a()|
a(r)eA
Determine N3(u, v) as follows:
1. Let D = u, U B (B as after step 3.)

2. Now Na(u,v) = > la(r)|
a(r)eD
T3(u, v)
N3(ua U)
For the surnames u =“clerq” and v = “klerk”, G3(u, v) will
be determined as follows for s = 1 and k = 2:
ut, ={c),12),e@3),r(@4),q(5),cl (D),
le (2), er (3), rq (4)}
vl+2 ={k(1),12),e(3),r@4),k(5,kl (1),
le (2), er (3), rk (4)}
After step 3 of Ito’s algorithm it follows:

Thus, G3(u,v) =

A = {12),eB),r@),le(2),er 3)}
B = {k(1),k(5),kl(1),k @}
Ts(u,v) = 7
Ni(u,v) = 19

Thus, G3(“clerq”,“klerk”) = 17—9 =0,37.

An evalution has been made using five different values
of the parameters £ and s in the range 1 to 3, and the
combinations of I; and l; mentioned earlier. This report
is restricted to the best two combinations which are called
Method 3.1 and 3.2. The statistical results are given in
Table 3. Method 3.1 yields the smallest value for pv,, and
Pgw. Although Method 3.2 also yields small values for
these statistics, they are twice as large as those for Method
3.1. Method 3.2 shows an improvement with respect to
S3, S4 and pvg, but the sum pvg; + pugs, i.e. the percentage
of elements of Wp appearing in two or less foreign circles
is relatively large, viz 35,9; 59,6 and 82,3. Although more
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surnames are classified as outliers (cf. pv,,), the valués for
pgy are not that much larger. The larger values for S3 and
smaller values for gn, and gg, indicate that Method 3.2
resulted in a better grouping of the sumames.

Table 3. Results for Methods 3.1 and 3.2
Method 3
ta| | 1cf 2a] 2| 2¢

L 0,1 02| 02 0,1 02! 02
I 0,1 0,1 0,2 0,1 01} 02
s 1 1 1 1 1 1
k 2 2 2 3 3 3

pva || 3,08 | 4,19 | 7,20 || 6,10 | 8,72 | 14,5
gsu | 983|543 324 || 537|292 | 1,492
pgu || 093 | 1,71 | 2,61 || 2,22 | 4,08 | 5,80
pva || 98,2 | 91,7 | 75,6 || 88,4 | 70,5 | 47,4
gsa || 7.83 | 5,13 | 393 || 499 | 3,60 | 2,72
pvar || 421 | 156 | 290 || 17.8 | 347 | 57,9
pvas || 764 | 17,6 | 239 || 18,1 | 249 | 24,4
Sy || 1,74 | 7,96 | 22,6 || 100 | 26,9 | 45,0
S 1,09 | 555 | 184 || 8,61 | 239 | 40,8
psro || 67,6 | 68,4 | 693 || 68,9 | 70,8 | 72,6
gv. || 3,15 | 3,15 | 3,04 || 3,07 | 3,05 | 2,81
gn. || 363 | 21,0 | 127 || 200 [ 11,0 | 530
gu. || 1,05 075 {0386 | 1,22 ] 092|078
99, | 26,8 | 158 | 994 || 152 | 8,44 | 4,28

Other algorithmé

Sidorov [8} investigated algorithms to determine the simi-
larity between words in order to correct typing errors. His
requirements were small memory usage and speed. Com-
mon substrings were only used if they appeared in the same
order. This method praved to be unsuitable for solving the
primary problem and will not be discussed. For details
see [4]. A

Some algorithms are based on n-grams, an n-gram
being a substring of length n. The most common values
for n are two and three, in which case the n-grams are
called di- and tri-grams respectively. Freund, Angell and
Willet [6] and [1] investigated similarity measures, the so-
called “Dice” and “Overlap” coefficients. The author’s
evaluation reported in[4] showed that tri-grams yielded
better results for the test dataset. All the statistics however,
indicate that these methods are not suitable for solving the
primary problem.

In conclusion, then, Method 3.2 developed by Ito -
although not ideal — appears to be the best of the various
methods considered in this study.
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The prime purpose of the journal is to publish original
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papers. However, non-refereed review and exploratory ar-
ticles of interest to the journal’s readers will be considered
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licate to the editor.
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in the text where the figures are to be p!'aced.
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handwritten or typed. Greek letters and unusual
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Further instructions on how to reduce page charges can
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minimum rate is R30-00 per final page for I&IzX or camera-
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Proofs
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