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ABSTRACT

The increase in computing power has simultaneously increased the demand for in-

put/output (I/O) bandwidth. Unfortunately, the speed of I/O and memory intercon-

nects have not kept pace. Thus, processor-based systems are I/O and interconnect

limited. The memory aggregated bandwidth is not scaling fast enough to keep up

with increasing bandwidth demands. The term ”memory wall” has been coined to

describe this phenomenon[1].

A new memory bus concept that has the potential to push double data rate (DDR)

memory speed to 30 Gbit/s is presented. We propose to map the conventional DDR

bus to a microwave link using a multicarrier frequency division multiplexing scheme.

The memory bus is formed using a microwave signal carried within a waveguide. We

call this approach multicarrier memory channel architecture (MCMCA). In MCMCA,

each memory signal is modulated onto an RF carrier using 64-QAM format or higher.

The carriers are then routed using substrate integrated waveguide (SIW) intercon-

nects. At the receiver, the memory signals are demodulated and then delivered to

SDRAM devices. We pioneered the usage of SIW as memory channel interconnects

and demonstrated that it alleviates the memory bandwidth bottleneck. We demon-

strated SIW performance superiority over conventional transmission line in immunity

to cross-talk and electromagnetic interference. We developed a methodology based on

design of experiment (DOE) and response surface method techniques that optimizes

the design of SIW interconnects and minimizes its performance fluctuations under

material and manufacturing variations. Along with using SIW, we implemented a

multicarrier architecture which enabled the aggregated DDR bandwidth to reach 30

Gbit/s. We developed an end-to-end system model in SimulinkTMand demonstrated

the MCMCA performance for ultra-high throughput memory channel.

Experimental characterization of the new channel shows that by using judicious

i



frequency division multiplexing, as few as one SIW interconnect is sufficient to trans-

mit the 64 DDR bits. Overall aggregated bus data rate achieves 240 GBytes/s data

transfer with EVM not exceeding 2.26% and phase error of 1.07 degree or less.
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Chapter 1

INTRODUCTION

Integrated circuit processing speed is increasing exponentially over time. This is

mainly due to success in CMOS scaling trend that follows or exceeds Moore’s law

[2, 3]. It is common nowadays for single chip CPU to exceed one TeraFLOP/s [4]

which is equal to 1012 FLOPS. The unit FLOPS stands for floating point operation

per second and is used as a metric for processing benchmarking [5]. The increase

in computing power increased the demand for input/output (I/O) bandwidth. Un-

fortunately, the speed of I/O and channel interconnects have not kept pace. Thus,

processor based systems are I/O and interconnect limited. Recently, many solutions

have been proposed[6–8] and implemented for low-pin-count low-density interfaces.

Solutions to this class of channels consist of a combination of point-to-point differen-

tial architecture, preemphasis, equalization and multilevel coding instead of classical

non-return-to-zero (NRZ) signaling. Unfortunately, most of these techniques are not

applicable to memory interfaces and the disparity between the speed of memory in-

terfaces and serial interfaces has grown substantially.

The ITRS roadmap predicts that high-performance off chip I/O speed will exceed

40 GHz by 2020 through the use of point-to-point interconnects[9][10]. On the other

hand, multidrop memory bus speed will remain at around 4-5 GHz. The memory

aggregated bandwidth is not scaling fast enough to keep up with increasing bandwidth

demands. This increasing disparity and widening gap between processor performance

and memory bandwidth has been termed the ”memory wall” by many authors[1].

At one time, many researchers believed that the use of optical interconnects would

1



be the definitive solution to the memory speed bottleneck. Optical interconnects have

many advantages including inherent parallelism, large bandwidth, immunity from

crosstalk and electromagnetic interference, and lower signal and clock skew. Unfor-

tunately, the optical solution has not been widely adopted because of the inability

to easily integrate optical components such as laser diodes, photo detectors, lenses,

and mirrors into high-density, high-scalability applications in a cost-effective manner.

We have come to realize that the fundamental advantages of the optical solution can

be preserved while overcoming its major disadvantages by shifting the carrier wave

frequency from the optical to the microwave frequency range. Microwave transceivers

are much easier to realize in standard CMOS processes than optical transceivers and

do not require exotic components such as laser diodes. Thus, they can be easily in-

tegrated onto the system motherboard or chip package, and perhaps even within a

chip itself.

This dissertation focuses on alleviating the memory wall bottleneck by proposing

innovative solutions on two fronts: architecture and interconnect. On the architec-

tural front, we propose to map the conventional DDR bus to a microwave link using

a multicarrier frequency division multiplexing scheme. We call this approach mul-

ticarrier memory channel architecture (MCMCA). In MCMCA, each memory signal

is modulated onto an RF carrier using 64-QAM or higher format. The carriers are

then routed using substrate integrated waveguide (SIW) interconnects. At the re-

ceiver the memory signals are demodulated and then delivered to SDRAM devices.

On the interconnect front, we implement the recently introduced substrate integrated

waveguide technology as media to transmit DDR signals. We believe that this is the

first work that proposes to use substrate integrated waveguide within a memory in-

terconnect. We present the theoretical details of our proposal as well as the results

of simulations and experiments that demonstrate the merits of this approach.
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1.1 Challenges

Technology scaling continues to follow Moore’s law in terms of transistor speed and

density, hence, the amount of available computing power at the CPU level becomes

enormous. As available computing power keeps increasing with each scaled CMOS

process node, computing systems, like servers and personal computers need faster

memory interfaces. DDR interface, however, is unable to scale up its bandwidth in

response to the increasing bandwidth demand. DDR speed per pin barely reaches 3

Gbps for DDR3/4 and is expected to saturate at speed less than 5 Gbps. DDR buses

use both single-ended and differential signaling to transmit memory bits. Therefore,

a memory channel is subject to severe signal integrity degradation from impedance

mismatch, signal reflection, crosstalk, intersymbol interference (ISI) and jitter.

Serial point-to-point I/O(s) use advanced equalization algorithms, preemphasis,

deemphasis and complicated power-hungry noise cancellation techniques in order to

mitigate signal degradation problems. Because serial interconnects are not usually

a wide bus, they benefit from such techniques while keeping the overall power cost

reasonably manageable. These techniques are not applicable for DDR for the obvious

reason of excessive power penalty associated with them. As a result, DDR data rate

per pin suffers a large gap compared to serial transceivers. The gap continues to grow

as transistor critical dimension gets smaller which leads to the so-called memory wall

bottleneck. A graphical summary of the memory gap in comparison to other IOs and

required bandwidth is shown in Fig. 1.1.

We note that research trends in this field propose either using an optical inter-

connect as alternative to copper transmission line or adopting a modified version of

the solutions implemented in high-speed point-to-point serials. To alleviate memory

channel bottleneck, we come to conclude that both the channel architecture and the
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Figure 1.1: Trends of I/O computing bandwidth demand and I/O data rate[9][10].

Note that curves for PCIe and DDR beyond 2018 are an extrapolation based on their

respective historical trend[11]

interconnect media need to be re-invented in order to unleash computing power.

This thesis proposes and implements a novel memory channel architecture which

we called Multicarrier Memory Channel Architecture (MCMCA) where we introduce

the novel idea of transmitting DDR signals onto a multicarrier channel. We also pio-

neered the use of wide SIW bandpass filters as the interconnect medium for memory

signals. The proposed solution achieves 30 Gb/s data rate and considerably alleviates

the memory bandwidth bottleneck.
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1.2 Contribution

This dissertation presents the reader with a concise overview of the state-of-the-art for

DDR bus interconnects. We expose the challenges and bottleneck caused by memory

at both sides of the interface. On the CPU side, memory bandwidth cannot keep up

with the computational power made available by the CPU. On the peripheral side,

the DDR I/O data rate is at disparity with serial I/O transfer rates.

An orthogonal, multicarrier frequency division multiplexing scheme is proposed to

serve as a high bandwidth architecture for memory channel. We shift the DDR signals

from the baseband to the RF band. The signals are optimally filtered and modulated

in a spectrally efficient format using raised cosine filtering and quadrature amplitude

modulation format (QAM). The filtering optimally minimizes the ISI while the QAM

modulation maximizes the number of bits transferred per cycle. Using the SIW as

a novel interconnect for memory augments the solution with an exceptionally wide

band channel. From manufacturing perspective, our solution has the advantage of

being a low cost solution and highly compatible with planar manufacturing process.

As opposed to optical interconnect whose fabrication process is expensive, bulky

and incompatible with planar technologies, MCMCA is an efficient, low cost solu-

tion and compatible with planar process. Optical interconnects require a great deal

of alignment engineering, and require the addition of many components to convert

between electrical and optical domains.

The effectiveness of our proposal is proved in this work by means of design, sim-

ulations and experimental characterization. We resolved integration challenges of

SIW with planar structures, and demonstrated performance matching of SIW with

classical waveguide structures. In brief, we claim the following thesis contributions:

A- Innovative approach: By addressing the memory wall problem from a radically
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different angle than approaches adopted by researchers in the field, we opened the

door for whole new lines of thought, and research opportunities.

By looking at memory as a communication channel and treating the transmitter,

receiver and the propagation media as one unit, we were able to leverage higher

order modulation, multicarrier concept and orthogonal signaling techniques. Such

an approach enabled us to introduce a new concept that can be further developed

by our colleagues and the researcher community at large.

B- Architectural innovation: With a new architecture proposal, memory channel

is no longer limited by transmission line low pass transfer attenuation.The trans-

mitter and receiver, instead of being a CMOS buffer, are designed as an I-Q mod-

ulator, with pulse shaping filter that optimizes spectral efficiency and maximizes

the number of bits/symbol. The proposed architecture enabled a breakthrough

in memory bandwidth and transfer rate.

C- Interconnect medium: We pioneered the usage for the first time of SIW as

medium to carry memory signals and bits. We demonstrate in this thesis the

substantial advantage of waveguiding structure compared to transmission lines.

The advantages include reduction of attenuation, propagation loss, dispersion,

cross-talk and interference. The SIW offers a large bandwidth bandpass channel

to carry DDR modulated symbols.

D- Gap closure: In theory, our approach is also applicable to other high-speed

digital applications. We specifically targeted DDR signals for the following reason:

our proposal is more likely to benefit DDR than any other interconnects, and

hence it the optimal candidate to reduce the gap that separates DDR from other

high-speed IOs. Serial transceivers have overcome, with remarkable success, the

transmission line lowpass attenuation by means of sophisticated equalization and
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noise cancellation techniques. Those signaling techniques enabled serial I/O(s)

to reach and exceed 25 Gbps. The likelihood that serial I/O(s) benefit from our

techniques is slim when we take into account the power and design complexity

of adding an up and a down conversion blocks, a filtering and a pulse shaping

block. On top of those factors, a serial transceiver is usually used in a single port

configuration, or is an element of a narrow bus. Therefore, the cost in power, real

estate and design complexity is manageable. DDR however, is intrinsically a very

wide bus, where any excess in power or area is replicated on wide bus and the

overall cost could quickly exceed the product budget.

E- SIW Interconnect optimization and system perspective: We developed

a methodology based on design of experiment and response surface techniques

that enables the designer to maximize the MCMCA channel bandwidth while

minimizing the effect of material and manufacturing fluctuations on the channel

performance. We used a complete end-to-end system and demonstrated that the

cost of failing to mitigating manufacturing variabilities could be in the hundred

of megahertz and even couple gigahertz in total channel throughput

1.3 Publications

I-) B. Bensalem and J.T. Aberle. A new high-speed memory interconnect archi-

tecture using microwave interconnects and multicarrier signaling. Components,

Packaging and Manufacturing Technology, IEEE Transactions on, 4(2):322-

340, 2014[12]

II-) J.T. Aberle and B. Bensalem. Ultra-high-speed memory bus using microwave

interconnects. In Electrical Performance of Electronic Packaging and Systems
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(EPEPS), 2012 IEEE 21st Conference on, pages 3-6, 2012[13]

III-) B. Bensalem and J.T. Aberle. Wideband interconnecting technologies for multi-

GHz novel memory architecture. Submitted to Components, Packaging and

Manufacturing Technology, IEEE Transactions on

IV-) B. Bensalem and J.T. Aberle. Optimization of substrate integrated waveguide

memory interconnect using design of experiment. Submitted to 2018 IEEE

Symposia on VLSI Technology and Circuits.

V-) B. Bensalem and J.T. Aberle. Effects of manufacturing variation on ultra-

high-speed memory interconnects. To be submitted to Electrical Performance

of Electronic Packaging and Systems (EPEPS), 2018 IEEE 21st Conference

on, 2018

VI-) B. Bensalem and J.T. Aberle. High-bandwidth memory channel architecture

using custom OFDM and microwave interconnects. To be submitted to Mi-

crowave Theory and Techniques, IEEE Transactions on

1.4 Organization

In order to comprehend the need for a radical change in both architecture and signal-

ing to classical DDR channel, an in-depth review of the limitations and the challenges

in high-speed transmission line links is necessary. Therefore, Chapter 2 presents an

overview of the fundamental architecture and timings of classical DDR bus. In chapter

3, we present a review of the theory of transmission lines and an assessment of high-

speed interconnect technology. The limitations of transmission line interconnect like

cross-talk, attenuation, skin depth, jitter, and frequency dependent loss are treated in
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details and upper frequency limits of transmission line signaling is reviewed. The the-

ory of operation and characteristics of rectangular waveguide and SIW interconnect

technology are also reviewed in chapter 3. The waveguiding structure is analyzed in

frequency and time domain, and a bandpass channel using SIW technology is ana-

lyzed and characterized using full 3D electromagnetic field solver. In chapter 4, we

present a concise overview of a selected set of relevant literature representative of the

research work aiming to propose solutions to DDR shortcomings and bandwidth bot-

tleneck. Chapter 5 focuses on our novel memory architecture proposal, which consists

of dividing the large bandwidth of the SIW into many channels and mapping a DDR

signal onto QAM modulated symbols where each symbol occupies a separate channel.

The symbols are filtered at the transmitter using a Nyquist filter that minimizes ISI

and optimally shaped before being sent over the channel. We detail the trade-off

between number of channels, symbol rate and aggregated MCMCA throughput, and

we present a set of tables and equations that governs our choice.

Chapter 6 describes the experimental validation of MCMCA proposal. The SIW

interconnect is characterized using a vector network analyzer, where we measure the

channel bandwidth and channel distortion characteristics. One known issue with SIW

in general is the highly dispersive responses near the cutoff frequency. We identify

the nonlinear frequency range in order to operate the channel outside that range.

We define the figure of merit of the channel, then we measure it end-to-end and

quantify the error vector magnitude (EVM) and phase error for different carrier and

symbol rate arrangements. We also address the system integration aspects of our

proposal and conclude with a summary of MCMCA performance and its potential

for further improvement. We do a concise review of the state of the art of multicar-

rier transceivers in main stream CMOS technology and quantify the chip overhead

and the implementation complexity compared to DDR memory transceivers. The
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MCMCA throughput and signal quality advantages are viewed in perspective of die

area overhead and modulator/demodulator design complexity. Chapter 7 compares

the performances of MCMCA when using the SIW interconnect vs. MCMCA using

state of the art high-bandwidth transmission line bandpass filter, namely the hairpin

filter. We do a thorough comparison and layout the advantages and disadvantages

of both competing interconnects. In chapter 8, we address manufacturing deviation

and develop a DOE based methodology to maximize the throughput and minimize

the impact of material and manufacturing variabilities on MCMCA performance.

Finally in chapter 9, we summarize the dissertation, provide a concise conclusion

and present our recommendations for further research and investigation.
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Chapter 2

ARCHITECTURE AND TIMING OF DDR MEMORY BUS

A memory bus is essentially a parallel interface that uses printed transmission

lines to route memory signals between the memory controller and memory chips.

As data rates increase and interconnect nuisances get more difficult to handle in a

simplistic single-ended signaling technique, DDR has adopted some of serials and

differential signaling schemes to part of its signals (strobes and clocks for DDR3 and

DDR4). DDR4 goes one step further in mimicking serials by allowing some sort of

equalization and noise cancellation at the controller side. Signal terminations evolved

considerably as well. DDR4 termination is not the simple termination adopted in

early DDR up to DDR3. DDR4 termination uses a fairly complex logic to implement

a dynamically adjustable on-die termination in order to optimize eye opening and

minimize impedance mismatch reflections.

We introduce in this chapter the details of DDR signaling protocol, its architecture

and the timing constraints that the protocol needs to satisfy. We present the DDR3

and DDR4 fly-by architecture and compare it to previous DDR architecture. We

summarize the advantages and limitations of the fly-by topology and demonstrate the

need for high memory bandwidth to close the gap with SERDES I/Os and respond

to the increasingly large computation bandwidth demand.

2.1 Overview of DDR Memory Interface

Memory is used in computer system to store data. SDRAM, which stands for syn-

chronous dynamic random access memory, is a form of computer data storage. Access
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to any piece of SDRAM data can be performed in a constant time regardless of its

physical location; hence the origin of the name random access memory. A system

clock synchronizes the access mechanism, which makes it a synchronous protocol.

Double data rate (DDR), is the dominant operation mode in SDRAM bus. Data is

latched on both the rising and falling edge of the strobe, which results in doubling

the throughput. The DDR interface is a parallel architecture with a wide bus of

data; usually 64 bits wide. It uses Source Synchronous (SS) timing protocol whose

architecture is shown in Fig. 2.1 [14].

A DDR SDRAM is composed of numerous arrays of capacitive charge cells used

to store data. Each array is organized into banks independent of each other.

The individual cells are accessed using column and row address decoders. A block

diagram of of a DDR SDRAM array is shown in Fig. 2.2[14]. The memory controller

performs data access by sending a command in conjunction with a row/column ad-

dress using the address bus. An ACTIVATE (ACT) command is first sent which

sends the entire row of the bank to the sense amplifier. If the operation is a WRITE

(READ) operation, data is written (read) into the sense amplifier. The time it takes

between an ACTIVATE and WRITE or READ command is the row to column delay

timing parameter denoted by tRCD and is a figure of merit of memory technology

that is constrained by JEDEC standard[15].

Following the WRITE(READ) operation to the sense amplifier, the controller

issues a PRECHARGE (PRE) command that takes an amount of time tRP (row

precharge time), and resets the sense amplifier and bit lines to prepare for the next

row access.

Once the row has been precharged, we need to wait for a time tRC (row cycle)

between subsequent ACT commands to the same bank.

The capacitive charge stored in the memory cells is subject to leak over time. The
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Figure 2.1: Source synchronous clock architecture.

charge needs to be refreshed in order to ensure that data is not lost. The amount

of time required to refresh the charges is called tRFC (refresh command) and is the

required timing constraint between consecutive REF or ACT command.

DRAM latency The SDRAM latency is quantified in number of clock cycles

and refers to the delays incurred in transmitting data between the CPU and the

SDRAM. Latency dictates the upper limit on how fast information is transferred

between CPU and the SDRAM. The major constituents of latency are:

• tCL Column address strobe tCL: also known as CAS (column address strobe)

latency. It is the number of clock cycles from the column address phase to first

available input data. It is sometimes referred as tCAS as well.

• tRCD: RAS-to-CAS delay. tRCD stands for row address to column address

delay time. It accounts for the number of clock cycles required between an

active RAS command and asserting a CAS command during the subsequent

13



Figure 2.2: DDR SDRAM array architecture[14].

read or write command.

• tRP : row precharge. It is the number of clock cycles needed to terminate access

to an open row of memory, and open access to the next row

• tRAS: row address strobe time is the minimum number of clock cycles needed

to access a row of data between the data request and the precharge command.

It’s also known as active to precharge delay.

The memory latency is constrained by the following two equations that need to

be satisfied

tRC = tRAS + tRP (2.1)

tRAC = tRCD + tCAS (2.2)
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2.1.1 DDR Timing Overview

DDR data (DQ), Strobe (DQS), Clock (CK), Command and Address (CMD/ADD)

signals use SS bus architecture. A generic SS timing diagram is depicted in Fig. 2.3.

Timing equations are derived based on the fact that the sum of timing delays at

the receiver must equal the sum of timing delays at the transmitter. This constraint

yields

Tva = THD + THDMargin + THDSkew (2.3)

Tvb = TSU + TSUMargin + TSUSkew (2.4)

where TSU is the setup time which specifies the minimum amount of time that

the valid data must be present prior to the input clock edge in order to guarantee

successful capture of the data. THD is the hold time which specifies the minimum

amount of time that the valid data must remain after the input clock edge. Tva is the

minimum driver phase input for hold time, Tvb is the minimum driver phase offset

for the setup. THDSkew is the hold flight time skew, TSUSkew is the setup flight time

skew. TSUMargin is the setup margin, and THDMargin is the hold margin

Improvement in I/O transceiver technology has led to reasonably small I/O setup

(TSU) and hold (THD) values. However, skew has only got worse. Thus, SS bus

performance is skew limited. As platform complexity increases, design of the memory

bus is getting more difficult to achieve within an ever shrinking timing budget. It

is common now to have 10, 12 or even 30 layers on the platform board where the

memory bus has to be routed. A typical network of DDR multidrop signals is shown

in Fig.2.4, which shows the topology of clock (CLK) and data signals for raw card A,

unbuffered by 8 single rank DDR3/4 DIMM[16]. Routing of DDR signals over many

layers causes them to suffer from impedance discontinuities, via stub resonance, jitter,

simultaneous switching noise, broken return path reference plane, ISI, and excessive
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Figure 2.3: Source synchronous timing diagram[14].

crosstalk, in particular in the escape and break out area. The cumulative effects

of these factors can easily lead to severe degradation of the memory signal at the

receiver.

2.1.2 DDR Performance Saturation

Signal network topologies are standardized by the IEEE JEDEC organization [17]

to allow maximum compatibility among different vendors. Since memory signals are

digital bits of information, they are intrinsically very wide band signals, and thus are

very sensitive to dispersive effects.

DDR3 and DDR4 standards use fly-by topology departing from older DDR2 topol-

ogy which suffers from multidrop signaling effects[18]. The switch to the fly-by topol-

ogy is by far the most radical change that DDR has undergone since its inception.

The reflection effects of multidrop stubs causes excessive noise that limited DDR2
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Figure 2.4: DDR3/4 clock and data signals topology[16].

interface to a transfer rate of less than 1 Gb/s. The introduction by JEDEC of fly-by

topology enabled DDR to reach much higher data rate. It is expected that DDR4

will reach 4 Gb/s. The Fig.2.5 display side-by-side CMD/ADD topology in DDR2

style and in the fly-by style of DDR3/4. The stubs used in DDR2 are eliminated in

DDR3 and the branching out to the SDRAM chip is made very short in fly-by so that

it has very negligible effects on the net signal integrity.

In reference to the general fly-by topology shown in Fig. 2.6, DDR3 and DDR4

implement many new features to cope with signals reaching SDRAM at different

times. Among those features:
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(a) DDR2 multidrop network (b) DDR3 Fly-by network

Figure 2.5: Comparison of CMD signal network (a) in DDR2 standard and (b): in

DDR3/4 standard[17][16]

• Read calibration: Fly-by topology causes CMD/ADD/CTRL/CLK to arrive at

different times per memory chip, while DQ/DQS arrive at the same time to

all SDRAM chips in the rank. DRAM is augmented with a built-in predefined

pattern stored in a special register and is trained at memory initialization. A

set of delays is stored in the register memory and is used to adjust signal delays

and calibrate offset between signals.

• Write leveling: During Write Leveling the memory controller needs to compen-

sate for the additional flight time skew delay introduced by the fly-by topology

with respect to strobe and clock. DRAM contains built-in mode phase de-

tector. The controller uses a programmable delay element on DQS with fine

enough granularity so that the proper delay can be inserted to compensate for

the additional skew delay.
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Figure 2.6: Fly-by topology [18].

The calibration features in DDR3/4 controllers ease some of the routing con-

straints and provide the system designer with an added level of flexibility compared

to old DDR systems.

While Fly-By topology resolves most of the problems caused by multidrop stubs,

it has its own problems and limitations such as:

• Improvement in overall bus data rate is not enough to close the gap with serial

interfaces. It is expected to run at 2.5-to 4 Gbit/s maximum.

• Controller design for Fly-By bus becomes much more complicated than that of

DDR2.

• Signal de-skewing becomes very challenging. De-skew needs to be performed

on a device basis, rather than globally as in DDR2. Depending on the SDRAM

device order in the chain, a different flight time de-skewing number needs to be

programmed by the controller.
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• The Fly-By architecture achieves only an incremental improvement to signal

integrity of DDR signals. The fundamental susceptibility of the signals to

impedance mismatch, crosstalk, and attenuation remains considerable and these

impediments are not resolved in a radical manner.

DDR3 and DDR4 are both incremental, evolutionary improvements to existing

DRAM standard. Both standards improve power consumption and transfer rate

relative to DDR2, but they are not a large upswing.

A considerable amount of effort aiming to alleviate the memory bottleneck is

being deployed both in commercial and academic world. As a result, many stan-

dards and alternative architectures are proposed and/or under development like wide

I/O[19], hybrid memory cube (HMC)[20] and fully buffered dual in-line memory mod-

ule (DIMM)[21] to name few. However, they all remain incremental improvements

and are unable to resolve in an economical way the thorny problems of signal integrity.

To appreciate the difficulty of the hurdles that limit the success of these efforts,

we first present an in-depth account of signal integrity challenges encountered by

memory interface. We then review a set of relevant and representative standards and

proposals. We highlight their achievements and outline their shortcomings.
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Chapter 3

TRANSMISSION LINE THEORY AND INTERCONNECT

TECHNOLOGIES

A printed circuit board (PCB) electrical circuit network uses traces of copper

as transmission lines to connect the different parts of the network. As frequency

increases, DDR signals become subject to severe signal integrity impediments that

consume a considerable percentage of signal margin which can exceed 40% of the

available budget as in the case of DDR3 and DDR4.

The signal integrity problems briefly mentioned in section 2.1.2 are attributable

to the distributed nature of high-speed interconnections. A deep understanding of

transmission line theory and electromagnetic coupling mechanisms are mandatory

prerequisites for any serious attempt to comprehend and alleviate high-speed signal-

ing. We present in this section a concise overview of transmission line theory and

details of signal integrity impairments in DDR bus. The SI analysis demonstrates the

performance limitations of the DDR bus and sets the stage for a radically different

approach that enables the required breakthrough in the memory bandwidth. With

that perspective, we then present the physics and performance of the SIW which is a

viable interconnect for multi-gigahertz data rates as an alternative to the transmis-

sion line interconnect used in classical DDR interconnect. In doing so, we lay the

foundation for our novel memory channel proposal that is detailed in chapter 5.
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3.1 Transmission Line Theory

A transmission line is represented schematically as a two wire-line as depicted in

Fig. 3.1 (a). An incremental of transmission line of a length ∆Z can be modeled as

lumped-element equivalent circuit as shown in Fig. 3.1 (b).

R Δz L Δz

G Δz C ΔzV(z, t) V(z + Δz, t)

i(z, t) i(z + Δz, t)

Δz

V(z, t)

i(z, t)

+

-

(a)

(b)

Figure 3.1: (a) Transmission line representation. (b) Equivalent circuit for an in-

finitesimally short segment of transmission line[22]

R4Z models the incremental Ohmic loss due to finite conductivity of the copper.

L4Z accounts for the inductive effect caused by current flow in the transmission line.

G4Z and C4Z model respectively the dielectric loss and capacitance between signal

and return path of the line.
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3.1.1 Wave Propagation on a Transmission Line

It can be shown [22] that wave equations for I(z) and V(z) obey the second order

differential equation:

d2V (z)

dz2
− γ2V (z) = 0 (3.1)

d2I(z)

dz2
− γ2I(z) = 0 (3.2)

where

γ = α + jβ =
√

(R + jwL)(G+ jwC) (3.3)

is the propagation constant. Solution to the above equation can be found as:

V (z) = V +
0 e
−γz + V −0 e

γz (3.4)

I(z) = I+0 e
−γz + I−0 e

γz (3.5)

Characteristic impedance Z0 is defined as:

Z0 =
R + jwL

γ
=

√
R + jwl

G+ jwC
(3.6)

The ratio of reflected wave to the incident voltage wave is known as the reflection

coefficient and is a measure of the impedance mismatch between the transmission line

and the load[22].

Γ =
V −0
V +
0

; −1 ≤ Γ ≤ 1 (3.7)

=
ZL − Z0

ZL + Z0

(3.8)

(3.9)

where Γ is the reflection coefficient, V +
0 the incident wave, V −0 the reflected wave, Z0

the transmission line characteristic impedance, and ZL the load impedance.
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When the load is not matched, part of the delivered power is reflected. A quantity

called return loss (RL) can be defined as the ratio of the incident power to the reflected

power expressed in dB.

RL = 10 log10

[
Pin
Pref

]
dB (3.10)

= −20 log|Γ| dB (3.11)

where Pin and Pref are the incident and reflected power respectively. In contrast to

most ”losses”, it is usually desired to make the return loss as large as possible.

Transmission coefficient T is defined as 1 + Γ, from which we define the insertion

loss (IL) between two points in a circuit expressed in dB.

IL = −20 log10|T | dB (3.12)

3.1.2 Distributed Versus Lumped Analysis of Electric Net-

work

In high-speed regime, conventional circuit theory based on Kirchhoff’s law, might not

be accurate in describing signal behavior. Depending on the electrical size of the

circuits, a distributed description of signal propagation is required. Circuit analysis

theory assumes that the physical dimensions of an electric circuit are negligible, i.e.,

much smaller than the electrical wavelength of the highest frequency present. As

the frequency of operation increases, the wave length decreases. At high enough

frequency, the wavelength becomes comparable to the circuit dimension. Under these

circumstances, one needs to treat the circuit as a distributed network rather than

a lumped network. The waveform at one point of the circuit is different than the

waveform at another point of the circuit. We develop here a set of guidelines that
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helps one decide when to use the lumped assumption and when to revert to distributed

treatment and analysis.

Using similar notations and approach as in [23]; Fig. 3.2 shows a lumped circuit

connected to the rest of the electric network with electric wires. If the total network

length is L, the relationship between circuit dimension and wavelength is governed

by the following set of equations[23]:

ℒ

Lumped 
element

Connection lead Connection leada b

t

f(t)

Figure 3.2: Waveform propagation through a network with lumped circuit

ν = ω
β

m/s (3.13)

TD = L
ν

s (3.14)

λ = 2π
β

m (3.15)

λ = ν
f

m (3.16)
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Φ = βL

= 2π
L
λ

rad

=
L
λ
× 360 deg

(3.17)

Where, ν is the phase velocity, TD is the time delay the signal takes to travel from

point a to point b, ω is the radiant frequency, λ is the signal wavelength, β is the

phase constant, and Φ is the phase shift caused by propagation along the leads. It

takes the waveform a distance of one full wavelength for the phase to shift by 360 deg.

A practical rule of thumb is that for any distance smaller than λ
10

, the traveling wave

incurs a negligible phase shift and the distance is said to be electrically short. For

any electric circuit whose size is smaller than λ
10

, it can safely be assumed to be a

lumped-circuit and its behavior can be analyzed with Kirchhoff’s law.

3.2 Signal Integrity Impediments in the Design of

High-speed Channels

The propagation characteristic of a transmission line is governed by equation 3.3

as previously stated. However, there are conditions for which the transmission line

behaves very similar to ideal lossless case. The case of low-loss transmission line

is well approximated by lossless transmission line in terms of impedance, speed of

propagation and phase constant. We summarize the special cases of lossless, low-loss

and the general case in Table 3.1.

Note that the equations for β, Z0, and phase velocity Vp are identical for lossless

and low-loss cases.

More importantly, we can see that phase velocity is independent of w (hence f )

which means that the propagation along the transmission line does not suffer from
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the known dispersion spread that occurs for more lossy transmission line.

For the general case, speed of propagation is frequency dependent as seen in the

case of lossy transmission line. This effect is the dispersion effect; and it is getting

more severe as frequency increases. The dispersion simply means that low harmonics

travel slower that the high harmonics. A digital pulse traveling into a dispersive

medium would go through a spread and its pulse width widens at the receiving end.

Table 3.1: Propagation characteristics of common transmission lines

Z0 β α Vp

The lossy line
√

R+jwl
G+jwC

Im(γ) Re(γ) ω
β

The lossless

line

√
L
C

ω
√
LC 0 1√

LC

The low-loss

line

≈
√

L
C

≈ ω
√
LC 1

2
( R
Z0

+GZ0) ≈ 1√
LC

3.2.1 Intersymbol Interference

Digital pulses in theory, have an infinite bandwidth and therefore cannot propagate

in physical medium of finite bandwidth unless a certain degree of distortion can be

tolerated. The combination of the intrinsically large bandwidth of digital signals

and the limited bandwidth of the channels, like transmission line RC effects, results

in a bit smearing into the subsequent bit or even into many subsequent bits. The

sampling of the bit being transmitted might happen before the precedent bits have

completely settled. This phenomena is called channel memory effects in communica-

tion. The channel ”remembers” the previous bit. A widely used technical term for

this phenomena is intersymbol interference (ISI) and is represented pictorially in the
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Fig. 3.3.
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Figure 3.3: Bits smearing due to ISI in the interconnect channel[24].

ISI is aggravated with increasing speed. As unit interval gets smaller with increas-

ing bit transfer rate, the pulse has little time to completely discharge or charge-up

the line capacitance, which increases the chance of smearing. It is also known that ISI

is very dependent on the pattern sequence. For example, if we compare a clock-like

bit pattern ’1010101010” to the ”1111011111”, we can see that in the latter pattern,

the signal has enough time to fully charge up to the ”1” logic voltage level after five

consecutive ones, then quickly goes into a ”0” before it goes back to one. The transi-

tion to zero would likely not have enough time to fully discharge before it transitions

back into a ”1”. That ”1” will feel the reminiscent charge from the short ”zero”. For

the case of the clock pattern, the logic ”1” was short and most likely the signal did

not rise all the way to the full voltage level, then it transits to ”0” with a charge that

most likely can be discharged in one UI before the next ”1’ happens. ISI is clearly a

data-dependent class of noise.
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3.2.2 Crosstalk

As computing systems are getting denser, designers need to cram more channels into

an increasingly crowded real estate. Routing traces close to each other results in

electromagnetic coupling between them. The coupling could be capacitive and/or

inductive coupling. Crosstalk is the electromagnetic interaction between the nets of

electric network.

In modeling the crosstalk, the aggressor net is the net carrying the signal while the

victim is the quiet neighboring net feeling the coupling. Capacitive coupling occurs

via mutual capacitance that appears between the aggressor and the victim nets. It

results into the injection of a current onto the victim line proportional to the rate of

change of voltage on the aggressor line. Therefore, the impact of mutual capacitance

increases with the speed of the aggressor and gets more significant at higher frequency.

Mutual inductance injects current from the aggressor line into the quiet line by

means of the magnetic field. That results in the injection of a voltage noise onto the

victim that is proportional to the rate of change of the current on the driver line.

Similar to the capacitive coupling, the impact of inductive coupling increases with

frequency.

Fig. 3.4 (a) shows nets arranged in an aggressor net, where the signal is launched,

and a victim net, where the amount of coupling caused by the aggressor is measured.

Fig. 3.4 (b) is a model of the coupling[25]. Current change at the aggressor net causes

voltage drop at the victim net via inductive coupling. Similarly, voltage change the

voltage change at the aggressor net, generates current in the victim net via capaci-

tive coupling. Crosstalk can be divided into far-end crosstalk (FEXT) and near-end

crosstalk (NEXT) in reference to the terminals of the victim net with respect to the

aggressor.
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(a) Coupled transmission lines
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L11

L22

C1

C2

Cm

(b) coupling model

Figure 3.4: Coupled transmission lines (a) Layout, (b) Electrical model [25].

From the equivalent model of the two coupled lines, the current and voltage rela-

tion can be described as

ICM = Cm
dVagg
dt

(3.18)

VLM = Lm
dIagg
dt

(3.19)

Inear−end = I(LM) + Inear−end(CM) (3.20)

Ifar−end = Ifar−end(CM)− I(LM) (3.21)

where ICM is the current flowing into the mutual capacitance, Cm is the mutual

capacitance between the aggressor and the victim transmission lines, VLM is the

voltage across the mutual inductance Lm, Inear−end is the near-end current flowing

into the victim line, and Ifar−end is the far-end current flowing into the victim line.

It can be shown that the solution to the electromagnetic wave propagation in

two coupled lines can be decomposed into two orthogonal modes, namely odd mode

and even mode propagation. Each mode is analyzed separately, then we use linear
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superposition techniques and recombine them for the final solution.

Fig. 3.5 shows the decomposition of the coupled transmission line pair into even

and odd modes and their respective field distribution. In odd mode, the two lines are

excited with opposite waveform polarities. The two lines are coupled to each others

as well as to the return path. The field lines are distributed in a way dictated by

capacitive and magnetic coupling as result of difference in potential between the two

lines. A pictorial field line distribution is depicted in the Fig. 3.5 (a). The effective

capacitance and inductance in the odd mode are C11 +Cm and L11−L12 respectively.

In even mode, both lines are at the same potential, therefore no coupling current

flows between the lines and field lines around them are at equipotential configuration.

The effective inductance is L11 + L12.

It can be demonstrated that the odd and even parameters and impedances are

Ceven = C11 − Cm (3.22)

Leven = L11 + L12 (3.23)

Codd = C11 + Cm (3.24)

Lodd = L11 − L12 (3.25)

Zeven =

√
Leven
Ceven

=

√
L11 + L12

C11 − C12

(3.26)

Zodd =

√
Lodd
Codd

=

√
L11 − L12

C11 + C12

(3.27)

Since the modes have different inductance and capacitance parameters, their prop-

agation delays are different and read

TDodd =
√
LoddCodd =

√
(L11 − L12)(C11 + Cm) (3.28)

TDeven =
√
LoddCodd =

√
(L11 + L12)(C11 − Cm) (3.29)
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Figure 3.5: Odd and even fields distribution between two transmission lines [25].

where TD is the time delay for the signal to propagate down the transmission line. the

speed of the two modes are equal if L12

L11
= Cm

C11
. This condition is true in homogeneous

transmission line, such as stripline. For microstrip lines, part of the field propagates

in the air and part propagates inside the dielectric which causes odd and even mode

waves to propagate at different speeds, and results into a modal induced crosstalk at

the far end.

Practical analytic expression for FEXT and NEXT could be derived assuming

that the lines are lossless, and properly terminated so that there is no reflection. In
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that case, it is possible to develop simple crosstalk formulas to be[25]

NEXT = 2Kb td
dVa
dt

(3.30)

FEXT = Kf Length
dVa
dt

(3.31)

Kf = −1
2

(
L12

Z0
− Z0|C12|

)
(3.32)

Kb = 1
4
√
L11C11

(
L12

Z0
+ Z0|C12|

)
(3.33)

Z0 =
√

L11

C11
(3.34)

Crosstalk can cause two types of failures: delay induced failure and logic failure.

The delay induced failure happens when excessive crosstalk impacts the bottom line

timing margin and causes violation of setup or hold time. This is increasingly likely

to happen as memory unit interval shrinks with every generation of the protocol.

Logic failure happens when voltage and current induced noise causes an excessive

glitch on the line which in the severe situation causes a false ”1” or a false ”0”, and

results in higher BER.

3.2.3 Skin Effects

As the frequency increases, the current density tends to get higher toward the surface

of the conductor and decreases with greater depth in the conductor. For high-enough

frequencies, the current flows mainly in a very shallow layer at the surface of the

conductor. The skin depth is defined as the depth from the conductor surface to the

point where the current density falls to 1
e

of its value at the surface and is defined

in equation 3.35. The skin effect causes the resistance to increase as function of the

frequency according to the equation 3.36.

δ =

√
2ρ

ωµ
(3.35)

Rac '
ρ

Wδ
=

√
ρπµf

W
(3.36)
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3.3 Bandwidth and Frequency Content of Digital

Waveform

Digital signals are intrinsically high bandwidth signals. In fact an ideal digital signal

with zero rise and fall time has an infinite bandwidth, and in theory, requires a channel

with infinite bandwidth for a distortion-free transmission. In practice, a digital signal

has finite rise and fall time and can be approximated by a trapezoidal waveform as

shown in figure 3.6.

𝑨

𝟐

X(t)

τpw

τr τf

T

A

t

Figure 3.6: Trapezoidal waveform

To estimate the occupied bandwidth of a digital clock waveform x(t), it is in-

structive to expand it into its Fourier series under the trapezoidal assumption. Let’s

assume that the rise and fall time are equal, i.e τr = τf = τ . This assumption

greatly simplifies the mathematics while providing the same physical insights into

the frequency properties of digital waveform as the general case. The Fourier series
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Figure 3.7: Plot of the magnitudes of Fourier coefficients of a square wave

expansion is given by

x(t) = c0 +
∞∑
n=1

cn cos(nω0t+ θn) (3.37)

where ω0 = 2πf0 = 2π
T

. c0 is the DC component of the signal and is equal to the

average value of the waveform over one period:

c0 =
1

T

∫ T

0

x(t)dt (3.38)

In addition,

cn =
2

T

∫ T

0

x(t)e−jω0tdt (3.39)
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Figure 3.8: Plot of the envelope bounds of sinh(x)
x

on logarithmic axes

For τr = τf ,

c0 = A
tpw
T

(3.40)

cn = 2A
tpw
T

sin(nπtpw
T

)
nπtpw
T

sin(nπτ
T

)
nπτ
T

(3.41)

θn = −nπ (tpw + τ)

T
(3.42)

The Fourier coefficients of the trapezoidal pattern is a product of two sinc functions

sin(x1)
x1
× sin(x2)

x2
, one is a function of the pulse period and one is a function of the rise/fall
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Figure 3.9: Plot of the magnitude and bounds of Fourier coefficients for both the

trapezoidal and rectangular pulse of sinh(x)
x

on logarithmic axes

time of the pulse τ .

For the ideal case of rectangular waveform, where rise time and fall time τ are

equal to zero, the Fourier coefficients expression can be derived from the trapezoidal

equation 3.38 - 3.42

c0 = A
tpw
T

(3.43)

cn = 2A
tpw
T

sin(nπtpw
T

)
nπtpw
T

(3.44)

]θn = −nπtpw
T

(3.45)

The amplitude of the Fourier coefficients is captured in the Fig. 3.7. The envelope

follows a sin(x)
x

function and goes to zero when πn
T

becomes a multiple of π at f =
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1
τ
, 2
τ
, ....

More insights can be gain if the |Cn| are plotted in a log-log plot as shown in Fig.

3.8. We plotted the envelop and the bounds. The bounds show that the spectrum

decreases at a slope of 20 dB per decade when x ≥ 1 and has a flat slope at 0 dB per

decade for 0 ≤ x < 1.

The trapezoidal and rectangular spectrum are plotted in the same graph shown in

figure 3.9 along with asymptotic bounds for both curves. We notice that the bounds

on the amplitude of the spectral coefficients start flat at 0 dB/decade from DC to the

frequency 1
πτpw

for the trapezoidal case . The rectangular bounds then decrease at a

rate of 20 dB/decade . On the other hand, the trapezoidal case decreases originally at

a rate of 20 dB/decade up to 1
πτ

, and then decreases at a rate of 40 dB/decade beyond

that. The shorter the rise/fall time, the more high frequency spectrum content shows

up in the pulse. The other finding is that the higher harmonics are attenuated more

that lower harmonics. This analysis suggests that bandwidth of digital trapezoidal

can be approximated by

BW ' 1

τ
(3.46)

3.4 Rectangular Waveguide

Waveguides are structures that are used to propagate electromagnetic waves. The

most common waveguides are circular and rectangular waveguides (RWG). In our

research, we used a structure widely known as substrate integrated waveguide (SIW).

SIW are very similar to RWG as we will see in upcoming sections. The main properties

of SIW can be easily derived from similar properties of RWG, hence the theory of

operation of RWG is relevant to our work before delving into SIW theory of operation.

We present here a summary of rules and equations that governs the operation of RWG,
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and subsequently, we present the theory of operation of SIW as well as the difference

between RWG and SIW.

A figure showing the geometry of RWG is shown in Fig. 3.10. To develop the

equations that describe the behavior of RWG, the following properties are assumed:

• The waves propagating inside the guide are time-harmonic waves with ejwt

dependence, where w = 2πf and f is the frequency of propagation of the wave.

• Waves propagate along the z-axis

• The largest edge of the guide is along the x-axis so that a > b

• The waveguide region is source free.

𝐴 = 𝜋𝑟2µ, ϵ

a

b

0 x

y

z

Figure 3.10: Geometry of a rectangular waveguide

The fields can then be written as[22]
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~E(x, y, z) = [~e(x, y) + ẑez(x, y)]e−jβz. (3.47)

~H(x, y, z) = [~h(x, y) + ẑhz(x, y)]e−jβz. (3.48)

where ~e(x, y) and ~h(x, y) are the transverse electric and magnetic field compo-

nents, whereas ẑez(x, y) and ẑhz(x, y) are the longitudinal electric and magnetic field

components.

Since we assumed a source free case in the guide region, Maxwell equations read

5× ~E = −jwµ ~H (3.49)

5× ~H = jwε ~E. (3.50)

The above equations 3.47-3.49 apply equally to transverse electromagnetic (TEM),

transverse electric (TE) and transverse magnetic (TM) waves. Since SIW can support

only TE propagation mode as we will explain in the SIW section, we will restrict the

RWG treatment to the TE mode. The objective is to develop the common theory that

is shared between RWG and SIW to help establish the analogy and subtle difference

caused by contiguous via rows on the wall side of the guide in SIW.

In TE modes, Ez = 0 and Hz 6= 0, the x, y components of the fields read[22]

Hx = −jβ
k2c

∂Hz

∂x
(3.51)

Hy = −jβ
k2c

∂Hz

∂y
(3.52)

Ex = −jwµ
k2c

∂Hz

∂y
(3.53)

Ey = jwµ
k2c

∂Hz

∂x
(3.54)

where Hz(x, y, z) = hz(x, y)e−jβz is determined by solving Helmholtz equation which
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reduces to the equation: (
∂2

∂x2
+

∂2

∂y2
+ k2c

)
hz(x, y) = 0 (3.55)

where k2c = k2 − β2 is the cutoff wavenumber. Solutions to equation 3.55 can be

written as

Ex = jwµnπ
k2cb

Amncos
mπx
a
sinnπy

b
e−jβz (3.56)

Ey = −jwµmπ
k2ca

Amnsin
mπx
a
cosnπy

b
e−jβz (3.57)

Hx = jβmπ
k2ca

Amnsin
mπx
a
cosnπy

b
e−jβz (3.58)

Hy = jβnπ
k2cb

Amncos
mπx
a
sinnπy

b
e−jβz (3.59)

where m, n are mode indices and can take on non-negative integer values with the

exception of m=n=0. The propagation constant is

β =
√
k2 − k2c =

√
k2 −

(mπ
a

)2
−
(nπ
b

)2
(3.60)

For the wave to propagate, β needs to be real, therefore

k > kc =

√(mπ
a

)2
+
(nπ
b

)2
(3.61)

The mode cutoff frequency fmn is given by

fcmn = kc
2π
√
µε

=
1

2π
√
µε

√(mπ
a

)2
+
(nπ
b

)2
(3.62)

fc10 = 1
2a
√
µε

(3.63)

3.5 Substrate Integrated Waveguide

Substrate integrated waveguide (SIW) is a relatively new interconnect technology

introduced in the early 1990’s[26]. It consists of two parallel metallic conductor plates

linked with two rows of metalized posts as shown in Fig. 3.11.
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SIW

Microstrip transition

Figure 3.11: Substrate integrated waveguide geometry and microstrip transitions cap-

tured from Ansoft HFSS.

It has been shown that with careful optimization of via post diameters and via

pitch, leakage of energy through side wall can be made negligible and SIW perfor-

mance can be made comparable to classic rectangular wave guides (RWG)[27]. In

contrast to RWG, SIW has the advantage of being compatible with printed circuit

board (PCB) technology.

SIW interconnects have been used in microwave devices such as circulators, filters,

power dividers, resonators, antennas, phase shifters and more. A plethora of filters

with diverse topologies have been reported [28–37].

A variety of couplers have been successfully designed using SIW [38–43]. SIW have

been also deployed as a component in a system such as in six-port-based circuits[44–

48]. For digital application, SIW have been proposed in many works that we will

cover in details in section 4.1.3.
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3.5.1 Connecting SIW to Planar Circuits

SIW has demonstrated relatively smooth integration with traditional planar circuits.

Many techniques and schemes connecting the SIW to planar circuits have been de-

scribed in the literature. A microstrip-to-waveguide transition using an optimized

taper was demonstrated in [13, 49–52], and proved to be wideband and practical.

Coupling of two SIWs through an aperture was also demonstrated [53]. We chose the

taper transition from microstrip-to-SIW for its simplicity and efficiency. The taper

transition details are shown in the Fig. 3.12

Figure 3.12: Microstrip to SIW transition using taper.

A more formal and rigorous treatment of tapered lines can be found in [54]. The

transition between different sections of microwave interconnecting transmission lines is

modeled as multisection matching transformers. Using the theory of small reflections,
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the reflection coefficient of a taper can be approximated as

Γ(θ) =
1

2

∫ L

x=0

e−2jβx
d

dx
ln

(
Z

Z0

)
dx (3.64)

where L is the taper length, Z is the impedance of the taper, and θ = 2βL.

By optimizing Z(x), the reflection coefficient can be minimized. The general case

of an arbitrary Z(x) taper shape is difficult to model, and detailed analysis can be

found in [55]. However, two practical tapers can approximate transition between a

transmission line and a waveguide, namely the exponential taper and the triangular

taper. For the triangular taper, the reflection coefficient is

Γ(θ) =
1

2
e−jβLln

(
ZL
Z0

)[
sin(βL/2)

βL/2

]2
(3.65)

where Z0 is the impedance at x=0, and ZL is the load impedance.

The reflection coefficient for the exponential taper is

Γ(θ) =
lnZL

Z0

2
e−jβL

sin(βL)

βL
(3.66)

In both cases, we see that the reflection coefficient is a function of βL, which led us

to perform a geometry optimization for the design of our circuit taper. The simulated

reflection coefficient results for taper optimization can be found in Fig. 3.13

3.5.2 Substrate Integrated Waveguide Design Equations

Propagation characteristics of SIW structures are similar to those of rectangular

metallic waveguides, provided that the metallic vias dimensions and spacing are judi-

ciously designed such that the sidewall radiation leakage is negligible. The transverse

electric modes of SIW coincide with TE modes of rectangular waveguides, and the

propagation constants have similar expressions. The gaps between the via posts cre-

ate conductor discontinuity in the z-direction (wave propagation direction), and the
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Figure 3.13: Optimization of taper length L.

current cannot flow in the z-direction. As a result, the SIW does not support TM

mode propagation.

Due to the similarity between SIW and rectangular waveguide, a set of design rules

and constraints have been developed for dimensioning SIW components perturbation

from their rectangular waveguide counterpart. Empirical formulas for mapping RWG

into SIW had been proposed in [27] [56]and refined in[57] and are reproduced here

WSIW = Weff = WRWG − 1.08
d2

5
(3.67)

where WSIW is the width of the SIW; WRWG is the equivalent rectangular waveguide

used as reference to generate the SIW; and d is the diameter of the SIW wall vias.
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The SIW cutoff frequency reads

fc =
c

2
√
εr

(
Weff −

d2

0.95s

)−1
(3.68)

provided that

s <
λ0

2
√
εr

(3.69)

and

s < 4d [58] (3.70)

where c is the speed of light in the vacuum, εr is the dielectric permittivity, s is the

center-to-center separation between two adjacent vias, and λ0 is the wavelength in

free space.

These empirical design formulas constitute a good starting point for the design

of the desired SIW. Then, using a fullwave field solver the design is fine tuned and

optimized.

3.5.3 Physics of SIW

As explained earlier, SIW does not support the propagation of TM modes. For TE

modes, SIW circuit is described by the same physical equations and constraints as the

metallic waveguide. TE10 is the dominant mode in SIW. We designed and simulated

an X-band SIW. The magnitude of the dominant mode along the guide is shown in

the Fig. 3.14.

The loss mechanisms in SIW

Three loss mechanisms occur in SIW: metal conductivity loss, dielectric loss and

radiation loss. The radiation loss is a characteristic of the SIW whereas conductor

and dielectric loss occur in both the SIW and the RWG.
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Figure 3.14: Magnitude of the dominant TE10 electric field in SIW at 9.0 GHz.

The conductor loss is caused by the finite conductivity of the metal planes and

the vias. It is given by:

αc(f) =

√
πfε0εr
h
√
σc

1 + 2(f0
f

)2 h
Weff√

1− (f0/f)2
(3.71)

where h is the substrate thickness, ε0 is the dielectric permittivity of vacuum, εr is

the relative dielectric permittivity of the substrate, f0 is the cutoff frequency of the

SIW, f is frequency of the propagating wave, and σc is the metal conductivity.

The dielectric loss is related to the loss tangent tanδ of the dielectric substrate.

The SIW has the same loss mechanism as the RWG, and the formula is given by:

αd =
πf
√
εr

c
√

1− (f/f0)2
tan δ (3.72)

where c denotes the speed of light in the vacuum.

In the SIW, in contrast to the RWG, the side walls have gaps between the vias that

comprise the side walls. This gap allows electromagnetic energy to leak in the form
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of radiation, a phenomena that does not exist in conventional waveguides. Authors

of [59] developed an empirical formula given by:

αR =
1
w

(
d
w

)2.84
4.85

√[
2w
λ

]2 − 1

[
dB

m

]
(3.73)

where λ is the wavelength of the guided wave.

Understanding the impact of geometrical parameters on SIW performance is im-

portant. These parameters can have non negligible effects on the quality of the design.

The dielectric thickness, h is directly related to conductive loss of the SIW. As h

increases, the metal surface of the SIW increases and current density decreases which

decreases the conductive loss. The current density |J | is proportional to
√
h while

|J |2 is proportional to h. Since conductor loss is inversely proportional to |J |2, it

varies proportional to 1
h
.

The diameter d of the via has very little effect on the conductor loss, since most

of the current flows on the top and bottom metal layers.

Conductor loss is directly proportional to the separation parameter s between two

consecutive via posts. Shrinking the spacing between two vias results in augmenting

the overall copper surface used by the current. Hence, the current density is reduced

and conductor loss is reduced accordingly.

Radiation loss is also proportional to the separation parameter s. As separation

increases, the electromagnetic field confinement to the guide decreases and more fields

are radiated from the slots between the posts. The Fig. 3.15 capture the simulation

results for conduction, radiation and total loss of the SIW, as a function of frequency.
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Chapter 4

LITERATURE REVIEW

The past decade has seen enormous efforts to resolve memory wall bottleneck. A

representative sample can be found in [6, 60–71].

Approaches to memory wall issue are predominantly a combination of incremental

architecture improvement with circuit techniques that mitigate crosstalk, ISI and SI

noise. The work [72] is a representative sample that typifies the proposals attempting

to alleviate memory bottleneck. This is done mainly through using advanced noise

cancellation techniques, preemphasis and equalization to mitigate SI obstacles that

we explained in section 3.2.

A group of researchers adopted the use of differential signaling to replace the

conventional single-ended multidrop signaling that dominates DDR interface[62, 63,

73] while other researchers chose to switch to optical interconnect[74–76].

As far as we are aware, we are the only researchers to use SIW for DDR in-

terconnect. However, there are a number of works that uses SIW for high-speed

signaling[77–83].

In the following section, we present a concise summary of representative works. We

detail their contributions, highlight their achievements, and identify the opportunities

to improve upon the art.
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4.1 Work on Memory Architecture and Through-

put

4.1.1 Electrical Solution Proposals

Among the many proposals introduced in the last decade, fully buffered DIMM (FB-

DIMM) is probably the most hyped one. At the initiation of the standard, it was

presented as the ultimate solution to the memory shortcomings. What is interesting

about FB-DIMM from a research perspective is that it is an eloquent illustration of

the challenges, difficulties, and conflicting constraints that the memory standard can

pose. The standard was adopted by JEDEC in 2004-2005 time frame. The latest

version on JEDEC site is JESD206 2007[21] revision. The standard aims to resolve

two major obstacles faced by the standard DDR interface, namely:

• Capacity: The number of DIMM per channel is reduced with every higher speed

generation. DDR2, allows up to 2 DIMMs per channel. DDR3 and DDR4 are

limited to 1 DIMM per channel. One of the FB-DIMM standard goal is to enable

a scalable architecture that allows user to scale-up the number of DIMMs to

meet their system needs.

• Transfer rate: The per-pin transfer rate quickly leveled off due to multidrop

signaling and the excessive SI noise in transmission line with increasing speed.

The fly-by architecture alleviates some of the SI obstacles of multidrop topol-

ogy, but it is still limited by transmission line attenuation and by the stubs

that branch out from the transmission line into SDRAM devices. FB-DIMM

objective is to solve the per-pin speed disparity between DDR and serial IO.

In order to resolve these fundamental architecture limitations, FB-DIMM com-

mittee adopted an approach where the DDR signals on the DIMM are connected to
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Figure 4.1: Fully buffered DIMM architecture [84].

the controller through a buffer on the DIMM, and the DIMMs are interconnected

differentially as illustrated in Fig. 4.1.

The details of FB-DIMM operation is explained below:

• Each DIMM comprises a logic control block called advanced memory buffer

(AMB) responsible for interpreting the packetized protocol and controlling the

DRAM devices on each DIMM .

• Unlike the parallel bus architecture of traditional DDR, FB-DIMM has a point-

to-point serial interface between the memory controller and the AMB. This

results in increase in the memory bandwidth. The controller does not write

directly to the memory, but through the AMB. The communication is enabled

by a narrow daisy chained point-to-point serial protocol. Fig. 4.2 shows a
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functional diagram AMB and surrounding logic.

• The AMB performs compensation for signal attenuation by buffering, and re-

sending the signal. The advanced memory buffer includes two bidirectional link

interfaces using high-speed differential point-to-point electrical signaling.

• The southbound input link is 10 lanes wide and carries commands and write data

from the host memory controller or the adjacent DIMM in the host direction.

The southbound output link forwards this same data to the next FB-DIMM.

• The northbound input link is 13 to 14 lanes wide and carries read return data or

status information from the next FB-DIMM in the chain back towards the host.

The northbound output link forwards this information back towards the host

and multiplexes-in any read return data or status information that is generated

internally.

At first glance, this standard promises to solve both capacity and speed bottleneck

of DDR interfaces with high fidelity signals. Indeed, FB-DIMM [84] succeeded in

considerably exceeding the speed and density of mainstream DDR3/4. Unfortunately,

the complex logic of AMB, the frequent need for the costly operation of regenerating

and compensating signals, resulted in the generation of excessive level of heat and

unacceptable power dissipation. A 32 GB FB-DIMM channel using fully populated

8 DIMMs consumes up to 90 watts. Work in [65] showed that FB-DIMM consumes

over 800% more power than a comparable DDR memory. The standard ultimately

failed and was quickly abandoned.

Work reported in [63] and in [71] proposes a technique where the transmission of

both the baseband and a non coherent ASK modulated RF signal is done using the

same physical channel. An on-chip transformer couples the signals between memory
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Figure 4.2: Advanced memory buffer bloc diagram [85].

controller and the channel. Another transformer at the receiving end is responsible

for coupling the memory signals to the receiver. Two sets of transmitters and two

sets of receivers are needed to convey the signals. One baseband Tx and one RF

transmitter. Similarly, one baseband receiver and one RF receiver are needed to

receive the signals. The RF signal at the transmitter side is up-converted using a

local oscillator and a mixer. At the receiving end, the signal is multiplied by a copy of
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Figure 4.3: Noncoherent ASK memory interconnect [63].

itself to generate the original baseband. A filter at the receiver removes the RF result

of the multiplication. Since the BB and the RF are far apart on the spectral scale,

they can travel simultaneously on the channel without coupling. A block diagram of

the proposal is shown in Fig.4.3.

The authors choose ASK for ease of implementation and to avoid the bit to symbol

conversion. This choice negatively impacted the throughput since ASK is only capable

of carrying one bit per symbol. The scheme enables carrying half of the data onto

normal baseband signaling and the other half onto ASK RF carrier. This arrangement

helps reduces the total physical signals to half that of conventional memory bus. This

comes with the penalty of considerable complexity of the transmitter and receiver, the
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coupling transformers and the additional logic to handle synchronization and signal

recovery. An obvious shortcoming of the work is that it uses only one RF band out

of many possible bands, resulting in loss of bandwidth and missing opportunity to

maximize throughput. The authors acknowledged this weakness in the most recent

version of the work[71].

One other issue is that signals are not identical at the receivers. The data that

comes from the RF side suffers from common mode noise and RF impairment. The

data transmitted on baseband suffers from the usual transmission line attenuation

and signal integrity impediments. This incoherence might result into different kind

of bit errors that confuses the receiver. The main shortcoming of this approach is

that it remains fundamentally identical to conventional memory bus when it comes to

maximum data rate possible. The new bus is limited by the transmission line lowpass

transfer function and hence is limited to saturate at 4-5 Gbps.

Work in [62] uses low-swing voltage-mode differential signaling with forwarded

clock instead of classical PLL/DLL clock recovery. Data link is a differential bidirec-

tional point-to-point channel. The controller is augmented with transmit and receive

phase mixers responsible for skew compensation. The skew is inherently caused by

high-speed differential signaling. The phase mixers operate from three fully differen-

tial clocks spaced at 60◦ intervals and generate six phase chunks spanning one unit

interval. A fourth differential clock is also needed for logic operation. The proposal

achieves a data rate of 4.3 GB/s.

The use of differential signaling and complex mixers, phase interpolator and logic

to de-skew signals came at a high per-bit power cost. In order to keep the power under

control, the authors needed to restrict the bus to 8 bits-wide interface and to reduce

the number of control and command signals. In addition, the authors implemented

very complex logic with multiple power state levels that are automatically enabled or
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Figure 4.4: Memory transceiver with crosstalk suppression scheme [60].

disabled to reduce power consumption.

Work reported in [60] is illustrated in Fig. 4.4. At the transmitter, data goes

through a preemphasis circuit and is then serialized via a 4:1 multiplexing stream.

The preemphasis step is used to reduce high speed ISI noise while the serializer boosts

the speed. The serial interface runs at 5 Gb/s after muxing 4 parallel inputs at a

speed of 1.25 Gb/s each. At the receiver side, the reverse operation happens. A

serial-to-parallel operation is performed by a 1:4 DEMUX block.

To reduce the jitter, a multi-phase DLL generates 8 evenly-spaced clocks. The

DLL selects the output clock edge which is closest to the reference clock edge, and
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Figure 4.5: DDR transceiver with skew cancellation [86] (a):Transceiver architecture

(b): Skew detector circuit

hence reduces the jitter. A phase detector and a phase adjuster at the receiving end

align the sampling clock to the middle of the data bit.

The different channels are laid out in a staggered fashion and use clocks derived

from independent clock domains. By controlling the relative phase offset between

different channel clock domains, the crosstalk is reduced substantially. Since the dif-

ferent channels use clocks originating from different domains, the staggering of traces

from two different channels acts as mutual shield and a return path for signals. The

configuration behaves in a similar manner as if it was designed to be a ground-signal-

ground-signal configuration and effectively double the separation between signals from

the same channel.

As explained earlier, the aggressor channels toggle with a controlled phase shift

that lands at the middle of victim channel unit interval. Therefore a glitch appears at
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the middle of the victim eye pattern. The interface is equipped with a glitch canceling

unit which consists of a transition detector and a sub-driver . The measurement of the

eye diagram with and without crosstalk canceling mechanism and staggering topology

shows an improvement of about 15 mV in eye opening and a reduction of more than

20 ps in total jitter compared to conventional memory bus.

Another work whose block diagram is shown in Fig. 4.5 is reported in[86]. The

work in [60] and the work in [86] use very similar approaches. They achieve im-

provements in memory controller and augment them with ISI and noise cancellation

capabilities. However, improvement is marginal due to excessive power penalty in-

herent with equalization and noise cancellation circuitry.

4.1.2 Optical Interconnect Memory Proposals

In the work reported in [75], the system is composed of a microprocessor implemented

on a field programmable gate array (FPGA). The microprocessor communicates with

three optically-connected memory modules via a wavelength-stripped 4 x 4 hybrid

packet and circuit-switched optical network. Eight 10-Gb/s transceivers and eight

wavelength channels are modulated and then combined using wavelength-division

multiplexing (WDM) to generate a 240 Gb/s aggregate memory bandwidth (80 Gb/s

per channel times 3 channels). Fig. 4.6 shows a diagram of the proposed optically

connected memory module.

A Xilinx Virtex-V FPGA controls output connections and process the appropriate

packet or circuit-switching routing information.

The circuit-switching protocols uses an electronic control plane while all packet

switching is performed optically through the use of dedicated header wavelengths.

The experimental setup is shown in Fig. 4.7. The authors report error free

memory traffic of 10 Gb/s on each port with clean eye diagrams. 24% of the traffic
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Figure 4.6: Optically connected memory module[75]

Figure 4.7: experimental setup[75]

uses circuit-switching mode rather than packet switching mode. This proves that

the ability to select the mode based on the message length has a positive impact on

reducing memory latency.

The proposal requires assembly of a set of bulky and complex optical and electrical

circuits in order to operate adequately. Below is a partial list of the circuits required

for operation:

- An optical network which consists of 4x4 or 2x2 switching fabric nodes using a

set of semiconductor optical amplifier nodes

- Many optical couplers

- Many optical splitters
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- A WDM multiplexer

- A set of optical transceivers

The solution exhibits the classical limitations of optical interconnect. It is too

bulky, non scalable, and requires a complex aggregation of circuits to work. A big part

of the circuits are optical devices known for incompatibility with planar technologies.

Hence, it is very difficult to integrate them with electrical circuits in a compact

manner. However, it remains a good solution if deployed to a large system such as

a commercial networking hub or data center where the system requires a long-haul

interconnect. For small system and mainstream computing platform, the solution is

not practical.

In the work[74], the authors deploy an optical all passive solution for row address

selection (RAS) and columns address selection (CAS) logic in memory matrix. The

logic implements the selection using a WDM scheme.

The optical SRAM unit uses a 2-bit-long wavelength division multiplexing (WDM)

WL address and four wavelengths. The optical word is broadcasted into the the four

access gate modules (AG). Each RAS row output signal is injected into the respective

SRAM row AG that controls the access to the incoming WDM optical word.

The full logic truth table is shown at the bottom of the Fig.4.8. The proposal uses

a wavelength filtering matrix, an array waveguide grating that forms the CAS unit, a

cross-phase modulation semiconductor optical amplifier Mach-Zendher interferometer

modulator used as access gate, an optical cache peripheral circuitry using silicon-on-

insulator ring resonators. The proposal achieved 10 Gb/s for a 16 x 4 optical SRAM

bank. We briefly summarized the architecture of the row and column address selection

unit implemented by the authors, however it is worth mentioning that the circuit is

only for row and column address. If we add to that the optical-electrical required

interface between the CPU and the memory bank, one can gauge the complexity of
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Figure 4.8: 4 x 2 Optical SRAM bank architecture[74]

the overall system.

The authors could not implement part of the circuits using the mainstream CMOS

process and they needed to reverted to a SOI process instead. This demonstrates

again the integration difficulties typically associated with all the optical interconnect

initiatives.

The proposal is interesting conceptually, however, it is very complex and bulky as

a result of difficulty in making optical and optical-to-electronic conversion circuitry

compatible with planar process.
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4.1.3 High-speed Interconnect Using Substrate Integrated

Waveguide

As mentioned earlier, there is no proposal in the prior art literature that uses SIW

for memory interconnect. Therefore, this section is a survey of the most important

literature describing the use of SIW as a high-speed digital interconnect.

SIW was originally proposed by [26] in 1994. It is used mainly to replace rectan-

gular waveguides in the objective of miniaturization of RF and microwave circuits.

SIW application as an interconnect had been report as early as 2006[77] where

the bandwidth of SIW is characterized. The work also studied the fundamental

phenomena of crosstalk and coupling between adjacent SIWs. Effects of 45◦ and 90◦

bends were also characterized and reported in that work.

A 7.6 cm-long SIW operating at a center frequency of 50 GHz where the input

and output are coupled via two coaxial lines terminated with short vertical probes is

described in [77]. The authors also fabricated two extra 12.7 and 25.4 cm-long SIWs

used to extract the loss per cm in the SIW. At midband, the measured loss is of 0.31

dB/cm.

Also in [77], a set of two SIWs that share one via row is fabricated and measured to

characterize the crosstalk between two adjacent SIWs. The measured crosstalk is 0.2%

when the two SIWs are transmitting in the same direction. When the transmitting

and receiving ports of the two SIWs are at opposite ends, the crosstalk is 1%.

The authors demonstrated that if the arc in 45◦ and 90◦ bends is designed carefully,

the S-parameters of the SIW with bends matches the s-parameters of the straight

SIW. The straight SIW, the SIW with 45◦ bends, and the SIW with 90◦ bends achieve

crosstalk performance better than -30 dB over the entire bandwidth.

In the work [79], the authors propose to use SIW as high-speed interconnect. A
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Figure 4.9: 7.6-cm SIW interconnect test structure[77]

transmission line is embedded inside the SIW to carry signals from DC all the way

to the transmission line bandwidth (about 6.6 GHz for the stripline). The fabricated

circuit consists of a 48 mm long SIW that embeds an equally long 50-Ω microstrip.

The substrate is a Rogers 4003C material, 0.76 mm thick and with a guide width of

5.8 mm. The SIW transmits the high-frequency signals (from 13.9 GHz to 29 GHz

) using an up-converter mixer and an amplifier at the transmit end and a down-

converter mixer and filter at the receiving end. Because the interconnect supports

both DC and high-frequency, the authors call it hybrid. The SIW achieves 15 GHz

bandwidth with insertion loss of 2.65 dB or less. Isolation between the transmission

line and the SIW is measured to be about 20 dB. A pulse pattern generator generates

10 Gb/s NRZ PRBS pulse stream for both the SIW and the transmission line. The

aggregated throughput is 20 Gb/s.

It is not clear though from the paper how the transmission line achieves a 10 Gb/s

transfer rate while the authors stated that the bandwidth is of 6.6 GHz. Our guess

is that the microstrip performs well even beyond the 3 dB attenuation point due to
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Figure 4.10: S21 characteristics of 45◦ and 90◦ bend SIW interconnect test

structure[77]

the short length of the link (48 mm).

Fig. 4.11 shows the circuit and the experimental characterization setup.

In a different work [80], the authors propose to leverage multi-mode guiding prop-

erty of the SIW. Similar to the RWG, many modes can propagate into the guide.

TE10 and TE20 are orthogonal modes; if excited properly they can form the basis

for a dual channel interconnect medium with large bandwidth and the advantage of

enabling dual-channel communication using a single physical channel.

The excitation of TE20 requires a differential feed. This causes the multi-mode

guide to become very sensitive to common-mode noise. To avoid the generation of

common-mode noise, a balun that connects the single mode guide with the dual-

mode guide is designed. The purpose for the balun is to provide a perfect 180◦ phase

between both inputs of the TE20 guide. Fig. 4.12 shows the designed circuit and the

characterization setup.

The authors demonstrated a simultaneous transmission of PRBS signals of 1 Gb/s
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(a) Circuit layout (b) Characterization setup

Figure 4.11: Hybrid substrate integrated waveguide [79]

each onto TE10 and TE20 channels with very good isolation.

The excitation of the second mode is very sensitive to unbalance in the balun. The

author did not show the coupling noise when manufacturing imperfections causes the

balun differential output to have some level of asymmetry. Also, the necessity to

provide different up/down conversion circuitry and filtering adds a lot of complexity

to the design and requires a sophisticated synchronization mechanism.

Although the concept is elegant, we believe that the reasons described above

limited the data rate to 1 Gb/s.
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Figure 4.12: Experimental setup for characterization of multi-mode SIW [80].
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Chapter 5

MULTICARRIER MEMORY CHANNEL

ARCHITECTURE

5.1 Interconnect Proposal

Our interconnect proposal consists of using SIW interconnects to transmit DDR sig-

nals. The proposal takes advantage of the large bandwidth of SIW channel, and

multiple DDR signals are transmitted in parallel on the same SIW channel by mod-

ulating them onto RF carriers and using frequency division multiplexing scheme.

Experimental validation, which is detailed in section 6.5, shows that by using 64-

QAM modulation, as few as 1 SIW can transmit all 72 data steams (64 data + 8

strobes).

We elected to demonstrate operation of an interconnect at X-band with center

frequency at 9.0 GHz. This choice is a balance between compactness and cut-off

frequency. Rogers Duroid R©5880 dielectric was chosen due to its good quality and

small loss tangent at this frequency. Dimensions and design parameters of the SIW

structure are summarized in Table 5.1

5.2 Performance of SIW-based DDR Interconnect

In our proposed DDR channel, we plan to use SIW as the interconnect between

memory controller and SDRAM devices. To validate that this approach has merit,

we performed a signal integrity evaluation of the channel. For that purpose, we used
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Table 5.1: SIW design parameters

Parameter Value

Dielectric Rogers RT/Duroid 5880

Dielectric Constant ε 2.2

Loss Tangent 0.0009/@ 10GHz

Guide Frequency 9.0 GHz

Frequency BW target ≥ 7.0 GHZ /@ -10dB

Via Radius 0.4 mm

Via to Via Spacing ( center to cen-

ter)

1.2 mm

SIW Width 25.62 mm ∼1.0 in

SIW length 12.0 mm

Substrate height 0.762 mm (30 mil)

the full wave 3D field solver Ansys HFSS to simulate the structures.

5.2.1 Performance of Data and Strobe Interconnect

An SIW interconnect is shown in Fig. 3.11. Design parameters are listed in Table

5.1. In the HFSS simulations, the SIW is excited at the input waveport and its

response is measured at the output waveport. The structure is enclosed in a box

that extends laterally and vertically for a distance longer than λ
4

to avoid any non-

physical reflections. We used 0.018 mm (1/2 oz) copper layers at the top and bottom

plates of the SIW. The vias are made of copper as well. As many as three modes

are allowed to be excited at each port. This enables modeling of coupling between

higher order modes and the fundamental mode. Fig. 5.1 shows S11(dB), S21(dB)

and normalized propagation constant of the SIW channel. The structure has a cut-off

frequency around 4.7 GHz.

Despite similarities between RWG and SIW, there is a distinct difference in the
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modes that can propagate in both structures. In SIW, the space between via posts

is filled with dielectric, and current can not flow in the direction of propagation.

Therefore only TEm0 modes can be supported in SIW. For WR-90 and its equivalent

SIW, modal cut off frequencies are given by:

fcRWG
=

1

2a
√
µε

(5.1)

fcSIW
=

1

2aSIW
√
µε

(5.2)

Design rules used in this paper for optimal SIW performance are summarized in

Table 5.2.

Table 5.2: RWG and SIW design guide comparison

RWG Design Equation SIW Design Guide

RWGWidth = aRWG aSIW = aRWG − 1.08d
2

5

+ 0.1 d2

aRWG

fmc0 = m
2a
√
µε

fmc0 = m
2aeq

√
µε

γm0 =
√

( mπ
aRWG

)2 − ω2µε γm0 =
√

( mπ
aSIW

)2 − ω2µε

λg = λvac√
εr(1−( f

fc
)2

λg = λvac√
εr(1−( f

fc
)2

NA Post Diameter d ≤ λg
4

NA Post Pitch (center to center)

P ≤ 2 d or λ
2
. P= 1.2 mm

(47.2 mils) in our case

The SIW propagation characteristic of the TE10 mode is shown in Fig. 5.1.

Propagation constant shows highly dispersive behavior in the vicinity of the cut-

off frequency, and more or less linear behavior in the rest of the band. This suggests

that signal propagation will not show dispersive behavior if the operating frequency
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Figure 5.1: Performance of SIW DQ/DQS signal using Ansoft HFSS.
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Figure 5.2: Ohmic loss of SIW with varying guide length
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is judiciously selected to be far above the highly dispersive frequency range.

Since the TE30 field maxima location coincides with the maxima of the funda-

mental mode, this mode shows higher coupling to the fundamental mode than TE20

as shown in Fig. 5.4. Therefore, interconnect performance is affected mainly by TE30

mode.

Depending on system topology, total interconnect length varies from one system

to another. Fig. 5.2 shows attenuation constant of SIW for guides with lengths from

32 mm to 40 mm (1.26 in to 1.575 in). We can see that in the frequency range of

interest, attenuation constant is negligible and does not show dependence on guide

length.

To connect the waveguide to the SDRAM and/or to the DDR I/O, we use a ta-

pered microstrip to SIW transition as shown in Fig. 3.11. This is known to cause

some signal degradation due to impedance mismatch caused by discontinuity intro-

duced in the H-plane. With careful design of the transition and optimization of taper

dimension, the loss is greatly minimized. We performed full 3D optimization of ta-

per dimensions and we achieved an insertion loss better than 10 dB and a return

loss of ∼ -0.4 dB over the entire channel bandwidth. Fig. 5.3 shows results of SIW

with optimal taper dimension. This result is in line with performances reported in

literature[49–51].

Coupling to higher modes is negligible. Intensity of TE30 is below -18 dB across

the entire bandwidth of the channel, and TE20 is below -60 dB.

In DDR3 and DDR4, strobe is implemented using differential logic. Simulations of

data/strobe performance show that SIW is very immune to skew and noise, therefore,

we propose to exclusively use single ended topology for the strobe. This is a significant

benefit in comparison to conventional DDR signaling. It enhances power efficiency of

the interface and reduces the number of required signals by 8 pins.
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Figure 5.3: SIW s11(dB) and s21 (dB) with optimal taper dimensions (L=3.52 mm,

W=4.4mm) using Ansoft HFSS.

Figure 5.4: SIW mode coupling simulated using Ansoft HFSS.
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5.3 Multicarrier Memory Channel Architecture Pro-

posal

Fig. 5.5 shows the high level architecture of MCMCA.

Figure 5.5: Schematic of the multicarrier memory channel architecture proposal

At the transmitter, the memory signals are modulated into a symbol using one

of the popular digital modulation formats as appropriate. The symbols are then up-

converted onto different carrier frequencies fci that divide up the SIW bandwidth.

At the receiver, the signals are down-converted and then demodulated. We used fre-

quency division multiplexing to maximize the number of signals transmitted per SIW.

The channel is divided into a set of frequency bands and each symbol is modulated

into a carrier frequency. Spacing between symbols and choice of carrier frequency is

determined by the symbol rate and bandwidth occupied by each symbol.
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5.3.1 Details of MCMCA Signaling

The MCMCA channel shown in 5.5 can be modeled as digital communication channel

where data rate R is limited by signal power, noise power caused by noise interference

from the surrounding environment and by distortion related to the physical channel

limitations.

Shannon derived a formula that relates the capacity of a channel, i.e. maximum

data rate, to the signal to noise ratio under the assumption that the noise can be

modeled as additive white Gaussian noise (AWGN)[87]

C = B log2(1 + SNR) (5.3)

where C is the channel capacity in bits/s, B is channel bandwidth in hertz and SNR

is the signal to noise ratio.

In digital communication, a normalized version of SNR is rather used as figure of

merit. We define Eb as the bit energy which is the signal power S times the bit time

Tb. We define N0 as the noise power N divided by the bandwidth W, often termed

noise power spectral density. The bit rate Rb is the inverse of bit duration, Tb. The

figure of merit can be written as

Eb
N0

=
S

N

(
W

Rb

)
(5.4)

In communication theory, we assume that the systems are linear time-invariant

systems (LTI) for which the system response is fully described by the impulse response

by using the convolution theorem.

Knowing the impulse response, and using the superposition principles for linear

systems, the overall system response y(t) is given by the convolution relation

y(t) =

∫ +∞

−∞
x(τ)h(t− τ)dτ (5.5)

where x(t) is the system input, and h(t) is the system response to the impulse input.
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Quadrature amplitude modulation: Quadrature amplitude modulation (QAM)

is a digital modulation scheme that modulates both the phase and the amplitude of

a carrier wave. QAM belongs to the family of coherent M-ary modulation technique.

Instead of using a binary alphabet with 1 bit of information per symbol; it uses an

alphabet of M symbols. This technique is known for achieving higher transfer rate and

reducing required channel bandwidth. The number k of bits transferred per symbol

in an M-ary is

k = log2M (5.6)

therefore, for a fixed data rate, use of M-ary modulation reduces the required band-

width by a factor K. QAM modulation consists of two independent bit streams. Let

assume k is even, one (k/2)-bit stream modulates the cosine function of a carrier wave

and a second (k/2)-bit stream modulates the sine function.

ϕQAM = m1(t) cos(wct) +m2(t) sin(wct) (5.7)

at the receiver, each of the two signals is independently detected using matched filters.

QAM modulator and demodulator At the demodulator:

x1(t) = ϕQAM(t)2coswct

= (m1(t)coswct+m2(t)sinwct)2coswct

= m1(t) +m1(t)cos2wct+m2(t)sin2wct

The original signal m1(t) can be recovered by passing x1(t) through a low pass filter.

The sampling theorem

A bandlimited signal whose Fourier transform is zero outside a finite region of fre-

quencies beyond the frequency fm can be uniquely reconstructed by samples at a
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Figure 5.6: QAM modulation and demodulation diagram

sampling rate Ts for which Ts ≤ 1
2 fm

. The theorem states that a sufficient condi-

tion for reconstructing an analog signal out of discrete samples by establishing the

threshold sampling rate.

The sampling rate fs = 1
Ts

= 2 fm is called Nyquist rate.

5.3.2 Channel Design for Zero ISI

A necessary and sufficient condition for a bandlimited signal x(t) to have zero ISI is

Let

x(nT ) =

 1, n = 0

0, n 6= 0
(5.8)

is that its Fourier transform X(f) satisfies

∞∑
m=−∞

X(f +
m

T
) = T (5.9)

where 1
T

is the symbol rate.
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There are many signals that can satisfy this property. A popular signal that has

a raised-cosine frequency response is widely used in signal processing. The frequency

response of the raised cosine signal is

Xrc(f) =


T, 0 ≤ |f | ≤ 1−α

2T

T
2

[
1 + cosπT

α

(
|f | − 1−α

2T

)]
, 1−α

2T
< |f | ≤ 1+α

2T

0, |f | > 1+α
2T

(5.10)

where α is called the roll-off factor, which takes values in the range 0 ≤ α ≤ 1.

The bandwidth occupied by the symbol beyond the Nyquist frequency is called the

excess bandwidth.

The frequency response Xrc(f) corresponds in the time domain to the pulse x(t)

x(t) = sinc

(
πt

T

)
cos
(
παt
T

)
1− 4α2 t2

T 2

(5.11)

The first part of the equation is the sinc pulse, which ensures that the function

transitions at the integer multiples of the symbol rate. The second part, containing

the cosine, controls the excursion between the sampling instants beyond Nyquist rate.

Figure 5.7: Pulses with a raised cosine spectrum [87].
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5.3.3 MCMCA Proposal

We propose using a multicarrier frequency division multiplexing scheme as shown in

Figs. 5.5 and 5.8. The channel is divided into a set of frequency bands centered around

fci; [i = 1...n]. Each data stream occupies one band. Various modulation schemes

could be used. We chose 64-QAM modulation format as it represents an optimal

compromise that maximizes throughput while preserving good EVM and phase noise

characteristics. The symbols pass through a filter to be filtered and optimally shaped

before being sent over the channel. There are many filter types available to shape

digital symbols. We used a Nyquist filter because it minimizes ISI.

Figure 5.8: Proposed frequency division multiplexing scheme[88].

The time domain impulse response of the Nyquist filter has its peak amplitude

at the symbol cursor (t=0), and its zeros at the integer multiples of the symbol

period. Since other symbols happen at integer multiples of the period, there is zero

inter-symbol interference [87]. Roll-off constant α accounts for the sharpness of the

filter and is an indicator of excess bandwidth occupied by the symbol beyond the

theoretical minimum. Nyquist theory states that the minimum bandwidth required

to transmit a signal is equal to one half the signal rate [89]. This requires a perfect

brick-wall filter with α = 0 and hence it occupies the least bandwidth which equals

the symbol rate. In practice, a theoretical minimum filter is not realizable and a
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typical α ranging from 0.25 to 0.35 is used. The occupied bandwidth is given by[90]:

Occupied BW = (1 + α) ∗ Symbol rate (5.12)

An isolation band IB between channels is introduced to avoid inter-channel crosstalk.

We choose a spacing of 40 MHz and experimentally verified that it is indeed adequate

for good inter-channel isolation. The choice of symbol rate and the number of chan-

nels allowed within the SIW bandpass could be done in different ways. Obviously,

as the symbol rate increases, so does bandwidth. One can maximize the symbol rate

so as to occupy the whole SIW bandwidth SIWBW . In such a case, the maximum

allowable symbol rate SRMAX is:

SRMAX =
SIWBW

1 + α
(5.13)

In our case, SIWBW = 6.5 GHz, so for α = 0.3, SRMAX = 5.0 GSymbol/s.

With 64-QAM, 6 bits are transmitted with each symbols. Which yields a maximum

possible rate of 30 Gbit/s per channel. It takes 11 channels to transmit the 64 Bits

which yields a bus bandwidth of 240 GBytes/s.

With maximum symbol rate option, one might be restricted to only use a modu-

lation with high spectral efficiency at the expense of data rate throughput. Another

disadvantage of this choice is the complexity of modulator/demodulator design. The

higher the symbol rate, the more difficult and challenging the design of modulator

and demodulator. A more practical usage model of available bandwidth is to divide

the bandwidth into channels and choose a modulation scheme that maximizes the

number of bits transmitted per symbol and use a lower symbol rate instead. The

number N of allowable channels is then given by:

N ∗ SR(1 + α) + (N − 1) ∗ IB ≤ SIWBW (5.14)
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where IB is the isolation band, α is the raised cosine filter roll-off coefficient. N is

rounded to the smaller integer value. SIWBW = 6.5 GHz; and IB = 40 MHz.

The number of available channels is a function of the symbol rate and roll-off

constant for a given isolation band. Table 5.3 gives the number of channels and

aggregated channel bandwidth for different combinations of roll-off constants and

symbol rates.

Table 5.3: Usage models of available bandwidth

Channel Usage scenarios

Symbol rate # of channels Aggregated BW

α = 0.25

130 MHz 29 22.6 Gbit/s

500 MHz 9 27.0 Gbit/s

1.0 GHz 4 24.0 Gbit/s

130 MHz 28 21.8 Gbit/s

α = 0.3

500 MHz 8 24.0 Gbit/s

1.0 GHz 4 24.0 Gbit/s

130 MHz 28 21.8 Gbit/s

α = 0.35

500 MHz 8 24.0 Gbit/s

1.0 GHz 4 24.0 Gbit/s
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Chapter 6

EXPERIMENTAL CHARACTERIZATION OF MCMCA

We devised three experiments to validate the MCMCA proposal. The first ex-

periment aims to characterize the network property of the channel by measuring 2

port S-parameters of the SIW from DC to 20.0 GHz and comparing against HFSS

simulation results. The second experiment is used to quantify the effects of dispersion

on the propagation of modulated signals and to identify the bandwidth range over

which dispersion effects do not compromise the integrity of transmitted signals. The

third experiment is intended to characterize dispersion characteristics of the channel

by measuring group delay.

6.1 Characterization of Channel S-Parameters

We connected the SIW channel to a VNA through two SMA connectors. The SMA

is connected to the SIW via a stripline taper optimized to minimize the transition

loss[90]. We used Agilent 8720ES, GigaTest probe station and 20.0 GHz rated coaxial

cables. A photograph of the characterization bench is shown in Fig. 6.1.

Fig. 6.2 shows an overlay of simulation and measured channel S-parameter wave-

forms. Cutoff frequency is 4.7 GHz and the usable bandwidth spans from 4.7 GHz

up to about 12.2 GHz, which is about 7.5 GHz.
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Figure 6.1: SIW VNA test bench

Figure 6.2: Measured and simulated channel S-parameters
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6.2 Study of Channel Distortion Characteristics

In section 5.2, we presented results of full-wave 3D simulations of the propagation

characteristics of SIW structure. Fig. 5.1 showed that the channel exhibits high dis-

persion behavior if operated in the vicinity of its cutoff frequency. In our experiment,

we characterized the impact of the channel dispersion property on a modulated sig-

nal by measuring symbol figures of merit like EVM and phase distortion at different

carrier frequencies fc.

Figure 6.3: Conceptual setup for measuring distortion

Fig. 6.3 shows the conceptual diagram of the test bench used in characterizing

modulated signal distortion. An external PC with MatlabTM is used to generate the

I and Q wideband signals. It is then downloaded into an Agilent 81180A arbitrary

waveform generator with 12 bits DAC resolution up to 4.2 GSa/s and 2 GHz IQ

modulation bandwidth. The IQ outputs of the arbitrary waveform generator are fed

into an Agilent E8267D RF and microwave signal generator which modulates the IQ

onto a carrier in the passband range of the SIW channel. The output of the vector

signal generator is applied in closed loop without DUT to Agilent high performance

13.0 GHz digital oscilloscope DSO 91304A with vector signal analyzer (VSA). The
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set up is then calibrated to correct for equipment imperfections. In this phase a great

deal of equalization and noise cancellation is performed until the auto-calibration

algorithm reaches its best possible set up. This sets the performance floor of the

test bench, which needs to be de-embedded later from the DUT measurement. The

intrinsic EVM and phase error ∆Φ of the setup are recorded and called EVMref

and ∆Φref . The DUT input is then connected to the output of the signal generator

while the DUT output is connected to the oscilloscope. The wideband signal is then

demodulated at the RF carrier frequency. The magnitude and phase response of the

channel output and the IQ waveforms are analyzed using the VSA software in the

oscilloscope. The complete set up is shown in Fig. 6.4.

Figure 6.4: Experimental set-up for channel distortion characterization.
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6.2.1 Error Vector Magnitude and Related Figure of Merit

Measurements

Error vector magnitude (EVM) is a measure of signal quality that provides a quan-

titative figure-of-merit for a digitally modulated signal. Since EVM processes the

signal in vector form, it is capable to provide a measure of both amplitude and phase.

In order to fully understand the measurements and the underlying causes of signal

impairments, we start by providing an accurate definition of the measurements an

EVM instrument is capable of performing as well as the nomenclature EVM uses.

EVM : Error Vector Magnitude (EVM) is a measurement of modulated or demodu-

lated signal performance in the presence of impairments. EVM is the vector difference

at a given time between the ideal signal and the measured signal. The ideal signal is

often called the reference signal and the error vector magnitude is measured relatively

to the reference vector as shown in the Fig. 6.5[91].

Figure 6.5: The error vector magnitude concept (EVM)[90].
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Phase error : error in degree between the ideal expected phase and the actual

signal phase.

IQ phase error : The instantaneous angle difference between the measure signal

and reference signal. When viewed as a function of time, it shows the modulating

waveform of any residual phase modulated signal.

Constellation diagram : A polar graphical representation of the phase and mag-

nitude of the vector-modulated signal relative to the carrier as function of time or

symbol. The instrument requires the knowledge of the precise carrier and symbol

clock frequencies and phases in order to construct the diagram.

6.2.2 Distortion Measurements

The cutoff frequency of the SIW used in the experiment is 4.7 GHz; We performed

this experiment using three carrier frequencies that are at different distances from

the cutoff: one carrier at 5.6 GHz, a second carrier at 6.6 GHz and a third carrier at

9.6 GHz (deep in the middle of the channel passband).

The signal is first modulated into a 100 MSym/s QPSK symbol and then up-

converted onto one of the three test carriers.

At the receiving end, we capture on the scope display the I and Q eye diagram, the

constellation and/or transition diagram, the received symbol spectrum and tabulated

performance numbers like EVM, phase error and I-Q imbalance.

Since EVM is an RMS value, de-embedding set up induced EVM error from chan-

nel measured EVM is performed using the formula[90]:

EVM =
√

(EVM)2measured − (EVM)2ref (6.1)
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While phase error is obtained using

Tan−1
Q

I
=

[
Tan−1

Q

I

]
measured

−
[
Tan−1

Q

I

]
ref

(6.2)

Fig. 6.6 shows the received symbol performance when the carrier is 5.6 GHz; not far

from the cutoff frequency. The symbols on the constellation diagram (red dots in the

figure) resembles more of a cloud than a focused point location. The distance between

the orthogonal symbols is so close that one can visually notice the likelihood of bit

error and symbol overlapping possibility. The measured SNR is 13.35 dB which is

low and correlates to a high BER. The I and Q eye diagrams show poor eye opening

and large jitter at zero crossing.

Figure 6.6: Symbol distortion for 100 MSym/s QPSK symbol when the carrier is in

very close to the cutoff frequency (5.6 GHz)

The EVM reads 21.5 %; phase error is 9.14◦; frequency error is -1.8 Khz, and IQ

offset is -48.8 dB.

When the carrier moves farther away from the cutoff frequency and is set at 6.6

GHz, the improvement is dramatic. Fig. 6.7 shows the performances of the same

symbol as the previous case with the difference of the carrier, which is in this case at
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6.6 GHz. The EVM drops to 7.3 % which is about 200% improvement. The phase

error drops to 3.1; frequency error is 1.7 KHz, while the IQ offset becomes -53.3 dB.

The SNR is at 22.6 dB. The I and Q eye diagrams show much larger eye opening

while the jitter at zero crossing remains comparable to the previous case.

In Fig. 6.8, the carrier is set to a more optimal value of 9.6 GHz, deep in the middle

of the passband. Sure enough, the performance shows an impressive improvement.

The EVM reads 2 %, the phase error is less than 1◦, the frequency error is -62 Hz

(three orders of magnitude smaller than the previous both cases), the IQ offset is

-63.9 dB and the SNR is 34 dB.

The I and Q diagrams show very large eye opening and the jitter at zero crossing

is reduced substantially.

On the constellation diagram the symbols are compact and show extremely small

spread.

Table 6.1 summarizes the performances of the three carriers.

Figure 6.7: Symbol distortion for 100 MSym/s QPSK when the carrier is farther from

the cutoff frequency (6.60 GHz)

The channel distortion experiment demonstrates the behavior of the channel in
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Figure 6.8: Symbol distortion for 100MSym/s QPSK at 9.6 GHz carrier

Table 6.1: Impact of channel dispersion on 130 MHz QPSK modulated symbol

fc1= 5.6 GHz fc2= 6.6 GHz fc3= 9.6 GHz
EVM[%] 21.5 7.4 1.97

Phase Error◦ 9.1 3.1 0.94
SNR[dB] 13.35 22.6 34

Freq. error [Hz] -1.8K 1.7K -62
IQ offset -48.8 -53.3 -63.9

the highly dispersive portion of its passband and shows a degradation in dispersion

characteristic of the channel as we move closer to the cutoff edge. This information

is of crucial importance for the designer as it determines the usable bandwidth that

meets the target distortion budget of the channel. Once the target distortion budget

and the BER are specified, the designer can determine the minimum carrier frequency

that can be used.

6.3 Group Delay Characterization

To further validate this finding, we characterized the SIW group delay using Agilent

N5242A PNA-X. The frequency is swept from 4.0 GHz to 12.0 GHz in increments of
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20 MHz. The measured group delay result is shown in Fig. 6.11. At the vicinity of

cutoff frequency from 4.0 GHz to 6.2 GHz, the group delay exhibits large variability.

This is indicative of high dispersion. In the frequency range from 6.2 GHz to 12.0

GHz, except for a bump around 9.0 GHz, the group delay waveform is flat, which

explains the exceptional phase performance of the channel. We ran HFSS simulations

of the structure with and without taper transition from SMA to the waveguide, and

we noticed that the bump at 9.0 GHz is attributable to this transition. With more

detailed optimization of the taper shape and dimension, we believe the SIW group

delay flatness from 6.2 GHz to 12.0 GHz would improve.

Figure 6.9: Measured group delay of the channel.

To avoid symbol degradation due to channel dispersion, we recommend keeping a

1.0 GHz guard band (GB) away from the cutoff frequency. This GB will reduce the

overall channel available bandwidth, but it will substantially reduce distortion effects.

Taking GB into consideration, the number of available channels given previously in

equation 5.14 becomes
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N ∗ SR(1 + α) + (N − 1) ∗ IB +GB ≤ SIWBW (6.3)

where GB is the keep-out guard band needed to avoid the dispersive region of the

channel.

6.4 Demodulation Set Up

Fig. 6.12 shows a snapshot of the demodulation set up. The DUT is connected on

one end to microwave source output, and on the other end, it is connected through

high bandwidth SMA connector to digital signal analyzer (DSA) sampling scope. The

VSA application offers versatile features for user to verify quality of the demodulated

signal. Most important features are EVM, symbol spectrum, phase noise, equalizer

set up, I and Q eye diagrams and constellation diagram. Transition diagram can also

be displayed.

Figure 6.10: SIW channel performance using 64-QAM at 500 MHz symbol rate at 9.6

GHz carrier
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Figure 6.11: SIW channel performance using 64-QAM and sending simultaneously 4

symbols at 130 MSym/s symbol Rate

6.5 End-to-end Experimental Validation of Mem-

ory Channel Proposal

The channel characterization experimental setup is identical to the one used in charac-

terizing channel distortion and is shown in Fig. 6.4. We used the 64-QAM modulation

format to modulate a PN15 pseudo-random 215 − 1 bit stream representing digital

memory signals. MatlabTM is used to generate the 64-QAM wideband IQ symbols.

The bit stream is then fed into the Agilent 81180A arbitrary waveform generator

which generates the appropriate I-Q format. I-Q outputs are fed into the Agilent

E8267D microwave source which up-converts the symbol onto the desired carrier.

The signal is then fed into an SMA connector that connects to a tapered microstrip

which excites the SIW. At the receiving end, another tapered stripline delivers the

SIW output signal to a second SMA which is connected to the instrument demodu-

lator. The received signal is then sampled and demodulated using the high sampling
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Figure 6.12: Signal analysis at the receiver using digital signal analyzer and vector

signal analyzer

scope (13GHz), the Agilent 91304A loaded with vector signal analyzer demodulation

application Agilent VSA 89601A.

We performed two sets of experiments. In the first set, we maximized the symbol

rate to 500 MSym/s and used single carrier at 9.0 GHz. In the second set, we sent 4

symbols at 130 MSym/s each onto four different carriers at 9.2, 9.4, 9.6 and 9.8 GHz

with 40 MHz channel-to-channel spacing.

Although we showed in Table 5.3 that the SIW is capable of hosting a high number

of channels, we were in practice limited by the arbitrary waveform generator band-

width and sampling rate of the demodulator as explained below. For 64-QAM signals

at 500 MSymbol per second, taking into account the fact that each symbol requires 8

samples; therefore the necessary bandwidth is 0.5* GHz* 8 samples = 4.0 GHz which

is about the maximum bandwidth available in the set up.

We measured the performance of the test bench at 500 MSym/s over 9.0 GHz

carrier when no DUT is attached. We used 0.35 as the filter roll-off coefficient. We
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can see that the symbol spectrum occupies a bandwidth about 670-700 MHz both

without and with the DUT. This indicates that Eq. 5.12 is a good approximation for

bandwidth budget. The reference test bench performed an auto calibration process

to settle into optimal setup with respect to equalization adjustment and synchroniza-

tion between transmitter and receiver. Auto-lock algorithms enables the test bench

to precisely lock at carrier and symbol clock frequencies and phases. Constellation

diagram is uniform and shows good symmetry about the origin. No imbalance be-

tween I and Q is observed and the overall diagram is well squared which indicates

that the auto calibration algorithm succeeded in finding an optimal setup. EVM of

the reference set up is 1.97 % and phase error is 1.70◦.

Similar to waveforms of the reference setup, visual inspection of the constellation

diagram and spectrum response of measured waveforms for 64-QAM at 500 MSym/s

with DUT inserted between set up transmitter and receiver, shows a well squared

and symmetric one. The SIW channel contributed to overall EVM and phase error

and the combined response of set up and DUT reads an EVM of 3.00 and phase

error of 2.77◦. The intrinsic contribution of the channel after de-embedding the setup

contribution yields an EVM of 2.26% and a phase error of 1.07◦.

The same experiment is performed for multicarrier usage of the channel where 4

symbols at 130 MSym/s rate are simultaneously sent over the channel onto 4 different

carrier frequencies, namely 9.2, 9.4, 9.6, and 9.8 GHz. We used 40 MHz separation

between the carriers. Error vector spectrum shows that there are no in-channel spurs.

No origin offsets had been observed, which is an indicator that there were no carrier

feedthrough nor DC offsets at the I or the Q signals. Performance of MCMCA when

using single carrier at 500 MSym/s and when 4 symbols of 130 MSym/s are sent

simultaneously onto 4 different carriers is summarized in Table 6.2 and Table 6.3.

The auto-calibration algorithm settled into an EVM and phase noise floor values
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Table 6.2: Performance of the MCMCA channel: single carrier at 500 MSymbols/s

1 symbol at 500 MSym/s
Reference set up Setup with DUT SIW channel contribution

EVM [% rms] 1.97 3 2.26
Phase error[◦] 1.7 2.77 1.07

Table 6.3: Performance of the MCMCA channel: 4 symbols at 130 MSymbols/s onto

4 different carries

4 symbols at 130 MSym/s
Reference set up Setup with DUT SIW channel contribution

EVM [% rms] 2.4 2.7 1.24
Phase error[◦] 2.5 3.05 0.55

higher than that of the first experiment. EVM reads 2.40 vs. 1.97 for first experiment

EVM floor. Phase error reads 2.50◦ vs. 1.70◦ for first experiment. By de-embedding

the reference floor from the measured channel performance, one can see that channel

contribution to total EVM in the case of a single carrier at 500 MSym/s is 2.26 %

while phase error caused by the channel is 1.07◦. For MCMCA with 4 symbols case,

channel contributed EVM is 1.24% and channel contributed phase error is 0.55◦.

6.6 Performance Comparison Between Classical DDR

Bus and MCMCA Proposal

A summary of the performance comparison between our channel proposal and tradi-

tional DDR bus is presented in Table 6.4. Mainstream DDR3/4 channel is limited in

speed to about 3 Gbit/s. Although, GDDR5 achieves and exceeds 5.0 Gbps, it is a

different architecture that relies on taking advantage of the parallel nature of GPU,

and it is not relevant to this paper. MCMCA proposal has the potential to achieve 30

96



Gbit/s per pin and shows superior signal fidelity and immunity to noise. Therefore

there is no need for differential signaling nor for most of the DDR terminations that

are designed to cope with impedance mismatch reflections. We showed that with

large SIW bandwidth and modulation with high bit per symbol rate, we can transmit

all 64 data bits into one SIW. Physical bus width for a typical DDR3 channel with

transmission line width between 4 to 5 mils and data to data signal spacing of 10 to 12

mils, will be between 1 to 2 inches. Our SIW width is about 1 inch wide. Therefore,

real estate wise, SIW is comparable to standard DDR signaling.

6.6.1 System Integration Perspective

In our design, we used the instrument modulator/demodulator to generate and to

recover the DDR signal. For the solution to be practical, one needs to assess the fea-

sibility of integration of the transceiver using mainstream CMOS technology. RF

signal generation and reception in CMOS chips is now routine; CMOS modula-

tor/demodulator for Gigabit millimeter-wave applications has been reported in the

literature. In [92–94], the design of millimeter-wave IQ modulator using CMOS, RF

CMOS and CMOS SOI processes achieved modulation bandwidth of 1 GHz, 4GHz

and 14 GHz respectively. Reported chip area is 0.65x0.58 mm2, 1.54x1.77 mm2 and

0.6x0.7 mm2 respectively. In brief, the expected IQ transceiver overhead in MCMCA

will be less than 1x1 mm2.

In this document, we propose and demonstrate a potential solution to the so-

called memory-wall problem. We call the solution (MCMCA). Characterization of

MCMCA proposal demonstrates that it is a promising solution for alleviating the

memory wall problem in digital platforms. With the MCMCA proposal, memory

speed can reach as high as 30 Gbit/s for single and multicarrier schemes. The in-

terconnect solution using the SIW structure proved to be compact and compatible
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Table 6.4: Memory bus comparison

Classical DDR MCMCA
Data Rate [GTS] 0.8-3 16-30
Clock frequency [GHz] 0.4-1.5 8-15
Address/Control [GHz] 0.2-0.75 up to 8
Strobes 8 Diff. Strobes 2 Symbols within single

SIW channel
Clock Network 3 Diff. Network 1 Symbol

ADD/CMD Signals 2̃0 signals 1-2 power splitter

with mainstream PCB technology. The MCMCA compactness and ease of integra-

tion make it preferable to optical interconnects. Immunity of the channel to skew and

cross talk noise enables it to overcome intrinsic stripline and microstrip limitations

witnessed in conventional DDR interconnect. The multicarrier 64-QAM modulation

scheme maximizes throughput and enables the transmission of many DDR signals

using only one physical channel which results in a compact memory bus suitable for

high density small form factor platforms. Although the contribution of the channel

to overall distortion is higher at higher symbol rates, we proved that the channel is

not the limiting factor in choosing the appropriate symbol rate and the number of

channels. The trade off between symbol rate and number of channels is determined by

the availability and design complexity of the modulator/demodulator. The channel

performance is acceptable for low as well as high symbol rates.
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Chapter 7

WIDEBAND INTERCONNECTING TECHNOLOGIES

FOR MUTLI-GHZ MCMCA

7.1 Introduction

We showed in chapter 3 and in chapter 5 that with careful optimization of via post

diameters and via pitch, leakage of energy through side wall can be made negligible

and SIW performance can be made comparable to classic rectangular wave guides

(RWG) [95–97]. SIW performance matches very closely the performance of the rect-

angular waveguide and hence is immune to crosstalk, exhibits very large bandwidth

and has substantially less conductive loss than microstrip and stripline. Therefore, it

seems intuitively obvious that SIW is a superior interconnect medium compared to

the traditionally deployed transmission line-based interconnect.

Nonetheless, transmission line has the advantage of operating from the DC to high

microwave frequencies without the need for up-converting and down-converting steps

in the signal chain. Therefore, a judicious evaluation of both interconnect techniques

that takes into consideration the system level end-to-end performance is needed.

In this chapter, we validate the merit of our proposal by comparing it to leading

transmission line-based bandpass filter (TLBPF). We use an end-to-end MCMCA

platform and perform a thorough comparison between our SIW solution and TLBPF-

based solution through using system figures of merit such as BER, EVM, and eye

diagram as performance metrics for the appropriate interconnect choice.

We start first by designing the transmission line-based bandpass channel, then we
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build the end to end MCMCA channel using Matlab R©and simulink R©.

After validating the MCMCA system, we use the SIW measured channel (mea-

sured SIW S-Parameters) and perform the system simulation. We perform this oper-

ation while varying the symbol rate and collecting the performance data.

Since the objective is a comparison between interconnect solutions, no attempt

has been made to implement advanced equalization or signal recovery techniques.

7.2 Haripin Filter Design

Bandpass filter topologies that operate at microwave frequencies are based on trans-

mission lines and transmission line sections. When the design requires high bandwidth

and compact footprint, hairpin filter topology is usually the topology of choice.

Hairpin filter is based on U-shape half-wavelength resonator as the main building

block which is called the hairpin resonator [98]. The starting design equations are

based on the theory of the parallel-coupled, half-wavelength resonator filter equations

[98–100], and are summarized in equations (7.1)-(7.3).

J01
Y0

=

√
π

2

FBW

g0g1
, (7.1)

Jjj1
Y0

=
πFBW

2

1
√
gjgj+1

j=1 to n-1 (7.2)

Jn,n+1

Y0
=

√
πFBW

2gngn+1

(7.3)

where g0, g1 ... gn are the element of a ladder-type lowpass prototype, and FBW is

the fractional bandwidth of bandpass filter. Jj,j+1 are the characteristic admittances

of J-inverters and Y0 is the characteristic admittance of the terminating lines.

The parallel-coupled resonators are mapped onto folded U-shape resonators as

shown in Fig. 7.1. The design arranges the adjacent resonators into a parallel scheme
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Figure 7.1: Structure of half-wavelength (a)Parallel-coupled resonator and (b) U-

Shape resonator .

where coupling is maximized and hence makes it suitable for high-bandwidth appli-

cations. The hairpin resonators are U-shape versions of the parallel resonators which

resulted into a compact filter structure. However, since the resonators are folded in

the hairpin design, the resonator length is reduced. Also, the arms of adjacent res-

onators behave as coupled lines [101]. Therefore, there is a subtle differences between

the electrical behavior of parallel resonators and U resonators that necessitate the

usage of full-wave EM simulation and iterative fine tuning in order to meet the target

specs [102].

The design equations of hairpin filter are give by [103]

Qe1 =
g0g1
FBW

, (7.4)

Qen =
gngn+1

FBW
(7.5)

Mi,i+1 =
FBW
√
gigi+1

i=1 to n-1 (7.6)

Where Qe1 and Qen are the external quality factor of the resonator at the input and

output. Mi,i+1 are the coupling coefficients between the adjacent resonators and n is

the filter order.

The location of the tap points connecting to input and output ports may be
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approximated using [104]

tin
λg

=
1

2π
asin

[√
π∆

2g0g1

Z0

Zr

]
(7.7)

tout
λg

=
1

2π
asin

[√
π∆

2gNgN+1

Z0

Zr

]
(7.8)

It is fairly straightforward to achieve hairpin filter with 20-30% fractional band-

width (FBW). In theory, hairpin filter can achieve FBW of 50% and more. However

for a higher FBW, the design becomes very difficult and sensitive to loss, metal etch-

ing, and roughness.

We designed a six-order bandpass hairpin filter that operates at the X-band. The

center frequency is at 9.0 GHz with target bandwidth of 4 GHz ( 45% FBW). The

design parameters are summarized in Table. 7.1

Table 7.1: Hairpin filter design parameters

Parameter Value

Dielectric Rogers RT/Duroid 5880

Dielectric Constant ε 2.2

Loss Tangent 0.0009/@ 10GHz

Substrate height 0.508 mm (20 mil)

Center Frequency 9.0 GHz

Fractional BW target ≥ 4.0 GHZ (45%)

Filter order 6

7.3 Hairpin Filter Performance

The design circuit schematic is shown in Fig. 7.2 and the ideal filter performance is

shown in Fig. 7.3.
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6-Section hairpin design schematic

Figure 7.2: Schematic of hairpin bandpass filter.
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Figure 7.3: Performance of the ideal hairpin bandpass filter.
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7.3.1 Full 3-D Model of the Hairpin Filter

Following this first step, we generate the layout, parameterized it and use full-wave

EM tool to optimize the circuit. We used Ansys HFSS R©3D full-wave electromagnetic

simulator. The model is shown in Fig. 7.5.

At those frequencies, we need to model the effect of roughness and manufacturing

etching on the channel performance [105–110]. We used Huray’s Model [109–111]

which uses a snowball scheme to model copper surface roughness.

7.3.2 Roughness Modeling

Scanning electron microscope (SEM) image of PCB copper specimen exhibits a 3-

D snowball profile of copper surface roughness [112]. Huray’s model improves on

previous roughness models by taking into account roughness 3-D properties and SEM

profiles. The model solves Maxwell equations into copper fine structures where he

considers the copper foils as a 3-D pile of snowball-like spheres with different radius

and numbers. A pictorial representation of SEM snowball properties of conductor

foils is shown in Fig. 7.4. The equation of the loss model is:

αsnowball =
10dB( w

9.4µm
)

2(8.14µm)

j∑
i=1

(
σi,abs(1)

σi,incoming

)
(

6πa2iNi

A

)[
1 + δ

ai + δ2

2a

]−1
(7.9)

where α(1) is the first coefficient (l=1) of the spherical Hankel function expansion of

~E and ~H electric and magnetic fields solutions of Maxwell equations in the conductor

using spherical coordinates. ai is the average sphere radius, and Ni is the total number

of snowballs.
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Ni  is the total number of 
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Figure 7.4: Huray’s snowball model of surface roughness .

7.3.3 The Hairpin Filter Performance

The performance of the hairpin filter is summarized in Fig. 7.5. We notice the

difference between the equation-based model of Fig. 7.3 and the full-wave 3D model

shown in Fig. 7.5. Considering the fact that the FBW target is 45%, we consider

the return loss to be acceptable within the bassband as it is larger than 10 dB from

7.3-10 GHz. On the other hand, the insertion loss shows a substantial attenuation

larger than 7dB at the higher end of the passband (from 9.5-10 GHz). It is between

5-6 dB loss from 6.5 GHz through 9.4 GHz.

This attenuation will manifest itself as a collapse of the outer symbols of the

constellation diagram and as excessive BER degradation as we will see in the sections

7.6. This will require amplification at the receiving filter to correctly recover the

symbols. The eye diagram also shows degradation and overlap between adjacent

symbol eyes.

The combined impact of roughness and manufacturing etching (we used a conser-

vative 5% etch factor) account for a loss of about 1 dB across the bandpass.
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Figure 7.5: Full wave simulation and 3D model of hairpin filter captured from Ansoft

HFSS.

7.4 SIW Characterization

We presented the details of the design of the SIW circuit in section 5.2. We fabricated

and assembled an SIW circuit. The circuit is shown in Fig. 7.6. The coupling to

the input and output ports of the SIW is achieved with an optimized microstrip-

to-waveguide taper. The optimization of the taper coupling had been discussed in

section 3.5.2.

The characterization setup of the SIW and the measured S11(dB), S21(dB) results

are shown in Fig. 7.7. The structure has a cut-off frequency at 4.7 GHz and a

bandwidth of about 7.5 GHz.

The measured data and bandwidth of the SIW shows better performance than the

hairpin filter. The hairpin BPF achieves a 3 GHz bandwidth. The SIW bandwidth

is about 2.5 times higher than the hairpin BPF. The SIW insertion loss achieves
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Figure 7.6: Fabricated SIW bandpass filter.

about 0.4 dB over the entire channel bandwidth, while the hairpin BPF insertion loss

is between 5 dB to 6.5 dB across the bandwidth. Another advantage of the SIW

is that the insertion loss is nearly perfectly flat over the entire bandwidth, which

enhances uniformity and predictability of the channel system response. In the case

of the hairpin filter, we expect performance to vary depending on where we land in

the passband, which impacts uniformity and predictability of the response. We will

quantify those effects in the system performance section.

7.5 MCMCA End-to-end System Model

The MCMCA system model in Simulink is shown in Fig. 7.8. The model consists

of a transmitter block, a channel, a receiving block, a set of display/measurement

outputs, and a carrier synchronizer as needed.

At both ends of the channel, there are up-converter and down-converter blocks that

model the mixing and conversion electronic needed to leverage the channel bandpass.

The transmitter consists of a random integer generator, an integer to bit converter,

a QAM modulator and a raised cosine transmit filter. The modulator maps the bits
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Figure 7.7: SIW measurement.

into symbols. We use gray coding for our model. The 64-QAM modulation results in

6 bits per symbol. The raised cosine filter optimally shapes the symbol using Nyquist

filter to cancel intersymbol interference. The filter has a roll-off parameter α which

accounts for the excess bandwidth of the symbol beyond the theoretical minimum.

The channel model consists of the S-parameters of the bandpass filter in use. We

alternate the model between the measured model of the SIW and the 3D EM model

of the hairpin filter.

The receiver performs the reverse operation of the transmitter. It comprises a

receive raised cosine filter and a QAM demodulator. The RF section consists of an

up-converter and down converter operating at carrier frequency of 9.0 GHz.
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Figure 7.8: Full channel Simulink system model of MCMCA.

7.6 System Performance at Different Data Rates

A random integer stream is generated using a random bit generator. The integers

are converted into a bit stream with the appropriate transfer rate. The bits are fed

into a QAM modulator that is programmed to use gray coding to minimize bit errors

[87]. The bits are converted into symbols where each symbol represents 6 bits of data.

The aggregated throughput is the product of the bit rate times the QAM number of

bits/symbol times 2 for double data rate memory protocol (DDR transfer data on

both rising and falling edge).
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The raised cosine filter shapes the symbol optimally to minimize intersymbol in-

terference. The filter uses an excess bandwidth rolloff factor ranging from 0.1 to 0.3

for the 100 MHz case. A higher excess bandwidth factor is used for higher bit rates

in order to achieve acceptable BER and eye diagram. The filtered symbol is then

up-converted and modulated onto RF carrier of 9.0 GHz, which represents the mid

frequency point of our bandpass X-band filter. At the other end of the channel, the

symbol is down-converted and sent through a receive raised cosine filter that performs

exactly the reverse of the transmit filter. The filtered symbol is then fed into a QAM

demodulator which demodulates the symbol and convert it back into its original base-

band bit format. The received signal is then compared against the transmitted signal

after removing the appropriate path delay and the BER is displayed.

In performing the experiment, we used exclusively a simple static phase offset

correction to the channel distortion. This is motivated by the fact that the purpose

of the research is to evaluate the performance of both channels with minimal error

correction algorithms.

7.6.1 System Performance at 100 MHz

At 100 MHz, the SIW-based channel yields a BER of 4.2e−4, when the rolloff excess

factor α is equal to 0.1 and an EVM of 6.9%. The constellation diagram and the

eye diagram are shown in Fig. 7.9. When we swap the channel and use the hairpin

S-parameter model, the system performance shows a substantial degradation.

The EVM of the TLHPF-based channel at 100 MHz bit rate is 9.1%. A 32%

degradation relative to the SIW-based channel. The BER reads 7.6e−3. Almost one

order of magnitude higher than the SIW case. The constellation diagram and the eye

diagram are shown in Fig. 7.10.

When the excess bandwidth factor is changed to 0.2 and 0.3, the EVM for the
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Figure 7.9: Eye diagram and constellation diagram of MCMCA system using SIW at

100 MHz data rate.

Figure 7.10: Eye diagram of MCMCA using TLBPF at 100 MHz and rolloff=0.2.

TLBPF-based system shows some improvement and yields 7.6% and 7% respectively.

The BER shows a noticeable improvement of one order of magnitude improvement

for every 0.1 increase of rolloff factor. BER is 3.2e−4 for α = 0.2 and 3.5e−6 for when

α = 0.3. This is two orders of magnitude improvement. If compared to SIW-based
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channel, things look otherwise different. EVM degrades by 73% and 75% for rolloff

of 0.2 and 0.3 respectively. BER for SIW-based channel is 0 for rolloff of 0.2 and 0.3.

On the other hand BER for TLBPF-based channel is 3.2e−4 and 3.5e−6 respectively.

Table 7.2: Performance of 64-QAM channels at 100 MHz

64-QAM Channel Performances at 100 MHz

SIW Channel TLBPF Channel

EVM[%]

α = 0.1 6.9 9.1

α = 0.2 4.4 7.6

α = 0.3 4 7

BER

α = 0.1 4.4e−4 7.6e−3

α = 0.2 0 3.2e−4

α = 0.3 0 3.5e−6

The table 7.2 summarizes both channels performances at 100 MHz across different

settings. The quality of the eye diagram can be verified visually to show a much better

eye diagram opening patterns for the SIW-based system.

Table 7.3: Performance of 64-QAM channels at 200 MHz

64-QAM Channel Performance at 200 MHz
SIW Channel TLBPF Channel

EVM[%]

α = 0.1 11 See footnotea

α = 0.2 8.6 See footnotea

α = 0.3 8 See footnotea

α = 0.8 - 7.2

BER

α = 0.1 0.013 See footnotea

α = 0.2 0.02 See footnotea

α = 0.3 3.0e−4 See footnotea

α = 0.8 - 0

aChannel failed to achieve an acceptable performance
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Figure 7.11: Constellation diagram and eye diagram of MCMCA using SIW at 200

MHz and rolloff=0.3.

7.6.2 System Performance at 200 MHz

At 200 MHz, the SIW channel achieves low EVM numbers and good opening of the

eye diagram. The BER though is high for rolloff factor of 0.1 and 0.2.

When the rolloff factor is set to 0.3, the BER drops down into the e−4 level. The

EVM is 8% and the eye diagram shows a high quality eye height and eye width as

can be seen in Fig. 7.11

On the other hand, the TLBPF filter fails to achieve an acceptable performance

at any of those rolloff factors. The constellation diagram and the eye diagram are

of non acceptable quality. It takes a rolloff factor of 0.8 for the TLBPF channel to

yield a good constellation and eye diagrams. Eye diagram for TLBPF channel for

200 MHz with α = 0.8 is shown in Fig. 7.12.

Therefore, although TLBPF-based channel numbers improve greatly as we in-

crease the excess bandwidth factor, it shows a large disadvantage compared to SIW-

based channel.

This is attributable to the difference in the quality of insertion loss and return loss
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Figure 7.12: Eye diagram and constellation diagram of MCMCA using TLBPF at

200 MHz and rolloff=0.8.

curves observed earlier. The impact of roughness and conductive loss in the TLBPF

channel starts to show up as system degradation when we push the data rate into

the 100 MHz and above. The TLBPF-based channel can still provide a conductive

channel with good BER and EVM performance numbers but at the cost of more

complicated transmit and receive raised cosine filters.

7.7 System Performance at 250 MHz and 400 MHz

While the TLBPF channel saturates at 200 MHz, the SIW channel can run at higher

bit rates. We run the SIW channel at 250 MHz and 400 MHz. The results are

summarized in Table 7.4 and in Table 7.5 respectively

At 250 MHz with α = 0.3, the channel achieves EVM of 9.7% and BER of 5.6e−3.

The constellation diagram have good visual quality as can be seen in Fig. 7.13.

At 400 MHz, we need to increase the rolloff factor to 0.7 in order to achieve

acceptable performance. At those settings, the channel BER is 8.3e−3 and the EVM
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Figure 7.13: Constellation diagram of MCMCA using SIW at 250 MHz and

rolloff=0.3.

is 10.7.

The eye diagram and the constellation diagram are shown Fig. 7.14. For a bit

rate higher than 400 MHz, the channel would require addition of recovery algorithms

and noise cancellation circuits.

Figure 7.14: Constellation and eye diagram of MCMCA using SIW at 400 MHz and

rolloff=0.7.
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Table 7.4: 250 MHz performance

64-QAM Channel Perfor-

mances at 250 MHz

SIW Channel

EVM[%] α = 0.3 9.7

BER α = 0.3 5.6e−3

Table 7.5: 400 MHz performance

64-QAM Channel Perfor-

mances at 400 MHz

SIW Channel

EVM[%] α = 0.7 10.7

BER α = 0.7 3.3e−3

7.8 256-QAM Modulation of MCMCA

Since higher order modulation transmits more bits/symbol, it could be beneficial for

the channel throughput when the noise level is low.

For higher order modulation though, the spacing between the symbols gets smaller

which increases the BER for a given noise level. Therefore, simulation is needed to

determine the optimal combination of the modulation order and the transfer rate. In

Table 7.6: Performance of 256-QAM MCMCA channel at 100 MHz

256-QAM Channel Performances at 100 MHz

SIW Chan-

nel

HPF Channel

EVM[%]
α = 0.4 3.6 See footnotea

α = 0.8 6

BER
α = 0.4 5.4e−5 See footnotea

α = 0.8 0.02

aChannel failed to achieve an acceptable performance

this section, we simulate the channel with 256-QAM modulation scheme at different

speeds and determine the trade-off between higher modulation, bit rate and channel

throughput.

For 256-QAM modulation, each symbol represents 8 bits of data while the distance
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between adjacent symbols on the I-Q plane gets shorter.

Table 7.7 summarizes SIW performance at 256-QAM modulation for 200 MHz

and 250 MHz. The table does not include TLBPF channel since TLBPF filter fails

to deliver symbols beyond 100 MHz bit rate. The level of attenuation incured in the

TLBPF filter caused by roughness and conductive loss causes the channel to become

noisy for 256-QAM with data rate bigger than 100 MHz. The symbols overlap each

others and the BER becomes high enough to prohibit an acceptable data transmission.

For SIW, with a rolloff factor of 0.8, the BER at 200 MHz is 9.0e−5 and EVM of

4.2%. For 250 MHz, the BER is 5.0e−3 and EVM is 5.6.

The eye diagram and constellation diagram for SIW channel at 256-QAM with

250 MHz bit rate are shown in Fig. 7.15.

To compare the different modulations and transfer speeds we explored, let’s sum-

marize the results obtained so far. The 64-QAM 400 MHz enables 4800 Mbps

(400MHz × 6 bits/symbol × 2 bits/period for double data rate), while 256-QAM

250 MHz delivers 4000 Mbps(250MHz × 8 bits/symbol × 2 bits/period). In order

for the 256-QAM to be advantageous, we need to push the data rate higher than 300

MHz, which will require equalization, and then we need to evaluate the pros and cons

accordingly. With no addition of symbol recovery circuits and algorithms, 64-QAM

delivers higher data rates than 256-QAM 250 MHz scheme.

Table 7.7: SIW channel performance at 256-QAM 200 MHz and 250 MHz

SIW Channel Performance at 200 MHz and 250 MHz

200 MHz and α = 0.8
EVM [%] 4.2

BER 9.0e−5

250 MHz and α = 0.8
EVM [%] 5.6

BER 5.0e−3
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Figure 7.15: Constellation and eye diagram of MCMCA using SIW at 256-QAM 250

MHz and rolloff=0.8

7.9 Power Performance of the Channels

The matching quality of the channel determines its power performance and the power

loss of the whole channel. S11 of SIW channel is shown in Fig. 7.7, while S11 of HPF

channel is shown in Fig. 7.3. To measure the full channel power performance, we

inserted two power spectrum measurement scopes, one at the RF input block right

after the transmitter filter rand one at the output of the RF block in front of the

receiver filter. The power spectrum of the output of the RF network for 64-QAM at

200 Mbps is shown in 7.16.

The matching network consists of a series resistance at the input and a shut load

resistance at the output. For a perfectly matched network, each matching network

will cause a 3 dB power division. If the channel is perfectly matched, the power
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Table 7.8: SIW channel power performance

alpha OCBW BB pwr Rx Pwr Power Loss

64-QAM

100 SIW
100 HPF 107 105 7.3 -11.58
200 SIW 0.3 226 102 25 -6.11
200 HPF 0.8 290 106 7.15 -11.71
250 SIW 0.3

256-QAM

SIW 400
alph=0.7 560 80 19 -6.24
alp=0.8 585 76 14 -7.35 dB

100 SIW alp=0.4 120 422 101 -6.21 dB
100 HPF alp=0.8 428 28.7 -11.73 dB
SIW 200 412 100 -6.15 dB
SIW 250 alp=0.8 310 414 100.2 -6.16 dB

delivered to the receiver should be 1/4 of the available power.

The measured power at the receiver for the SIW channel at different bit rates

ranges from -6.1 dB to -7.35 dB which is very close to ideally matched network. On

the other hand, the power delivered to the HPF receiver ranges from -11 dB to -12

dB. The measured powers and occupied bandwidth are summarized in the Table 7.8.

7.10 Discussion

We demonstrated the merit of SIW bandpass filter as the interconnect of choice

for ultra-high speed memory channel compared to transmission line-based bandpass

filter as typified by a hairpin bandpass filter of order 6. One advantage of SIW that

stands out is its large bandwidth. At the X-band and higher frequencies, the SIW

are intrinsically high bandwidth bandpass devices. In contrast, the transmission line-

based bandpass filter presents paramount difficulties to achieve FBW higher than

30%.

Other advantage of the SIW is its low conductive loss. Since the currents travel
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Figure 7.16: Symbol power spectrum of 64-QAM SIW channel at 200 Mbps and

Rolloff=0.3

on the SIW surface, SIW is a large flood of metal, hence it has very low resistance

and behaves distinctively better than transmission line when it comes to skin depth,

roughness and manufacturing etching.

These advantages translate into robust BER, EVM, constellation diagram and eye

diagram quality. These features turn out to be critical as the high order modulation

schemes pile eye diagrams in a dense vertical arrangement and the low attenuation due

to copper loss, low peak-to-peak jitter and large eye opening are of crucial importance.

Although transmission line-based filters look as though having the advantage of

transmitting all the frequencies from DC all the way to a high RC attenuation level,

a closer look reveals its limitation and inadequacy for ultra-high data rate memory

channels. In fact, we strongly believe that memory protocols have to follow the path

we pioneered, i.e. compact the symbols, wrap them via nearly Nyquist filters and
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up-convert them to take advantage of microwave high bandwidth interconnect. This

is simply due to the excessive attenuation, stringent skin effects and severe roughness

and etching effects. SIW is the ideal candidate for ultra-high speed interconnect and

this will remains till the optical interconnect resolves its compactness and compati-

bility with planar technology. This work demonstrated the benefits of SIW and laid

the foundation for an interconnect testbench platform.

We demonstrated that the SIW interconnect can transmit memory signals at 4800

Mbps for double data rate memory protocol without the addition of signal recovery

algorithms.

7.11 Conclusion

We demonstrated that SIW interconnect outperforms transmission line-based inter-

connect for multicarrier channels. We showed that a transmission line-based bandpass

filter quickly runs out of bandwidth. In particular, it shows severe degradation due to

conductive loss, skin effects, roughness, and etching. We used our MCMCA platform

as a testbed for quantifying the effect of impairments on both SIW and TLBPF af-

fected and concluded that TLBPF saturates at around 200 MHz transfer rate. On the

other hand, SIW-based MCMCA reaches 400 MHz with a fixed phase compensation.

The SIW-MCMCA is a promising architecture for high-data rate and we continue to

optimize it. We believe that we can push the SIW-MCMCA throughput much higher

with reasonable carrier and phase synchronization algorithms.
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Chapter 8

OPTIMIZATION OF SIW INTERCONNECT USING

DESIGN OF EXPERIMENT AND RESPONSE SURFACE

METHOD

8.1 Introduction

In this chapter, we address the performance of the SIW as function of process and ma-

terial fluctuations. We aim to develop a methodology that maximizes the robustness

of the SIW with respect to parameter variabilities. We generate design of experiments

and use response surface method to build a quadratic model that relates the input

parameters and their cross-product to the system responses.

8.2 Substrate Integrated Waveguide Interconnect

In section 5.2, we detailed the 3D modeling and design of SIW circuit. We use

the same design parameters for the analysis of impact of manufacturing on guide

performance.

8.3 Design of Experiment of SIW

There have been many designs of SIW circuits reported in the literature targeting

variety of applications[30, 36, 113]. The impact of process and manufacturing vari-

ability on the SIW though have not had similar attention if any. In contrast, there
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is an abundant literature on impact of manufacturing variations on transmission line

structures like microstrip, stripline and derivative structures.

As SIW getting more and more adoption in academia and commercial products,

there is a need to quantify robustness and controlling parameters in minimizing SIW

performance dependence on manufacturing fluctuations.

8.3.1 Design of Experiment Objective and Methodology

The design of experiment techniques provide a systematic method for sampling re-

sponses and constructing predictive models. The objective of DOE is to build a

rigorous model identifying critical parameters and eliminating with high confidence

input parameters that do not influence the responses. More importantly, the DOE

enables SIW designers to make educated choices and decisions towards maximizing

circuit performances by tightening tolerances and deploying technology options that

have the highest impact on the performance. DOE method and DOE flow are shown

in Fig. 8.1 and 8.2 respectively.

A quadratic response surface model contains the effects of a second degree poly-

nomial fit and additionally the two-way interaction effects of the input variables.

For an experiment with n continuous independent variables, a quadratic response

Y model would be:

Y = β0 +
n∑
i=1

βiXi︸ ︷︷ ︸
linear model

+
n∑
i=1

βiiX
2
i︸ ︷︷ ︸

quadratic terms

+
n∑

i,ji6=j

βijXiXj︸ ︷︷ ︸
interaction terms

(8.1)

8.3.2 Response Surface Experiments for the SIW

The main SIW design parameters are listed in Table 5.1 We applied the RSM tech-

nique which generates the set of experiments listed in Table 8.3
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Process

Uncontrollable Factors

Z 1 , Z 2 , Z 3 , ... , Z q

Controllable Factors

X 1 , X 2 , X 3 , ... , X k

Output

Response(s)

Y 1 , Y 2 , ...

Incoming

X 1 , X 2 , X 3 , ... , X k

Y1 , Y2 , ...

Optimal point

Figure 8.1: Response surface method

Identify factors 
responses and 
design goals 

Build DOE/ 
simulation 

matrix

Run DOE exper-
iments /collect 
responses for 

each run

Determine a model 
that best fit experi-

mental data. 
Identify important 

factors 

Optimize factor 
settings and 

predict process 
performance 

Figure 8.2: DOE flow

DOE factors

Six parameters are identified for the input factors: via radius r, via-to-via pitch

d which controls the field leakage, dielectric permittivity εr, loss tangent (equally
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Table 8.1: SIW design parameters

DOE Table

Parameter Range

Via radius r [mm] 0.18-0.21

via to via pitch d [mm] 1.3 - 1.7

Dielectric constant εr 2 - 2.4

Loss Tangent DF 0.0008 - 0.001

Guide Width W[mm] 10 - 12

Dielectric thickness h [mil] 25 - 35

known as dissipation factor) DF, guide width W, and the dielectric thickness h.

Figure 8.3: SIW RSM experiments

Response functions definition

We run the 34 DOE experiments and plotted the S11 and S21 family of waveforms.

The results are captured in Fig. 8.4. We defined the bandwidth of the guide as the

frequency range where S11 ≤ −10dB. Fc is measured from the curve and recorded

into the DOE table.
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Figure 8.4: S-parameters of the SIW DOE experiments

Cutoff frequency Fc and the bandwidth BW are the responses and the DOE

parameters listed in the table 8.3 are the input factors.

8.3.3 Bandwidth Fit Model

The bandwidth response model is shown in Fig.8.5. The fitting curve is a very good

normal distribution and the statistics indicate a solid fit where all the important

factors are included as detailed in the section below.

Quality of the fit and model interpretation

The quality of the fit is determined by the R2
value, the R2

Adj, and the normality of the

residual plot.

1. R2
value is the fraction of the total variability accounted for by the model. A good

R2
value value must be ≥ 0.9. In the BW case, it reads 0.99, which indicates that

the model predicts all the important variabilities and it includes all relevant

input factors.

2. R2
Adj is reduced when insignificant factors are added to the model. R2

Adj ≥ 0.9

is an indication that there are no insignificant parameters in the model. In our
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Figure 8.5: Bandwidth RSM model fit and residual distribution

case, the R2
Adj value is 0.99.

3. Residual plot: A normally distributed residual indicates that the model has

accounted for all the significant parameters in the response.

The residual curve of bandwidth is shown in Fig. 8.5. All the points are within

the normality boundary markers, and predominantly along the perfect normal

line. The model is a very accurate representation of circuit variability that

includes all relevant parameters.

Bandwith polynomial fitting model

The RSM builds an analytical model relating the factors to the responses and allows

the designer to predict the response for the other input factors that are not included

in the original RSM experiments. To illustrate this, we show below the linear portion

of the model to be concise. The prediction model inherits the same accuracy as the
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fit model and allows the designer to predict the response values without running long

simulations.

BW = 5.1− 0.008× (
Rvia− 0.195

0.015
) + 0.01× (

d− 1.5

0.2
)− 0.23× (

εr − 2.2

0.2
)

− 0.02× (
DF − 0.0009

0.0001
)− 0.013× (

h− 30

5
)− 1.36× (W + 11)

+ (square terms and cross terms quantifying the interaction between factors

(8.2)

8.3.4 Cutoff Frequency Fit Model

The cutoff frequency response model is shown in Fig. 8.6. The fitting curve is a

normal distribution and the statistics indicate a solid fit where all the important

factors are accounted for.

Figure 8.6: Cutoff frequency FC RSM model fit and residual distribution

Quality of the fit and model interpretation

The cutoff frequency model meets all the statistical quality criteria for a robust fit.
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1. R2
value = 0.992 which indicates that the model predicts all the important vari-

abilities and that it includes all relevant input factors.

2. R2
Adj =0.95 which indicates that there are no insignificant parameter in the

model.

3. The cutoff frequency residual curve is shown in Fig. 8.6. All the points are

within the normality boundary markers, and predominantly along the perfect

normal line. The model is a very accurate representation of circuit variability

that includes all relevant parameters.

Cutoff frequency polynomial fitting model

The RSM builds the cutoff frequency predictive model. The model is composed of a

linear fit portion, a square dependence on the input parameters and interaction terms

between the different input factors. The linear portion of the model is shown in the

equation below.

fc = 3.9− 0.01× (
Rvia− 0.195

0.015
)− 0.03× (

d− 1.5

0.2
)− 0.21× (

εr − 2.2

0.2
)

+ 0.01× (
DF − 0.009

0.0001
) + 0.02× (

h− 30

5
) + 0.4× (h+ 11)

+ (square terms and cross terms quantifying the interaction between factors)

(8.3)

8.3.5 Cutoff Frequency and Bandwidth Prediction Profiler

The prediction profiler shown in the Fig. 8.7 is generated by the DOE RSM algo-

rithm. It is a powerful graphical tool that allows the designer to interactively explore

the solution space and determine the system response to input parameter variations.

We can easily notice from the picture that the width fluctuation is the factor that

has the most impact on the SIW performance. The second important factor is the
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dielectric permittivity. The profiler shows that those two parameters impact the SIW

BW and FC into opposite direction. The profiler enables the designer to lock some

parameters and maximize the response by varying the desired set of parameters. This

capability could turn out to be beneficial if the designer is faced by manufacturing

limitation or if the alternative combination offers a lower cost solution for equiva-

lent performance. The red colored numbers on the profiler figures shows the input

parameter combination that yields the worst case BW and FC.

Figure 8.7: Prediction Profiler of the bandwidth and the cutoff frequency RSM models

8.4 Impact of Parameter Variations on Full Chan-

nel Performance

We demonstrated in the previous sections the impact of parameters variations on SIW

circuit performance. We integrate the SIW into full channel system and evaluate the

impact of those fluctuations on the system response.

The system consists of bit generator, a 64-QAM, a transmit root-cosine filter, an
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RF up-converter, the SIW channel, a down-converter, a 64-QAM modulator, a root-

cosine receive filter, a demodulator and a set of displays and measurement functions

to measure the full channel performance. The end-to-end channel is shown in Fig.

7.8. The test consists of simulating the full channel end-to-end system using the worst

case SIW channel and comparing the results to the system with the best case SIW

channel.

The performance of the channel with the best case SIW (case#1) is shown in the

Fig. 8.8(a) while the Fig. 8.8(b) shows the performance of the channel with the worst

case SIW (case #2).

At equal data rate (100 MHz) and equal channel setting, case#1 shows an obvi-

ously much better eye diagram quality than the case #2 which shows a blurry eye

pattern. At this data rate, the best case SIW reaches a BER = 0, while the worst

case SIW reaches a BER = 2.7e−4. The constellation diagram of the case#1 shows

the position of the states to land on the reference constellation states with small

spread around the ideal position. In the case of the worst case SIW, the states have

a large spread around the ideal position and the overlap with adjacent states can be

seen on the graph. That explains the BER number of the case #2.

The channel with the best case SIW was able to run at higher data rate (400 MHz)

without the need for equalization nor frequency and symbol recovery algorithms, while

the case #2 fails to run at a speed higher than 100 MHz.

8.5 Conclusion

We implemented a systematic approach for optimizing the SIW interconnect perfor-

mances by using a rigorous RSM DOE techniques. The generated models accurately

predict the variabilities caused by manufacturing fluctuations and build analytical
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(a) Best case SIW (b) Worst case SIW

Figure 8.8: Eye and constellation diagram of the channel using(a) the best case SIW

(b): the worst case SIW

response fuctions that account for the design parameters and the interactions among

the critical inputs. The generated responses with the interactive prediction profiler

enable the designer to trade off parameter tolerances for the performance as well as

identifying the parameters with higher impact on the responses.

We showed that by controlling the critical parameters, the SIW performance can

be improved by up to 40%. We compared the performance of best case SIW and

worst case SIW in end-to-end channel and showed that the performance difference is

significant. We also showed that the lower end SIW can impede the maximum transfer

rate of the full channel, while the high-performance SIW can boost the throughput

to higher rates.
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Chapter 9

CONCLUSION

9.1 Conclusion

Memory interconnect is a challenging problem. The evolution of the DDR throughput

has been, to some extent, monotonic and confined to the classical architecture with

incremental improvements at each generation. Today’s DDR channel is more or less

the same as the one in the early days of computing system. There are many reasons

explaining the quasi-static architecture of DDR channel. We discussed some of those

reasons and constraints in different sections of this dissertation. One main factor

we can enumerate is the pace in process scaling which has been much faster than

innovation in architecture and novel interconnects. Another reason is the nature of

the DDR bus as an intrinsically very wide bus. Any change to the protocol will have

a multi-fold ripple effects on the subsystems and across the ecosystem.

We were among the first to advocate for a radical paradigm shift in the memory

channel design. In order to close the gap between memory throughput and processing

power, essentially lowering the ”memory wall height”, a completely different mind set

needs to be deployed in rethinking both the architecture and the interconnect. In the

last 3 to 4 years, we have begun to see a shift in the mentality of other parts of the

industry towards reinventing the memory data transfer paradigm along the lines we

have been exploring.

This dissertation is one stone in the complex endeavor of redesigning memory

channels. We proposed and validated a novel interconnect based on SIW. The pro-
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posal proved to be a very wide-band solution, with superior immunity to crosstalk

and electromagnetic interference. We demonstrated that SIW preserves the benefits

of waveguide interconnect while remaining compatible with planar PCB manufactur-

ing. A feature that has a tremendous cost and manufacturing advantage.

In addition to the interconnect innovation, our contribution has an architectural

component as well. In the architectural arena, we proposed to model the memory as a

frequency division multiplexed channel. The drivers and receivers become transceiver

based on baseband modulator/demodulator that set the memory to take full advan-

tage of the wide bandwidth of the novel interconnect. The theoritical and experimen-

tal details of the proposed architecture have been outlined in this dissertation and

the advantages have been quantified.

We addressed the manufacturing aspect of the proposal. Our DOE analysis us-

ing the response surface method enabled us to develop a flow that maximizes the

channel performance and, nicely mitigates the effects of material and manufacturing

disturbances.

9.2 Recommendations

The dissertation addressed the problem of memory throughput from a system and

PCB perspective. Our recommendations for a natural continuation along the same

line of the dissertation would be to address the problems of packaging.

Packaging accounts for more than 50% of the total loss incurred in a memory

system. Any improvement to the packaging solution would have a substantial impact

on the whole channel and processing system.

Deploying SIW into the packaging is a promising idea. The main challenges would

be the dimensions of the SIW and the dense packaging environment. If SIW is made
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smaller, the cutoff and the guiding frequencies will be high. That will result in a more

involved design of the up and down converting circuits and filtering.

The density constraint will add another serious challenge for the designer. There is

a need to deploy a meticulously designed compact SIW-based splitters and combiners

inside the package. The manufacturing fluctuations will become of crucial importance.

The designer will have to keep a tight control of the process in addition to the design

of the SIW circuits.
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[47] Martin Dušek and Jǐŕı Šebesta. Design of substrate integrated waveguide six-
port for 3.2 ghz modulator. In Telecommunications and Signal Processing
(TSP), 2011 34th International Conference on, pages 274–278. IEEE, 2011.

[48] Y.J. Cheng and Y. Fan. Compact substrate-integrated waveguide bandpass
rat-race coupler and its microwave applications. Microwaves, Antennas Propa-
gation, IET, 6(9):1000–1006, 2012.

[49] Ching-Kuang C Tzuang, Kuo-Cheng Chen, Cheng-Jung Lee, Chia-Cheng Ho,
and Hsien-Shun Wu. H-plane mode conversion and application in printed mi-
crowave integrated circuit. In Microwave Conference, 2000. 30th European,
pages 1–4. IEEE, 2000.

139



[50] Ville S Mottonen. Wideband coplanar waveguide-to-rectangular waveguide
transition using fin-line taper. IEEE Microwave and Wireless Components Let-
ters, 15(2):119–121, 2005.

[51] D. Deslandes. Design equations for tapered microstrip-to-substrate integrated
waveguide transitions. In Microwave Symposium Digest (MTT), 2010 IEEE
MTT-S International, pages 704–707, 2010.

[52] D. Deslandes and Ke Wu. Integrated microstrip and rectangular waveguide in
planar form. Microwave and Wireless Components Letters, IEEE, 11(2):68–70,
2 2001.

[53] Hiroshi Uchimura, Takeshi Takenoshita, and Mikio Fujii. Development of a”
laminated waveguide”. IEEE Transactions on Microwave Theory and Tech-
niques, 46(12):2438–2443, 1998.

[54] R.E. Collin. Foundations for Microwave Engineering. 2001.

[55] R.E. Collin. The optimum tapered transmission line matching section. Pro-
ceedings of the IRE, 44(4):539–548, 1956.

[56] D. Deslandes and Ke Wu. Accurate modeling, wave mechanism, and design
consideration of a substrate integrated waveguide. IEEE Trans. Microw. Theory
Tech., 54(6):2516–2526, 6 2006.

[57] Songnan Yang and A.E. Fathy. Synthesis of an arbitrary power split ratio
divider using substrate integrated waveguides. pages 427–430, June 2007.

[58] M. Bozzi, Feng Xu, D. Deslandes, and Ke Wu. Modeling and Design Consider-
ations for Substrate Integrated Waveguide Circuits and Components. 2007.

[59] M. Bozzi, M. Pasian, and L. Perregrini. Modeling of losses in substrate inte-
grated waveguide components. In 2014 International Conference on Numerical
Electromagnetic Modeling and Optimization for RF, Microwave, and Terahertz
Applications (NEMO), pages 1–4, May 2014.

[60] Kwang-Il Oh, Lee-Sup Kim, Kwang-Il Park, Young-Hyun Jun, Joo Sun
Choi, and Kinam Kim. A 5-gb/s/pin transceiver for ddr memory interface
with a crosstalk suppression scheme. Solid-State Circuits, IEEE Journal of,
44(8):2222–2232, Aug 2009.

[61] Elliott Cooper-Balis. Buffer-on-board memory system, 2012.

[62] B. Leibowitz, R. Palmer, J. Poulton, Y. Frans, S. Li, J. Wilson, M. Bucher,
A.M. Fuller, J. Eyles, M. Aleksic, T. Greer, and N.M. Nguyen. A 4.3 gb/s
mobile memory interface with power-efficient bandwidth scaling. Solid-State
Circuits, IEEE Journal of, 45(4):889–898, 2010.

[63] Yanghyo Kim, Sai-Wang Tam, Gyung-Su Byun, Hao Wu, Lan Nan, G. Rein-
man, J. Cong, and M.-C.F. Chang. Analysis of noncoherent ask modulation-
based rf-interconnect for memory interface. Emerging and Selected Topics in
Circuits and Systems, IEEE Journal on, 2(2):200–209, 2012.

140



[64] A.B. Kahng and V. Srinivas. Mobile system considerations for sdram interface
trends. In System Level Interconnect Prediction (SLIP), 2011 13th International
Workshop on, pages 1–8, 2011.

[65] Micron. FBDIMM - Channel Utilization (Bandwidth and Power)- TN-47-21.
Technical Note, Micron Technology, Inc., December, 2009.

[66] J.A. Kash, F. Doany, D. Kuchta, P. Pepeljugoski, L. Schares, J. Schaub,
C. Schow, J. Trewhella, C. Baks, Y. Kwark, C. Schuster, L. Shan, C. Patel,
C. Tsang, J. Rosner, F. Libsch, R. Budd, P. Chiniwalla, D. Guckenberger,
D. Kucharski, R. Dangel, B. Offrein, M. Tan, G. Trott, D. Lin, A. Tandon,
and M. Nystrom. Terabus: a chip-to-chip parallel optical interconnect. pages
363–364, 10 2005.

[67] Yin-Jung Chang, D. Guidotti, Lixi Wan, and Gee-Kung Chang. Hybrid inter-
connects using silicon/FR-4 substrates for board-level 10 Gb/s signal broad-
casting. pages 161–165, 6 2006.

[68] J.W. Goodman, F.J. Leonberger, Sun-Yuan Kung, and R.A. Athale. Optical
interconnections for vlsi systems. Proceedings of the IEEE, 72(7):850–866, July
1984.

[69] M.H. Nazari and A. Emami-Neyestanak. A 24-gb/s double-sampling receiver
for ultra-low-power optical communication. Solid-State Circuits, IEEE Journal
of, 48(2):344–357, 2 2013.

[70] D.A.B. Miller, A. Bhatnagar, S. Palermo, A. Emami-Neyestanak, and M.A.
Horowitz. Opportunities for optics in integrated circuits applications. In Solid-
State Circuits Conference, 2005. Digest of Technical Papers. ISSCC. 2005 IEEE
International, pages 86–87, 2 2005.

[71] Gyung-Su Byun, Yanghyo Kim, Jongsun Kim, Sai-Wang Tam, and M.-C.F.
Chang. An energy-efficient and high-speed mobile memory i/o interface using
simultaneous bi-directional dual (base+rf)-band signaling. Solid-State Circuits,
IEEE Journal of, 47(1):117–130, 2012.

[72] K. Gharibdoust, A. Tajalli, and Y. Leblebici. 10.3 a 7.5mw 7.5gb/s mixed
nrz/multi-tone serial-data transceiver for multi-drop memory interfaces in 40nm
cmos. In Solid- State Circuits Conference - (ISSCC), 2015 IEEE International,
pages 1–3, Feb 2015.

[73] JEDEC Solid State Technology Association. Fbdimm advanced memory buffer
(amb), 2009.

[74] T. Alexoudi, S. Papaioannou, G.T. Kanellos, A. Miliou, and N. Pleros. Opti-
cal cache memory peripheral circuitry: Row and column address selectors for
optical static ram banks. Lightwave Technology, Journal of, 31(24):4098–4110,
12 2013.

141



[75] D. Brunina, Dawei Liu, and K. Bergman. An energy-efficient optically con-
nected memory module for hybrid packet- and circuit-switched optical networks.
Selected Topics in Quantum Electronics, IEEE Journal of, 19(2):3700407–
3700407, March 2013.

[76] D. Brunina, C.P. Lai, Dawei Liu, A.S. Garg, and K. Bergman. Optically-
connected memory with error correction for increased reliability in large-scale
computing systems. In Optical Fiber Communication Conference and Exposi-
tion (OFC/NFOEC), 2012 and the National Fiber Optic Engineers Conference,
pages 1–3, 3 2012.

[77] Jamesina J. Simpson, Allen Taflove, Jason A. Mix, and Howard Heck. Substrate
integrated waveguides optimized for ultrahigh-speed digital interconnects. IEEE
Transactions on Microwave Theory &; Techniques, 54(5):1983–1990, 05 2006.

[78] V.P.R. Magri, M.M. Mosso, R.A.A. Lima, and J.F. Mologni. Fr-4 waveg-
uide electronic circuits at 10 gbit/s. In Microwave Optoelectronics Conference
(IMOC), 2011 SBMO/IEEE MTT-S International, pages 181–184, 10 2011.

[79] A. Suntives and R. Abhari. Experimental evaluation of a hybrid substrate in-
tegrated waveguide. In Antennas and Propagation Society International Sym-
posium, 2008. AP-S 2008. IEEE, pages 1–4, 7 2008.

[80] A. Suntives and R. Abhari. Design and application of multimode substrate
integrated waveguides in parallel multichannel signaling systems. Microwave
Theory and Techniques, IEEE Transactions on, 57(6):1563–1571, 6 2009.

[81] A. Suntives and R. Abhari. Dual-mode high-speed data transmission using sub-
strate integrated waveguide interconnects. In Electrical Performance of Elec-
tronic Packaging, 2007 IEEE, pages 215–218, 10 2007.

[82] A. Suntives, Arash Khajooeizadeh, and R. Abhari. Using via fences for crosstalk
reduction in pcb circuits. In Electromagnetic Compatibility, 2006. EMC 2006.
2006 IEEE International Symposium on, volume 1, pages 34–37, 8 2006.

[83] A. Suntives and R. Abhari. Transition structures for 3-d integration of substrate
integrated waveguide interconnects. Microwave and Wireless Components Let-
ters, IEEE, 17(10):697–699, 10 2007.

[84] Vogt. P. Fully Buffered DIMM (FB-DIMM) Server Memory Architecture: Ca-
pacity, Performance, Reliability, and Longevity , Intel Developer Forum, Febru-
ary, 2004.

[85] FBDIMM JEDEC. Advanced memory buffer (amb) http://www. jedec.
org/download/search. JESD82-20. pdf.

[86] Young-Sik Kim, Seon-Kyoo Lee, Seung-Jun Bae, Young-Soo Sohn, Jung-Bae
Lee, Joo Sun Choi, Hong-June Park, and Jae-Yoon Sim. An 8GB/s quad-skew-
cancelling parallel transceiver in 90nm CMOS for high-speed DRAM interface.
In Solid-State Circuits Conference Digest of Technical Papers (ISSCC), 2012
IEEE International, pages 136–138, Feb 2012.

142



[87] J. G. Proakis. Digital Communications. McGraw-Hill Inc., New York, N.Y.,
2001.

[88] Samual C. Yang. OFDMA System Analysis and Design. Artech House, 2010.

[89] A. V. Oppenheim and A. S. Willsky. Signals and Systems. Prentice Hall; 2
edition., New York, N.Y., 1996.

[90] Agilent Application Note. 1298. digital modulation in communications system-
san introduction. Hewlett-Packard Company, 1997.

[91] Agilent Technologies. Digital Modulation in Communications Systems An In-
troduction. Agilent AN 1298.

[92] Hong-Yeh Chang, Pei-Si Wu, Tian-Wei Huang, Huei Wang, Chung-Long Chang,
and J.G.J. Chern. Design and analysis of CMOS broad-band compact high-
linearity modulators for gigabit microwave/millimeter-wave applications. Mi-
crowave Theory and Techniques, IEEE Transactions on, 54(1):20–30, 2006.

[93] C. Loyez, A. Siligaris, P. Vincent, A. Cathelin, and N. Rolland. A direct con-
version IQ modulator in CMOS 65nm SOI for multi-gigabit 60ghz systems. In
Microwave Integrated Circuits Conference (EuMIC), 2012 7th European, pages
5–7, 2012.

[94] Shou-Hsien Weng, Che-Hao Shen, and Hong-Yeh Chang. A wide modulation
bandwidth bidirectional CMOS IQ modulator/demodulator for microwave and
millimeter-wave gigabit applications. In Microwave Integrated Circuits Confer-
ence (EuMIC), 2012 7th European, pages 8–11, 2012.

[95] B. Bensalem and J. T. Aberle. A new high-speed memory interconnect architec-
ture using microwave interconnects and multicarrier signaling. IEEE Transac-
tions on Components, Packaging and Manufacturing Technology, 4(2):332–340,
Feb 2014.

[96] Y. Cassivi, L. Perregrini, P. Arcioni, M. Bressan, K. Wu, and G. Conciauro.
Dispersion characteristics of substrate integrated rectangular waveguide. IEEE
Microwave and Wireless Components Letters, 12(9):333–335, Sept 2002.

[97] M. Bozzi, L. Perregrini, and K. Wu. Modeling of radiation, conductor, and
dielectric losses in SIW components by the bi-rme method. In 2008 European
Microwave Integrated Circuit Conference, pages 230–233, Oct 2008.

[98] J. T. Bolljahn and G. L. Matthaei. A study of the phase and filter properties
of arrays of parallel conductors between ground planes. Proceedings of the IRE,
50(3):299–311, March 1962.

[99] G.L. Matthaei. Microwave filters, impedance-matching networks, and coupling
structures. Number v. 1. McGraw-Hill, 1964.

[100] U. H. Gysel. New theory and design for hairpin-line filters. IEEE Transactions
on Microwave Theory and Techniques, 22(5):523–531, May 1974.

143



[101] E. G. Cristal and S. Frankel. Hairpin-line and hybrid hairpin-line/half-wave
parallel-coupled-line filters. IEEE Transactions on Microwave Theory and Tech-
niques, 20(11):719–728, Nov 1972.

[102] J. Ye, D. Qu, X. Zhong, and Y. Zhou. Design of X-band bandpass filter us-
ing hairpin resonators and tapped feeding line. In 2014 IEEE Symposium on
Computer Applications and Communications, pages 93–95, July 2014.

[103] HONG J.-S. G. and M. J. LANCASTER. Microstrip filters for RF microwave
applications. Wiley, New York, 2001.

[104] J.T. Aberle. EEE 545 Microwave Circuit Design. University Lecture; Arizona
State University, 2014.

[105] E. Hammerstad and O. Jensen. Accurate models for microstrip computer-
aided design. In 1980 IEEE MTT-S International Microwave symposium Digest,
pages 407–409, May 1980.

[106] B. Curran, I. Ndip, and K. D. Lang. A comparison of typical surface finishes on
the high frequency performances of transmission lines in PCBs. In 2017 IEEE
21st Workshop on Signal and Power Integrity (SPI), pages 1–3, May 2017.

[107] B. Curran, I. Ndip, S. Guttowski, and H. Reichl. A methodology for combined
modeling of skin, proximity, edge, and surface roughness effects. IEEE Trans-
actions on Microwave Theory and Techniques, 58(9):2448–2455, Sept 2010.

[108] M. Koledintseva, T. Vincent, and S. Radu. Full-wave simulation of an imbal-
anced differential microstrip line with conductor surface roughness. In 2015
IEEE Symposium on Electromagnetic Compatibility and Signal Integrity, pages
34–39, March 2015.

[109] P. G. Huray, S. Hall, S. Pytel, F. Oluwafemi, R. Mellitz, D. Hua, and Peng Ye.
Fundamentals of a 3-D ”snowball”; model for surface roughness power losses. In
2007 IEEE Workshop on Signal Propagation on Interconnects, pages 121–124,
May 2007.

[110] S. Hall, S. G. Pytel, P. G. Huray, D. Hua, A. Moonshiram, G. A. Brist, and
E. Sijercic. Multigigahertz causal transmission line modeling methodology us-
ing a 3-D hemispherical surface roughness approach. IEEE Transactions on
Microwave Theory and Techniques, 55(12):2614–2624, Dec 2007.

[111] Paul G. Huray. The Foundations of Signal Integrity. Wiley-IEEE Press, 2010.

[112] M. Schlesinger and M. Paunovic. Modern Electroplating. The ECS Series of
Texts and Monographs. Wiley, 2011.

[113] D. Deslandes, M. Bozzi, P. Arcioni, and Ke Wu. Substrate integrated slab
waveguide (sisw) for wideband microwave applications, 2003.

144


