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ABSTRACT  

 High-k dielectrics have been employed in the metal-oxide semiconductor field effect 

transistors (MOSFETs) since 45 nm technology node. In this MOSFET industry, Moore’s 

law projects the feature size of MOSFET scales half within every 18 months. Such scaling 

down theory has not only led to the physical limit of manufacturing but also raised the 

reliability issues in MOSFETs. After the incorporation of HfO2 based high-k dielectrics, 

the stacked oxides based gate insulator is facing rather challenging reliability issues due to 

the vulnerable HfO2 layer, ultra-thin interfacial SiO2 layer, and even messy interface 

between SiO2 and HfO2. Bias temperature instabilities (BTI), hot channel electrons 

injections (HCI), stress-induced leakage current (SILC), and time dependent dielectric 

breakdown (TDDB) are the four most prominent reliability challenges impacting the 

lifetime of the chips under use. 

 In order to fully understand the origins that could potentially challenge the reliability of 

the MOSFETs the defects induced aging and breakdown of the high-k dielectrics have been 

profoundly investigated here. BTI aging has been investigated to be related to charging 

effects from the bulk oxide traps and generations of Si-H bonds related interface traps. 

CVS and RVS induced dielectric breakdown studies have been performed and investigated. 

The breakdown process is regarded to be related to oxygen vacancies generations triggered 

by hot hole injections from anode. Post breakdown conduction study in the RRAM devices 

have shown irreversible characteristics of the dielectrics, although the resistance could be 

switched into high resistance state. 
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CHAPTER 1 

INTRODUCTION 

1.1. CMOS Scaling 

 Since the invention of the complimentary-metal-oxide semiconductor (CMOS) 

integrated circuit (IC) in 1958 [1-3], people’s life styles have undergone a huge changes. 

With continuous advances of CMOS technologies into the 21st century, we are building 

faster systems which consume less power. According to Moore’s law, in order to achieve 

faster and denser core computing components, we reduce the feature size of the current 

cutting-edge CMOS transistor by 30% every other year [3-6]. To achieve this goal, various 

scaling rules such as constant electric field scaling [6] and generalized scaling [7] have 

been proposed and used in the semiconductor industry. With scaling rules, we have 

successfully fabricated smaller transistors in each technology generation (node) but we are 

now facing the physical limit of scaling.  

 In the early technology nodes, SiO2 was the gate oxide material of choice due to its 

excellent and clean interface with Si and its very large bandgap (~9 eV).  By 1990s, the 

transistor size had scaled down to 130 nm and the SiO2 thickness scaled to about 3 nm. At 

this thickness both the direct tunneling-induced gate leakage current and the boron dopant 

penetration had severely impacted the continuing of scaling predicted by Moore’s Law [8]. 

Fortunately, by incorporating nitrogen into the SiO2 gate dielectric, scaling rules could 

continue through the rest of the decade. One advantage to the use of nitrogen was that it 

increased the dielectric constant (k) of the gate oxide and enabled the effective gate oxide 

thickness to be scaled down to around 1 nm [9]. Silicon oxynitride (SiON) has been in 

mass production for around a decade as it satisfied both the demanding transistor design 
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and the reliability concerns. However, continued scaling over the past decade only 

increased the direct tunneling threat and stopped the scaling down of the gate oxide when 

the thickness of oxynitride got below 1 nm [10]. Meanwhile, the depletion of the poly-

silicon gate electrode has also limited the transistor operation speed by adding the parasitic 

capacitator on the gate [11]. Consequently, dielectrics with high k dielectrics were 

developed for the gate oxide accompanied by different gate electrode materials. 

 At the 45 nm technology node, hafnium oxide high-k dielectrics plus metallic gate 

electrodes (HK/MG) were introduced by Intel [12]. The higher dielectric constant (k~15-

20) and thus larger permittivity of the new HfO2 layer enabled the oxide to be made thicker 

while maintaining the same oxide capacitance per unit area as an SiO2 gate capacitor for 

the targeted node. Using this high k material, the effective oxide thickness (EOT) could be 

made thinner than 1 nm, thereby increasing transconductance (and speed) while keeping a 

thicker physical oxide thickness, which reduced the leakage threat. The equation for 

calculating EOT is: 

EOT =
𝑘𝑆𝑖𝑂2

𝑘𝐻𝑓𝑂2

𝑡𝐻𝑓𝑂2
. (1.1) 

 In addition to gate oxide scaling continued reductions in gate length for planar 

transistors also posed challenges. At the 22 nm technology node for Intel, 16 nm 

technology node for TSMC and 14 nm technology node for Globalfoundries, non-planar 

FinFET transistors with a 3D structures were finally introduced , continuing adherence to 

Moore’s law [13-15]. It has been claimed that 3 nm or some would say 1 nm gate lengths 

will be the final technology node for transistors [16] and that starting at the 5 nm node, 

gate-all-around (GAA) or nanowire technologies would be employed [17]. Thus, devices 
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with novel concepts, novel materials and even novel computing architectures have been an 

area of very active research and development in recent years [18-20]. 

 

1.2. High-k Dielectrics 

 The introduction of the high-k dielectrics had its origins from the early adoption of 

nitride in the gate dielectrics. With size scaling down, higher-k dielectrics were proposed 

to replace the old SiON technology. Today most of the foundries use HfO2 gate dielectrics 

even in the latest 10 nm FinFET technology. The real gate stacks actually consists of two 

layers, a high-k dielectric layer and an interfacial SiO2 layer. So the Equation 1.1 actually 

should be revised as: 

EOT = 𝑡𝑆𝑖𝑂2
+

𝑘𝑆𝑖𝑂2

𝑘𝐻𝑓𝑂2

𝑡𝐻𝑓𝑂2
.  (1.2) 

 

1.2.1. High-k Dielectrics Candidates 

 In addition to HfO2, the most common high-k dielectrics candidates are Ta2O5 [21-23], 

SrTiO3 [24-25], and Al2O3 [26-27], which have dielectric constants ranging from 10 to 80. 

For Al2O3, it has a large bandgap of 8.8 eV as well as a large conduction band (CB) and 

valence band (VB) offsets. However its permittivity is not large enough to last for too many 

device generations [26]. Ta2O5 has been used in dynamic random access memory (DRAM) 

applications. It forms an excellent interface with the native interface oxide since it could 

have interface state density (Dit) comparable to the older technology transistors that use 

only SiO2 gate dielectrics. Though the high permittivity (20) of Ta2O5 could sustain several 

device generations, its small bandgap (4.5 eV) and small conduction band offset with the 

Si conduction band (0.35 eV) led to considerable direct tunneling current [21]. Perovskites 
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used in DRAM like SrTiO3 require control of the channel interface for the dielectric 

deposition achievable through molecular beam epitaxy (MBE) to grow the dielectric layer 

by layer. The permittivity of the SrTiO3 deposited by such methods can be as high as 300. 

However, MBE is a poor throughput method for CMOS fabrication processes which 

prevents its widespread use in large scale semiconductor manufacturing [24]. 

 Deeper exploration of the high-k dielectrics identified the primary tradeoff as being 

between the band gap energy and dielectric constant, both of which are desired to be large.  

Fig. 1.2.1 plots the bandgap vs. dielectric constants relationship for many of the candidate 

gate materials. Optimal candidates should be dielectrics with a k value of 25-30 with 

corresponding bandgaps greater than 4 eV (preferably 5 eV). Other than this, 

thermodynamic and kinetic stabilities should also be considered. These two stabilities 

require the dielectrics not to react aggressively with Si and should be compatible with the 

existing CMOS manufacturing processes. Meanwhile, the band offset with the Si 

conduction is also an important consideration. As shown in Table 1.1, the best candidates 

are ZrO2, HfO2, La2O3 and other lanthanides like Pr2O3, Gd2O3 and Lu2O3. Unfortunately 

ZrO2 forms a silicide with Si and creates ZrSi2 [28] while lanthanides are all hygroscopic 

[29, 30]. So HfO2 has become the top choice for manufacturers. 
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Fig. 1.2.1. Static dielectric constant vs. band gap for candidate gate oxides. Reprinted from 

[31] with permission of EDP sciences. 
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Table 1.1. 

Static dielectric constant (K), experimental band gap and (consensus) conduction band 

offset on Si of the candidate gate dielectrics. Reproduced from [31] with permission of 

EDP sciences. 

 K Band Gap (eV) Si CB offset (eV) 

SiO2 3.9 9 3.2 

Al2O3 9 8.8 2.8 

Ta2O5 22 4.4 0.35 

TiO2 80 3.5 0 

SrTiO3 2000 3.2 0 

ZrO2 25 5.8 1.5 

HfO2 25 5.8 1.4 

La2O3 30 6 2.3 

Y2O3 15 6 2.3 

HfSiO4 11 6.5 1.8 

 

1.2.2. High-k Dielectric Implementations 

 Currently, HfO2 is deposited by an atomic layer deposition (ALD) method which is a 

modification of the chemical vapor deposition (CVD) process. ALD controls the growth 

speed precisely to Å level or monolayer atom level which leads to very excellent step 

coverage and conformal deposition [32]. Thus the deposited films are very continuous and 

pin-hole free. Though the processing speed is slow, it is extendible for multiple substrates 

processing in parallel [33]. Besides, its self-limiting nature of surface reactions will 
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produce non-stochastic films with amorphous crystalline structures which are preferred for 

the dielectrics and diffusion barriers [34].  

 

 

Fig. 1.2.2. Cross-sectional SEM images for a 300-nm Al2O3 film (a) and a 14-nm TiN film 

(b) deposited on a patterned silicon substrate. Reprinted by permission from John Wiley 

and Sons: Angewandte Chemie International Edition, Ref [35]. 
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Fig. 1.2.3. An ALD deposition cycle showing schematically the deposition of TiO2 films 

from TiCl4 and H2O. Reprinted by permission from John Wiley and Sons: Angewandte 

Chemie International Edition, Ref [35]. 

 

 The cross-section SEM images showing the films deposited by ALD are shown in Fig. 

1.2.2 [35]. As indicated by the images, ALD has excellent conformity and reproducibility 

for the large area processing. The basic principles of ALD are shown in Fig. 1.2.3 which 

briefly illustrates TiO2 film deposition from TiCl4 and H2O [35]. ALD deposits films in a 

cyclic manner which contains (1) exposure of the first precursor, (2) purge of the reaction 

chamber, (3) exposure of the second precursor, and (4) a second purge of the reaction 

chamber. These four steps constitutes one cycle of the ALD process. By repeating such 
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cycle, films are deposited on the substrate with theoretically each cycle one layer of the 

targeted film. 

 Other than ALD methods, there are other deposition methods for high-k dielectrics 

such as reactive sputtering [36], pulsed laser deposition (PLD) [37], and chemical vapor 

deposition (CVD) [38]. Reactive sputtering is a physical type of film deposition that 

employs ionized argon gas bombarding the metal target to eject the metal atoms out, 

forming vapor clouds. Meanwhile oxygen is blended with argon in the chamber, which 

creates metal vapor clouds in the chamber that form the molecules of the targeted material 

films and deposit them on the substrate. PLD is also a physical method. However, unlike 

sputtering the metal atoms are not ejected by argon bombarding but instead by pulsed laser 

heating. CVD is a chemical technique for film deposition which is quite similar to ALD. 

Instead of having different precursors flowing into the chamber at different steps, CVD has 

all the precursors flowing in at the same time and then one time purge will be performed 

to clean all the byproducts. 

 According to the summarized comparison between ALD, CVD and PVD [36, 38] in 

Table 1.2, it is easy to conclude that ALD is the best option for high-k dielectrics used in 

thin gate oxides. 
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Table 1.2. 

Technology comparisons between ALD, CVD and PVD [36, 38]. AR stands for aspect 

ratio. 

Index ALD CVD PVD 

Thickness Range < 200 Å > 200 Å > 200 Å 

Uniformity Å range 10 Å range 50 Å range 

Film Quality Excellent Excellent Limited 

Conformity 

100% step 

coverage in AR 

60:1 

100% step 

coverage in AR 

10:1 

50% step coverage 

in AR 10:1 

Extendibility No Limit 90-65 nm 100 nm 

Vacuum 

Requirement 

Medium Medium High 

 

1.3. Reliability Issues in HK/MG Based MOSFETs 

 While HfO2 have been the primary choice for HK/MG MOSFETs there are some 

important reliability issues with these material systems. First, the HfO2/Si interface is not 

as clean as SiO2/Si interface and the reaction between HfO2 and Si will create a layer of 

HfSiOx [39]. The reaction between dielectrics and the Si will generate undesired disorders 

at the interfacial region which can degrade channel mobility and create large densities of 

interface traps and oxide defects. To mitigate such problems, as can be seen in Fig. 1.3.1, 

an interfacial layer (IL) of SiO2 can be deposited on Si by CVD or thermal oxidation [40] 
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to push the disordered region into the dielectric layer. Still, the disordered region in the 

dielectrics will lead to a large density of bulk oxide traps whose densities are denoted as 

Not. 

 

 

Fig. 1.3.1. TEM image of the 3.4 nm HfO2 on Si (001) with 1 nm interfacial SiO2 Reprinted 

with permission from [40]. Copyright 2006, American Institute of Physics. 

 

 In most advanced CMOS technologies today the thickness of the IL is less than 1 nm. 

Since the IL thickness will decide how close the bulk oxide traps are to the Si channel if it 
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is too thin these close to channel bulk oxide traps will be able to capture carriers from the 

channel through tunneling processes and act as charged centers in gate dielectrics. Second, 

though the high-k stack/Si interface have been preserved to be as good as SiO2/Si interface, 

it naturally contains some dangling bonds with hydrogen as well [41]. These bonds can be 

broken under electrical operations at room temperature or at elevated temperature forming 

charged states that affect the channel surface potential. These dangling bonds are also 

called interface states. Removal of interface traps requires high external energies (e.g. high 

temperature cycling) or long anneal times [42]. Interface traps are commonly is denoted as 

Nit with a unit of density per area or as Dit with a unit of density per energy per area. 

 During operation, these oxide defects can be either charged/discharged or 

created/annealed causing the electrical characteristic of the MOSFET to degrade. One type 

of operation or stress-induced degradation is called bias temperature instability (BTI) [43]. 

For a fresh (un-stressed) MOS stack tunneling current should be very low. But if the 

transistors are stressed by a constant voltage higher than Vdd or even at some elevated 

temperature, leakage current through the gate stack can gradually increase with time which 

is also called stress-induced leakage current (SILC) [44]. It is believed SILC mostly is due 

to the creation of the new defects either at the interface or inside the oxide dielectrics. When 

stress time increases, the leakage will further increase and eventually cause the dielectric 

breakdown. If the dielectric breakdown is partially recoverable, then it is called soft 

breakdown (SBD) [45], otherwise, the gate stack will permanently lose its ability to hold 

charge by experiencing  a hard breakdown (HBD) [46], which is also called time-dependent 

dielectric breakdown (TDDB). 
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 There are other types of reliability issues in the MOSFETs such as hot carrier injection 

(HCI) [47], random dopant fluctuations (RDF) [48], line edge roughness (LER) [49], 

metal-gate granularity (MGG) [50], and so on that might be related to either fabrication 

process randomness or long time operational stress. However, these issues are not the focus 

of this work. 

 

1.4. Resistive Switching Phenomenon in High-k Dielectrics 

 The phenomenon of resistive switching in the oxides was originally discovered in the 

1960s when SiO was under investigation [51]. At that period, the phenomenon was also 

called voltage controlled negative resistance (VCNR) which presents a hysteretic current-

voltage (I-V) curve as shown in Fig. 1.4.1 [52]. 

 The resistive switching phenomenon has been extensively investigated in various 

material systems including oxide systems [53-55], nitride systems [56], chalcogenide 

systems [57-59] and polymer systems [60-62]. Among all these systems, resistive 

switching, is dependent on the growth and dissolution of a conductive filament (CF) inside 

the insulator [63]. 

 The form of these filaments can be classified in two basic categories. In one type the 

filament is made up of vacancy defects in the dielectric [64]. In the second type, the 

filament is made up of reduced metal ions [65]. The first type has been developed into 

device called oxide random access memory (OXRRAM) [66] and the second type has been 

developed into device called conductive-bridge random access memory (CBRAM) or 

programmable metallization cell (PMC) [67]. Both OXRRAM and CBRAM are types of 
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RRAM, which is regarded as one of the most promising candidates for the future generation 

nonvolatile memory [68]. 

 

 

Fig. 1.4.1. Current-voltage characteristics of 400 Å thick insulator device. © 1967 IEEE. 

Reprinted with permission from Ref. [52]. 

 

 In OXRRAM, the resistive switching phenomenon seems to share similarities with the 

dielectric breakdown process especially in gate oxides. Both of them have the insulating 

states in the very beginning and start to conduct as bias is applied. Such fundamental 

similarities suggest OXRRAM operation and breakdown in gate oxides share a common 
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physics. An investigation of these commonalities is one of the primary goals of this 

dissertation. 

 

1.4.1. RRAM Device Structure and Operation 

 A typical RRAM cell is a two-terminal structure with either metal-insulator-metal (MIM) 

or metal-insulator-semiconductor (MIS) which has been widely used in the commercial 

DRAM cells. Shown in Fig. 1.4.2 are the typical structures used in the research presented 

in this manuscript. The devices use either a (a) common ground or (b) cross-point structure. 

The switching filament is located between the top electrode (TE) and the bottom electrode 

(BE) thus the cells would not interfere with each other. MeOx denotes the transition metal 

oxide in which the filament is formed (or dissolved). 

 

 

Fig. 1.4.2. The typical structures of RRAM cells used in this work. 

 

 Un-programmed (fresh) devices usually need a DC voltage sweep from 0 V to a high 

voltage (like 8 V or 10 V) to perform the Forming process (OAA’) as shown in Fig. 1.4.3 

[69]. After that, as indicated by the arrow, the devices would be able to switch between 

two different resistance states, i.e., HRS and LRS which stand for high and low resistance 

state, respectively. The two states can be encoded as ‘1’ or ‘0’ to store information in a 
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binary way. The process OBB’O to switch the device from HRS to LRS is called SET, and 

the reversed process OCDC’O is called RESET. These operations could also be performed 

by pulsed voltage operations. The combination of a SET and RESET operation in sequence 

is called a cycle. If a cycle is performed with DC bias, then it is called DC cycling. Similarly, 

if a cycle is performed with transient pulses, then it is called pulse cycling. For the 

evaluation of the potential memory application, distributions of LRS and HRS over many 

pulse cycles are needed.  For memory applications it is required that the resistance states 

should be retained for long time. To evaluate this characteristic, two different methods can 

be performed. One method is called retention testing which is performed by reading the 

current at certain resistance state with a constant low voltage bias but under elevated 

temperature. The other method is called read disturbance which is performed by reading 

the current at certain resistance state with a constant high voltage bias at room temperature. 

The two methods are evaluating either temperature dependent or voltage dependent 

reliability decay. 
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Fig. 1.4.3. Operations of the two-terminal RRAM devices. The voltage sweep is done by 

the top electrode drive. © 2010 IEEE. Reprinted with permission from Ref. [69]. 

 

1.4.2. Popular OxRRAM Candidates 

 Several binary metal oxides have exhibited the resistive switching phenomenon. The 

most common transition metals used in OXRRAM are identified on the periodic table in 

Fig. 1.4.4. Thus the candidate oxide material for OXRRAM are HfOx [70-72], TaOx [73, 

74], and TiOx [75-77]. The HfOx OXRRAM devices has been extensively studied [70-72, 

78-85]. In this dissertation, HfO2 based OXRRAM devices will be the primary focus. 

 



  18 

 

Fig. 1.4.4. Binary oxide RRAM Materials choice summarized in the Periodic Table. 

Yellow color denotes the elements used for metal oxide, blue color denotes the elements 

used for electrodes and the pink color denotes all the polymers/graphene based resistive 

memory. 

 

1.4.3. Merits and Concerns of OxRRAM 

 According to the published works, OxRRAM devices have shown excellent 

performance, suggesting that the technology is a promising replacement for either FLASH 

memory or DRAM in the future. In view of operation energy and speed, under 

programming voltages from 1 V to 3 V, RRAM can be switched within very short times 

ranging from 300 ps to 10 ns with the programming current below 100 μA [78-80]. Thus 

the total energy consumption per write operation can be as low as 0.1 pJ. From the aspect 
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of long time usage, the number of cycles that can be performed can range between 106 

times to 1010 cycles without using error-correction code (ECC) and with each state 

retainable for more than 10 years at 85 oC [81-83]. This is much better than the current 

FLASH technology. With respect to the technology, RRAM cells have already been 

fabricated with an 8 nm * 8 nm feature size and still retain the ability to further scale down 

[84, 85]. For the memory on chip technique, RRAM can be fabricated between the fourth 

or fifth interconnect metal layer with a cell area less than 4 F2 if stacked [86] where F 

denotes the minimum feature size in manufacturing. Last but not least, the desired 

amorphous oxide materials in the RRAM devices usually are fabricated by ALD or 

sputtering which are all relatively low temperature (<300 oC) CMOS process compatible 

techniques [87, 88]. 

 Though RRAM has these merits, there are critical drawbacks to the technology that have 

set back its commercialization. The foremost issue are resistance state variations which 

originate from the instabilities in the conductive filament(s), CF(s), and the complicated 

environment inside the oxide matrix [89-91]. Such variations lead to wide resistance state 

variations and can even lead to flipping of states (i.e., bit errors). Recent works indicate 

that this often happens in the intermediate states and would have greater impact on multi-

level cell (MLC) architectures. In order to avoid this, it is suggested to make the CF(s) 

more conductive in LRS [91] and make resistance even higher in HRS [90], which means 

a RRAM with very low LRS and very high HRS. Developing RRAM with wide separation 

between LRS and HRS thus reduces errors and improves retention but makes MLC devices 

difficult to realize and can also impact cycling ability. To clarify, if many cycles are 

required, each state should be flipped fairly easily. In order to replace DRAM in the 
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computer system, the cycling capability might need more than 1012 times rather the present 

1010 times. If long time retention is required, each state should be difficult to be flipped. In 

addition to the inherent tradeoff between endurance and retention, in order to maintain low 

switching power target, current draw during RRAM write operations should be reduced to 

micro-amps or below. Cell-to-cell and the uniformity in RRAM also needs to be improved.  

 

1.4.4. Other Emerging Memories 

 In addition to RRAM, there are several other emerging memory technologies. The 

growth in research on the emerging memories is due to the broadening gap between 

memory and processor performance in which the memory speed now lag far behind the 

processor speeds [92].  Other NVM technologies widely studied in the last decade include 

spin-torque transfer magnetic random access memory (STT-MRAM) [93], phase change 

random access memory (PCRAM) [94], ferroelectric random access memory (FRAM) [95], 

and ferroelectric field effect transistor (FeFET) memory [96]. The above list represents the 

most popular candidates to date which are showing excellent characteristics in one or more 

aspects. Table 1.4.1, which is summarized from Ref. [97] and Ref. [98], presents the 

metrics comparison of these popular emerging memory candidates with the conventional 

memories used in the current computer systems. As can be seen from this table, STT-

MRAM is quite close to SRAM and DRAM in performance, while PCRAM and RRAM 

compare much better wiht FLASH memory. Therefore, it has been proposed to replace 

SRAM and DRAM with STT-MRAM as cache and main memory and PCRAM or RRAM 

with FLASH as storage class memory [97]. 
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 Aside from the popular candidates already fabricated in chips, there are also many other 

candidates under research including Mott memory based on the Mott transition [99], 

Macromolecular-based memory which has shown great potential in flexible electronics 

[100], Molecular-based memory [101], and Carbon-based memory [102]. 

 

Table 1.3. Benchmark of Conventional and Emerging Memory Technologies. © 2016 

IEEE. Reprinted with permission from Ref. [97, 98]. 

 

 

 Fig. 1.4.5 [103] has provides the comparison of the six emerging memories still being 

investigated extensively based on the critical review conducted by ERD using eight 

criterial [104]. As indicated in Fig. 1.4.5, RRAM has the best scalability compared to the 

other candidates and also has moderate abilities in the other aspects. Molecular based 

memory has very poor operational reliability and on/off ratio though it contains 

competitive scalability as RRAM. FeFET memory, Carbon-based memory and Mott 

memory all have moderate performances in all aspects. While Macromolecular-based 
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memory has very poor on/off ratio as Molecular-based memory. Most of the memory 

technologies still need more systematic and deep investigations so that there is still a long 

road ahead. 

 Bridging the gap between memory and processor is not an easy task that cannot be 

achieved by improving the performances of the memory alone. In this new era of big data, 

the old computation architecture probably is not efficient enough since there would be more 

data than instructions in the real applications. A novel architecture based on data-driven 

computations would be an even better solution. 

 

 

Fig. 1.4.5. 2013 ITRS ERD critical review of emerging memories based on eight criteria 

[104], where “3” and “1” represent the best and the worst assessment scores, respectively. 

Reprint from [103] 2016, with permission from Elsevier. 
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1.5. Motivation of the High-k Dielectrics Study 

 Size scaling has led to increasing reliability issues in the CMOS transistors of advanced 

technologies. The introduction of the high-k dielectrics has mitigated the reliability 

problems in the first several new generations of HK/MG transistors. However, for feature 

sizes below 28 nm, the reliability issues have become prominent again and solving them 

has become very complicated. Reliability studies on HK/MG advanced technologies such 

as BTI, SILC and TDDB have become necessary and urgent. Studies on BTI aging effects 

in HK/MG transistors mostly focus on the charging, discharging, and annealing of defect 

precursors in the oxide or at interfaces. SILC and TDDB effects share similar mechanisms 

with BTI effects at early stages in the stress history. However at later stages growth in 

defects cascades seems to bare a greater resemblance to the filamentary growth processes 

in RRAM. Since the MOS stack and MIM stack have many similarities, the SILC and 

TDDB theories developed for MOS stack may be applicable for RRAM MIM stack and 

vice versa. Such a theoretical extension would be able to further improve and complete the 

theories for resistive switching phenomenon in the oxide based RRAM devices. 

 

1.6. Organization of the Dissertation 

 Chapter 1 has provided background for the work in this thesis, including the motivation 

of the reliability study in advanced technologies, the basics and terminologies of different 

reliability issues and resistive switching phenomenon in oxides, the current status and 

challenges of RRAM technology development as well as other emerging memories. 

 Chapter 2 discusses the BTI aging effects and its modeling in HK/MG based MOSFETs. 

The BTI effects are due to both the charging of the oxide traps and the creation of the 
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interface traps in the MOS stack. According to the stochastic bivariate defect model, 

dynamic defect potential can be calculated with given stress time, recover time, stress 

voltage and temperature. To model the BTI effects with more physical accuracy, a non-

iterative surface potential model has been incorporated to precisely calculate the defect 

potentials caused by the various defects. Devices based on HK/MG technologies have been 

stressed/recovered for model validations. The circuit level aging effects due to BTI aging 

have been simulated with the verified model. 

 Chapter 3 reports the wearing out and breakdown theories in the HK/MG based 

MOSFETs. Different carrier transport and conduction mechanisms will be briefly 

discussed. Starting from the established SILC and TDDB theories of poly-Si/SiO2 

(SiON)/Si stack followed by a review of works pertaining to SILC on HfO2 MIM structures, 

new theories for MG/HK/Si stack are developed. Stress results on fabricated MOS 

capacitors are analyzed to identify degradation mechanism studies in high-k systems. In 

addition, synergies between TDDB and RRAM device Forming processes are discussed to 

modify the current percolation path theory and further serve for building up a circuit-level 

TDDB compact model similar to the framework presented for BTI modeling. 

 Chapter 4 explores the HfO2 based RRAM devices with both experiments and new 

compact modeling approaches. The RRAM cell structure and fabrication flow are 

presented. The basic electrical operations including the radiation robustness and low 

temperature performances are also discussed. By presenting all the potential cell structures 

for RRAM devices and their applications, device designs for high non-linearity has been 

identified to support the further development of RRAM in storage class memory arrays. 

The analogue resistance tuning effects and random variations of the RRAM devices would 
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also achieve potential applications in the novel computation architectures and 

cybersecurity applications,. Finally, by extending RRAM switching theories and laws from 

thermodynamics and thermochemistry, a new RRAM compact model concerning the 

multiple physical effects and entropy sources will be presented. 

 Chapter 5 summarizes the results and contribution of this thesis. Future work is also 

proposed in this chapter. 
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CHAPTER 2 

BTI AGING EFFECTS IN HK/MG BASED MOSFETS 

2.1. BTI Impacts 

As mentioned in Chapter 1, BTI effects are due to the effects of near interfacial oxide 

trapped charge plus the interface trap creation. The major electrical embodiments of the 

two kinds of defects are the threshold shifts which could be observed from the Ids-Vgs 

curves. As presented in Fig. 2.1.1, the interface trap (Dit only) aged device has an observed 

slope change in the subthreshold region while oxide trap charge (Not only) degraded 

devices would exhibit a parallel shift in the subthreshold as well as strong inversion regions. 

After BTI stress, there would be impacts from both types of defects which cause the devices 

to degrade electrically, i.e., alteration to subthreshold slope, threshold voltage, etc.. 

 

 

Fig. 2.1.1. Typical NMOS Ids-Vgs curves from fresh device, only interface trap (Dit) 

affected, only oxide trap (Not) affected, and both traps affected. 
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2.1.1. BTI Mechanisms 

Since BTI stress are normally at bias value close to Vdd for the corresponding 

technology node and under 200 oC, the external energies injected to the gate stack of the 

transistor are not high enough to trigger the bulk trap generation process. Thus, for most 

BTI aging effects, they are attributed to the charging process of the bulk trap precursors 

and the creations of the interface traps at the Si/oxide interface. 

The oxide traps are usually related to the oxygen atoms in the format of oxygen 

vacancies or oxygen interstitials. Since there is a wide energy distribution of such defects 

in the gate dielectrics, the oxide traps could be amphoteric which means they could capture 

either holes or electrons during BTI stress [105]. So this process has to be dependent on 

the available carriers in the channel and the physical locations of the traps [106]. Usually, 

the effective oxide traps should locate within 10 Å from the interface but may vary [107]. 

In the HfO2 system, the frequently observable defects are neutral vacancies which are 

potential shallow donor (very close to fermi level) for Si [108]. According to the Arrhenius 

equation, the low activation energies will correspond to short time frame, so the oxide traps 

are also called fast traps or recoverable traps in the BTI aging [109]. 

On the contrary, the interface traps are related to the dangling bonds at the interface of 

Si/SiO2. As discussed in Chapter 1, even for the high-k dielectrics, most technologies tend 

to have a SiO2 IL between high-k and Si channel. The reason to have such layer is to 

achieve a better interface with Si whose degree of disorder will largely mitigate the surface 

scattering of the electrons in the channel and ensure high enough surface mobility [110]. 

However, even with a nearly perfect interface, there is always be some degree of disorder. 

At the Si/SiO2 interface, there are also many natural non-bridging oxygens and Si-H bonds 
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which are weak and easily broken. During BTI stress, carriers with high energies can break 

these weak bonds, either directly or indirectly via hydrogen release in the dielectric bulk, 

to form interface states or dangling bonds at the interface [111]. These interface states could 

further capture the carriers passing by to form charged defect centers and affect the channel 

surface potentials [111]. 

Recently, Grasser et al. reported that both types of defects can play a role in BTI which 

suggests that both types of defects should be considered during the BTI stress [112]. 

 

2.1.2. NBTI and PBTI 

According to the different polarities of Vgs used in NMOS and PMOS, BTI effects are 

categorized as PBTI and NBTI. PBTI happens in NMOS when a positive bias voltage is 

applied while NBTI happens in PMOS when a negative bias voltage is applied. For NBTI, 

it is attributed to the hole trapping at oxide trapping precursors inside the dielectrics and 

interface trap creation caused by reactions with injected holes that lead to hydrogen de-

passivation [113]. PBTI is attributed to electron trapping process and similar, although less 

likely, de-passivation mechanisms [114].Both types of BTI aging will cause the increase 

of the absolute values of the threshold voltages for which the threshold voltage shifts (ΔVth) 

has been employed as a metric to describe how much deterioration has been experience by 

the transistor. This means that the value of the surface potential in a channel would be 

gradually lowered with stress [114]. In the SiO2 and SiON dielectrics , since the electron 

traps are typically considered to be uniformly distributed in the oxide but the hole traps are 

clustered at the interface, negatively charged centers in PBTI are regarded as lower 

compared to the positively charged centers created during NBTI [113]. With the 
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technology moving on to the generation when high-k materials are added into gate 

dielectrics, PBTI effects have significantly degraded the performance of NMOS to the 

extent that PBTI induced degradation is comparable with NBTI induced damage [114]. As 

exhibited in Fig. 2.1.2, according to measurements of ΔVth, for 32 nm and 28 nm 

technologies, PBTI induced ΔVth is about 30%~40% of the NBTI induced ΔVth. For 20 nm 

technology which is the last planar technology, the ΔVth caused by PBTI and NBTI are 

mostly comparable with each other. Moving on to 14 nm FinFET Technology, the PBTI 

effects have been mitigated while NBTI effects are more significant than those in the 

previous technologies.  

 

Fig. 2.1.2. The HK/MG Transistor BTI Technology Trends: 32 nm to 14nm generations at 

5yrs DC, T=125°C. 14 nm BTI shown in this figure includes both early (A) and more recent 

(B) data. © 2013 IEEE. Reprinted with permission from Ref. [114]. 
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2.1.3. Process Dependence 

As mentioned in the previous section, the fabrication process flow has a large effects 

on device performance, so it is meaningful to study the process dependent reliability issues. 

According to [114], 32 nm planar transistors, 28 nm planar transistors and 14 nm FinFET 

transistors are fabricated by replacement metal gate (RMG) HK/MG process, while 20 nm 

technology planar transistor uses a gate first (GF) HK/MG process. Fig. 2.1.3 has presented 

the GF HK/MG process flow developed by IMEC [115, 116]. Such a process flow can 

significantly reduce the numbers of process steps but also causes thermal instabilities in 

high-k dielectrics and re-growth in the gate stack, which might enhance vulnerabilities to 

BTI stress [117]. With the EOT further scaling down, such process might not be applicable 

for the demanding high performance transistors, but rather for low cost applications. 

At the same time, Intel has developed the Gate Last HK/MG process flow or RMG 

HK/MG process flow which has more process steps [118]. The full process flow is 

illustrated in Fig. 2.1.4. Starting with a dummy poly gate on high-k dielectrics, after the 

source/drain formation and contact formation, the dummy poly gate will be removed and 

replaced by metal gates which could be different for NMOS and PMOS. By adopting such 

process flow, both NBTI and PBTI effects could be effectively suppressed. Recent works 

have reported that by adding other process flows such as metal capping layer insertion or 

high-k dielectrics nitridation by plasma or annealing in the NH3 reliability issues can be 

further mitigated [119]. 
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Fig. 2.1.3. Gate First HK/MG CMOS process flow developed by IMEC. © 2008 IEEE. 

Reprinted with permission from Ref. [115]. 

 

 

Fig. 2.1.4. RMG HK/MG CMOS process flow developed by Intel. © 2008 IEEE. Reprinted 

with permission from Ref. [118]. 
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2.2. BTI Characterization 

As mentioned in the previous sections, the major impact from the BTI aging is the shift 

of the threshold voltage ΔVth which is the primary metric for damage assessment. Other 

than ΔVth, surface mobility degradation is another metric, extracted from the electrical 

response, specifically the saturation region of the Id-Vg curves. Thus to extract these two 

metrics, Id-Vg curves obtained from DC sweeps are necessary. Other transient test methods 

have been developed to measure/stress/measure (MSM) in the time frame of BTI response. 

Indeed, DC sweeps interrupt the BTI stress for relatively log times (i.e., a few seconds) 

during which BTI degradation typically recovers substantially [120]. To address this issue, 

ultra-fast measurement (UF-MSM) has been developed in which a transient sweep time 

has been minimized to tens of microseconds. Though during the short duration of stress 

interruption BTI degradation might recover, the UF-MSM ensures the fast annealing effect 

is characterized. 

Another characterization technique is called “on-the-fly (OTF)” measurement [121]. 

The OTF technique has the advantage that it does not reduce gate bias and interrupt the 

stress state. Instead the Id is measured with a spot voltage Vds that puts the transistor in the 

linear region [121]. Since there exists a time-zero delay (t0) between the starting point of 

the application of stress voltage and the first data point measurement, the extracted 

saturation current degradations will totally rely on this t0. With the conventional DC 

technique, t0 is about 1 ms, while with fast technique (UF-OTF), t0 has been reduced to 1 

μs [122]. Other than such issue, in order to extract the metric ΔVth from the measured Ids, 

either approximations or empirical formalism would be adopted [123]. In order to assess 
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the recovery of BTI aging effects, a gate bias lower than stress voltage is required. Since 

such bias level is quite low, the mobility degradation would not be easily characterized. 

In all, MSM and OTF characterization methods have their own advantages and 

disadvantages, so the choice of characterization method depends on what one needs to 

know. 

 

2.3. Predictive Modeling of BTI Aging Effects 

The response to electrical stress on the gate stack is a function of complicated physics 

processes. This complexity makes the development of physics-based model constructions 

difficult. We assume that there are two critical types of physics processes that occur during 

stress: 1) defect charging and 2) defect generation. Defect charging process are related to 

the defect energy levels, external biasing situations and ambient temperature. Defect 

generation processes require high energy carriers to break the bonds either inside the 

dielectrics or at the interface. In this work, BTI aging effects have been confined to the 

precursor oxide trap charging processes and interface trap generation/charging process. 

Once interface traps are created, they can capture carriers from the channel immediately, 

so there is essentially no time constant related to charging. For interface traps, defect 

degeneration, not trapping, is the time dependent process. As discussed before, interface 

traps may be broken Si-O bonds or Si-H bonds. In this work we focus only on Si-H bonds. 

The charge contributions from these two defect types are Qot = ±qNot and Qit = qNit = 

±qDit(ψs – ϕb), respectively, where Not is the net density of the charged oxide traps with 

units [cm2 ], ϕb is the bulk potential, Dit is the interface trap density with units [cm2 eV-1] 
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and ψs is the surface potential. Note the sign convention (±) for Qot and Qit is typically 

considered positive for p-channel transistors and negative for n-channel transistors. 

 

2.3.1. BTI Model Framework 

 In order to model BTI in circuit simulators, we use a voltage-controlled voltage source 

(VCVS) applied in series with the external gate stimulus (G) of an affected transistor, as 

shown in Fig. 2.3.1. Such an implementation creates a BTI-aware transistor model without 

modifying the internal parameters of the standard MOSFET model supplied by the 

technology manufacturer. The VCVS element is encoded as a Verilog-A function which 

incorporates technology-specific parameters (e.g., transistor channel doping, Na, and gate 

oxide thickness, tox) and operational variables such as stress time (ts), recovery time (tr), 

stress voltage (Vs), and temperature (T). The means (μ) and standard deviations (σ) of 

activation energies for defect formation and annihilation extracted from BTI data also 

provide critical inputs to the model. As discussed below, these inputs can be extracted from 

data obtained from experiments on devices fabricated in similar CMOS technologies. Once 

fully parameterized the function performs a self-consistent non-iterative surface potential 

calculation of the defect potential (ϕnt) which sets the value of the VCVS. Using this 

modeling approach, transistor level circuit simulations can be performed that accurately 

predict BTI aging effects in ICs. 
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Fig. 2.3.1. Sub-circuit schematic implemented in SPICE as a BTI-enabled transistor model 

with ϕnt =f(Vgb,Vsb,Not,Dit). 

 

2.3.2. Non-Iterative Surface Potential Equations Solver 

For bulk CMOS transistors, surface potential at specific voltage and temperature 

conditions can be solved with the implicit surface potential equation expressed as [124, 

125] 

(𝑉𝑔𝑏 − 𝛷𝑀𝑆 + 𝜙𝑛𝑡 − 𝜓𝑠)2 = 𝛾2𝜙𝑡𝐻(𝜓𝑠/𝜙𝑡),           (2.1) 

where 

𝐻(𝜓𝑠/𝜙𝑡) = 𝑒−𝜓𝑠/𝜙𝑡+ 𝜓𝑠/𝜙𝑡 − 1 + 𝑒
−(2𝜙𝑏+𝜙𝑛)

𝜙𝑡 (𝑒
𝜓𝑠
𝜙𝑡 − 𝜓𝑠/𝜙𝑡 − 1).           (2.2) 

In equation 2.1 and 2.2, Vgb is the gate-to-body voltage, ΦMS is the metal-to-semiconductor 

work function difference, γ is the body factor, ϕt is the thermal voltage, ϕn is the split in the 

quasi-Fermi levels, ϕb is the bulk potential, and ϕnt is the defect potential expressed as 

𝜙𝑛𝑡(𝜓𝑠) = −
𝑞

𝐶𝑜𝑥
[𝑁𝑜𝑡 + 𝐷𝑖𝑡(𝜓𝑠 − 𝜙𝑏)].            (2.3) 

In equation 2.3, q is the magnitude of electronic charge and Cox is the gate oxide 

capacitance per unit area. It should be noted that equations 2.1-2.3 are specific to n-channel 
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MOSFETs. P-channel MOSFET expressions are essentially the same except for 

differences in signs. Details regarding the non-iterative ψs solving method can be found in 

[124, 126]. 

 

2.3.3. Stochastic defect distribution functions 

 To dynamically set the defect potential for each MOSFET in an IC, the density of bulk 

oxide trapped charge and interface traps are calculated as functions of the stress and 

recovery times applied to the transistor during circuit operation. These functions are 

expressed as 

𝑁𝑜𝑡(𝑡𝑠, 𝑡𝑟) = 𝐴𝑜𝑡𝐹𝑜𝑡(𝑎, 𝑏, 𝜌),            (2.4) 

𝐷𝑖𝑡(𝑡𝑠, 𝑡𝑟) = 𝐴𝑖𝑡𝐹𝑖𝑡(𝑎, 𝑏, 𝜌),            (2.5) 

where the voltage dependent pre-factors Aot and Ait have units of [cm-2] and [cm-2eV-1] and 

represent the maximum defect densities that can be built up during stress. Pre-factors are 

dependent on the magnitude of stress voltage and have the general form of A = (VS/Vs0)m 

where Vs0 and m are fitting constants [112]. As originally presented by Grasser et al. in 

[127], the probability functions Fot and Fit for the two defect types are double integral 

functions of Gaussian distributions expressed as 

𝐹(𝑎, 𝑏, 𝜌) = ∫ 𝜙(𝑦)𝑑𝑦
𝑏

−∞
∫ 𝜙 (

𝑥−𝜌𝑦

√1−𝜌2
) 𝑑𝑥

∞

𝑎
.            (2.6) 

 The variables x and y in equation 2.6 are functions of the mean (μ) and standard 

deviation (σ) of the activation energy distributions for defect capture (Ec) and emission (Ee), 

i.e., 

𝑥(𝐸𝑒) =
𝐸𝑒−𝜇𝑒

𝜎𝑒
 and 𝑦(𝐸𝑐) =

𝐸𝑐−𝜇𝑐

𝜎𝑐
.            (2.7) 



  37 

 The parameters μ and σ are assumed to be linearly dependent on stress bias and can be 

extracted from BTI measurements on MOSFETs [112]. Thus for a given stress voltage and 

temperature, the distribution functions ϕ(x) and ϕ(y) can be analytically derived for Not and 

Dit. Also in equation 2.6, ρ=σc/σe and the non-infinite integration limits are 

a=x(kBTlog(tr/τ0)) and b=y(kBTlog(ts/τ0)), where τ0 is the effective time constant and kB is 

Boltzmann’s constant. With all the parameters determined, it is possible to calculate the 

density for both defects as a function of ts and tr. 

 For constant DC stress, since recovery does not occur, the integration limit a→-∞ and 

the limit b is the stress time. For AC stress having a regular pulse pattern with a period of 

Ts and duty cycle of γ, equation 2.6 would be simplified as 

𝐹𝛾(𝑎, 𝑏1, 𝑏2, 𝜌) =  ∫ 𝜙(𝑦)𝑑𝑦 ∫ 𝜙 (
𝑥−𝜌𝑦

√1−𝜌2
) 𝑑𝑥

∞

−𝑎√1−𝜌2+𝜌𝑦

𝑏2

−𝑏1
,    (2.8) 

where b1= x(kBT * log(γ * Ts/τ0)) and b2 = x(kBT * log(γ * ts/τ0)). If the stress/recovery 

pattern is arbitrary then the model must perform the integration step by step according to 

equation 2.6. 

 

2.3.4. Model Parameterization and Implementation 

 In the next section, our BTI-concerned transistor model (Fig. 2.3.1) is employed in 

transistor-level simulations on various digital circuits. All circuits are designed in the same 

28 nm bulk foundry technology. In order to supply defect information to the functions we 

have used previously published data on NBTI-induced threshold voltage shifts (ΔVth) 

obtained on p-channel MOSFETs from a similar high-k/metal-gate technology [128]. The 

stress and recovery experiments in [128] were conducted under various bias and 

temperature conditions using an ultra-fast measurement-stress-measurement (UF-MSM) 
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method. The published results from experiments on p-channel transistors are plotted as 

open symbols in Figs. 2.3.2(a-d) [128].  

 Assuming  ∆𝑉𝑡ℎ = |𝜙𝑛𝑡(𝜓𝑠 = 2𝜙𝑏)| , the data in Fig. 2.3.2 can be fit with the 

appropriate choice of parameters in equations 2.3-2.6. These fits are plotted as solid lines 

in Figs. 2.3.2(a-d). As can be observed, the analytical calculations fit well to the 

experimental data under various bias and temperature conditions. The extracted defect 

densities for p-channel MOSFETs corresponding to the stress/recovery Vth shifts are shown 

in Figs. 2.3.3(a) – 2.3.3(d). Though the stress performed in experiments only contain data 

points from 10-5 s to 103 s, the simulated stress has been extended to range from 10-7 s to 

108 s. 
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Fig. 2.3.2. The experimental data (open symbol) from [128] and simulated results (solid 

line) used the BTI-enabled compact model with (a) stress at 100 oC under different bias, 

(b) stress at 130 oC under different bias, (c) stress at 155 oC under different bias, and then 

(d) recovery after stress at 130 oC under different bias. 
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Fig. 2.3.3. Extracted Not and Dit with (a) stress at 100 oC under different bias, (b) stress at 

130 oC under different bias, (c) stress at 155 oC under different bias, and then (d) recovery 

after stress at 130 oC under different bias. 

 

2.3.5. Defect Maps 

 The defect distributions in equations 2.4 and 2.5 obtained from optimized fitting to BTI 

data (Fig. 2.3.2) can be visualized with capture/emission energy (CEE) maps [112]. Since 

energy distributions are bias and thermally dependent, CEE maps are unique to stress 

voltage and temperature [112]. CEE map can be converted from energy domain into time 

domain through the Arrhenius law (τ=τ0exp(E/kBT)) to produce capture/emission time 

(CET) maps [112]. In Figs. 2.3.4 (a) and (b) CEE and CET maps extracted from the BTI 

stress and recovery data in Fig. 2.3.2 [128] are shown as contour plots. Here the transistor 
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is stressed under -1.3V gate bias at 130 oC. The recovery condition is 0 V gate bias at room 

temperature. Both maps have been normalized by log10(g/gmax) and show two peaks in the 

contour. In the CET map (Fig. 2.3.4(b)) the two peaks are particularly distinct: one shorter 

peak at a capture time of ~10s and emission time of ~10-3s and a second higher peak at a 

capture time of ~103s and emission time of ~107 s. 

 The relatively low emission time for the distribution around the shorter peak 

corresponds to the recoverable component (R) in the BTI signature. The distribution around 

the higher peak has a much larger emission time and is thus said to correspond to the 

permanent component (P) of BTI. The R component is typically associated with Not due to 

the relatively fast emission time of trapped carriers from oxide vacancy defects near the 

interface [129]. The permanent component is associated with Dit. Interface traps anneal 

much more slowly [130] since these defects require hydrogen to re-passivated dangling 

bonds. 

 

 

Fig. 2.3.4. Logarithmic normalized CEE and CET maps extracted from results in [128] 

with device stressed at -1.3 V 130 oC and recovered at 0 V room temperature. 
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 Once the Not and Dit functions, equations 2.4 and 2.5, are parameterized for the 

technology, CEE and CET maps can be generated over of range of stress conditions. For 

example, Fig. 2.3.5 plots the contour for a gate bias stress of -0.45 V and at 27 oC and 

recover at 0 V at 27 oC. Under these conditions the defect distribution model reveals more 

distinct peaks compared to Fig. 2.3.4 and predicts a higher concentration of the R 

component relative to the P component. 

 

 

Fig. 2.3.5. Logarithmic normalized CEE and CET maps with device at -0.45 V bias at 27 

oC. 

 

 When comparing the CET maps in Fig. 2.3.4 (b) and Fig. 2.3.5 (b) it is interesting to 

observe that under the reduced bias and temperature stress conditions (-0.45 V and at 27oC 

for stress and 0 V 27 oC for recover) the capture time for the peak R (Not) has not changed 

significantly while the emission time for peak R has dropped a two order of magnitude, i.e., 

to ~10-5 s. By contrast, under the reduced stress both the capture and emission time for peak 

P (Dit) has increased many orders of magnitude, to ~1011 s for capture and ~1020 s for 

emission. Such a long “capture/emission” time would indicate that under lower stress 
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interface traps are very hard to create and essentially impossible to anneal. This agrees 

previous work published by Fleetwood et al. in [130]. 

 At this point we have parameterized a (N)BTI-enabled p-channel MOSFET model. 

However in order to simulate BTI effects in CMOS circuits a (P)BTI-enabled n-channel 

model must be constructed. Due to lack of PBTI data on n-channel MOSFETs on a similar 

technology, we have made the following assumptions based on previous studies. As 

reported in [131-133] at the 28 nm and 20 nm technology nodes (P)BTI effects on n-

channel MOSFETs are comparable with (N)BTI effects in p-channel MOSFETs. Thus we 

have assumed that all defect distribution parameters for both device types are the same 

except for the maximum values of Not and Dit, i.e., Aot and Ait in equations 2.4 and 2.5. 

Based on results reported in [133] both Aot and Ait induced by (P)BTI are assumed to be 

40% of the densities induced by (N)BTI under same stress bias and temperature. 

 

2.4. Circuit BTI Aging Effects Predictions 

 Analyses of aging effects using the BTI-enhanced model are performed through 

simulations on digital circuits constructed with standard n- and p-channel transistors 

provided in a 28 nm bulk CMOS technology design kit. These circuits include a single 

stage inverter (INV), 2-input NAND (NAND2), 2-input NOR (NOR2), and a 3-stage 

inverter (INV3). Stress conditions are chosen to be same as the supply voltages (Vdd) of 1.0 

V, 1.2 V and 1.4 V. The stress temperatures simulated are 25ºC, 55ºC, and 85 ºC. Both DC 

and AC stress conditions are modeled. Only BTI effects are considered and other aging 

effects (e.g., HCI, SILC, and TDDB) have been ignored. 
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2.4.1. BTI aging caused by DC stress 

 For DC stress, the stress bias is not removed and therefore no recovery is modeled. The 

simulation time ranges from 10-7 s to 108 s. In Figs. 2.4.1, the time, temperature and stress 

voltage dependent propagation delay degradation rate (PDDR) of a single stage inverter is 

plotted in the 3D surface plots. The PDDR is calculated as the change rate of the maximum 

propagation delay, i.e. (tphl+tplh)/(tphl0+tplh0) where in (tphl0+tplh0) is the propagation delay 

before stress. In Fig. 2.4.1, the results after 103 s (~20 mins) and 108 s (~3 years) stress are 

presented where only p-FET (NBTI) or only n-FET (PBTI) was stressed. In Figs. 2.4.1 (a) 

and (c), both NBTI and PBTI induced degradations after 103 s stress have observed 

monotonic increases with greater voltage and temperature. However, in Figs. 2.4.1 (b) and 

(d), the degradation rate change after 108 s stress have observed differences between NBTI 

and PBTI. For NBTI (Fig. 2.4.1 (b)), the degradation profile has a similar shape to the 

profile after 103 s stress which increases monotonically with higher voltage and 

temperature. But in Fig. 2.4.1 (d) for PBTI, a flat plateau has been observed in the higher 

voltage and higher temperature stress region indicating a saturation trend. According to the 

simulation results, the degraded PDDR by PBTI effect is only 10% of the NBTI 

degradations no matter how long the stress are performed. In addition, the PDDR profile 

after 107 s stress (not shown here) appears almost similar with the profile after 108 s stress 

for NBTI effects and PBTI effects, respectively. Such similarity could indicate the BTI 

degradations considered in this work would eventually saturate with time. However, the 

saturation time for PBTI effects would be much earlier than NBTI effects. This is in 

accordance with the most studies that conclude NBTI causes more damage to circuits than 

PBTI. 
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Fig. 2.4.1. Propagation delay degradation of the single stage inverter with different DC 

stress voltages and temperatures with solely stress on PMOS (NBTI only) for (a) 103 s and 

(b) 108 s and solely stress on NMOS (PBTI only) for (c) 103 s and (d) 108 s. (a) and (b) 

shares a same scale bar shown in (b), while (c) and (d) shares a same scale bar shown in 

(d). 
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 Since for many technologies PBTI effects are much smaller that NBTI effects, NBTI 

alone have been simulated on the NAND2 and NOR2 circuits. The simulated PDDR results 

caused by degradation after a 108 s (3 year) DC stress with different Vdd at 55 oC and 85 oC 

are compared with the INV results simulated before and shown in Table 2.1. Comparing 

the results shown in Table 2.1 we can see that NBTI degradation are more sensitive to 

stress voltages than temperature. At first, according to the results, more than 3X 

degradations have been observed when Vdd is increased from 1.0V to 1.4V for all the three 

circuits. But the temperature increase from 55 oC to 85 oC caused less than a 20% increase 

in PDDR. When Vdd is not larger than 1.2 V, the NAND2 has shown least NBTI 

degradations comparing with INV and NOR2. Such results indicate that a pull-up network 

with multiple parallel p-FETs would potentially mitigate the NBTI degradations. However, 

when Vdd is beyond the nominal value 1.2 V, the degradations in NAND2 becomes even 

worse than those in INV. These results also suggest that Vdd fluctuations in real life 

applications would be the dominant source accelerated degradation and which should 

demand more attention during circuit design. It should also be noted that the NOR2 

configuration shows the worst cased degradation in PDDR for all bias conditions. The 

greater susceptibility of the NOR2 gate may be due to the higher NBTI vulnerability of 

series p-channel pull-up network. 
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Table 2.1. The PDDP of the INV, NAND2 and NOR2 with 108 s DC stress under 

different temperatures. 

 

 

2.4.2 BTI aging caused by AC stress 

 Although useful in predicting maximum degradation, combinational logic typically does 

not operate for long durations under DC stress. In most cases the gate stimulus on the 

MOSFETs in digital gate will be time varying (AC) signals. During AC stress recovery 

can occur, thereby reversing deleterious effects of stress-induced defect buildup. Since the 

bias cycling during AC stress alternates the stress/recovery sequence experienced by the 

pull-up and pull-down networks two factors regarding AC stress signals are critical: 1) the 

frequency of the signal and 2) the duty cycle (the fraction of a period in which the signal 

is in high-level voltage). In Figs. 2.4.2 (a) and (b), the simulated results on the three-stage 

inverter chain (INV3) are plotted for AC stress conditions sampled after 103 s and 108 s. 

The simulation results obtained for different duty cycles and switching frequencies are 

shown in Figs. 2.4.2 (a) and (b), respectively. The results indicate that higher stress 
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frequency and lower duty cycle will lead to greater BTI-induced shift in the propagation 

delay. In order to understand this frequency behavior consider equation 2.8 above. A higher 

frequency means lower period, Ts, which reduces the limit of integration variable, b1. This 

leads to higher occupancy rates for defects (i.e., less recovery), increasing threshold 

voltages and propagation delay. For AC stress at duty cycles less than 50%, the more 

sensitive p-MOSFETs will be exposed to more stress, leading to greater overall damage to 

the inverter chain delay. It should be noted that this duty cycle dependence is primarily an 

artifact of our modeled assumption that maximum defect buildup is greater in p-channel 

devices. For technologies that exhibit greater PBTI sensitivity in n-channel MOSFETs, the 

model would show an opposite trend in the duty cycle dependence. 

 

 

Fig. 2.4.2. The PDDP of the INV3 after 103 s and 108 s AC stress at 1.2 V and 55 oC with 

(a) different stress signal duty cycles and (b) with different stress signal frequencies. The 

solid line plot is for the ψs model and the dash line is for the Vth model. 
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 Figs. 2.4.2 (a) and (b) also provide simulation results obtained by modeling aging effects 

with the traditional Vth model for BTI. The plots show that compared to our ψs model, the 

Vth model predicts less degradation in delay. Although the reasons for discrepancy between 

the two models is still being studied, it is may be due to inherent physical inaccuracies in 

the traditional model. The Vth model does not account for the effects of varying surface 

potential, therefore the bias dependence of the interface trap. Through its use of the 

equation 2.8, the ψs model correctly captures the charge state of interface traps over the full 

range of gate biases applied to the MOSFETs in a circuit, i.e., between 0 V and Vdd. This 

is particularly important during AC operation where dynamic biasing continuously shifts 

surface potentials and thus the charge contributed to the system by the stress-induced oxide 

defects.  

 

2.4.3. Discussions 

 The BTI-concerned transistor model proposed in this work has been demonstrated 

to simulate both DC and AC stress induced BTI effects. It has also shown to work across 

different technologies by incorporating the distributions of defect energies extracted from 

experiments. By including surface potential dependent defect potential, the model provides 

more accurate predictions than the conventional threshold voltage based modeling 

approach. Thus the circuit-level simulation results with the model can provide more 

insights into circuit reliability concerns for designers in specific technologies. 

There are some drawbacks in this model that need to be improved in the future versions. 

First, the model does not working well with a 0 V bias. This is because in equations 2.4 

and 2.5, the format of the pre-factor A is power law dependent with the stress voltage. 
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When stress voltage is 0 V, A will be 0. So with 0 V bias applied on the gate, the defect 

densities will be 0 and the defect maps are totally blank. Methods to deal with 0 V bias 

should be proposed. Secondly, we have restricted the mechanisms of BTI degradation to 

only charging process of the precursor oxide traps and the creation of the Si-H bonds 

related to interface traps during the stress. However, due to the specific focus on these 

processes, the predictions of the degradations caused by real electrical stress might miss 

other effect and therefore might not be fully accurate. Other stress-induced failures are 

discussed and analyzed more deeply in the next chapter. 

 

2.5. Summary of the Chapter 

 In this chapter, the BTI aging effects and a proposed modeling method for HK/MG 

based MOSFETs have been discussed. A BTI-aware transistor model has been constructed 

by wrapping a commercial transistor model together with parameterized BTI degradation 

elements. The proposed BTI degradation elements can simulate stress/recovery induced 

threshold voltage shifts by solving the non-iterative surface potential equations and 

stochastic bivariate defect potential equations. With the defect energies extracted from the 

published results and incorporated into the defect potential equations, circuit level 

simulations with BTI aging effects are presented. The simulated results have been 

compared with a conventional threshold voltage based modeling method. The results of the 

comparison suggest that BTI-concerned transistor model is more physically accurate. 

Finally, the drawback in the new model are discussed. The models would be improved in 

the future concerning more other possible aging effects.  
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CHAPTER 3 

HIGH-K DIELECTRIC BREAKDOWN 

 Last Chapter has discussed the MOSFET instabilities caused by the precursor bulk traps 

and Si-H related interface traps. These instabilities could be recovered once the devices are 

left in annealing environment after certain time. In this chapter, the aging and breakdown 

of the high-k dielectrics would be investigated. Usually, the level of leakage current 

through the dielectrics would be the one of the metrics that measures the dielectric 

breakdown. High quality thin films usually show very insulating characteristics before 

aging or breakdown whose current density could be as low as 1 μA/cm2. The dielectric 

breakdown happens when some of the atomic bonds are broken and these bonds are usually 

oxygen related. Thus the bond breaking process would generate oxygen vacancies which 

would conduct electrons. Either constant voltage stress (CVS) or ramp voltage stress (RVS) 

could trigger the dielectric breakdown leaving oxide conductive. But with different current 

compliances, we might get either soft breakdown (SBD) or hard breakdown (HBD). After 

HBD, the resistance across the oxide would be very low and it is not possible to recover it 

back to insulator. However, after SBD, the resistance across the oxide actually could be 

tunable which are showing a resistance switching phenomenon. Such phenomenon is also 

called resistive switching effects. 

 

3.1. Constant Voltage Stress Study 

3.1.1. Time Frame of the Constant Voltage Stress 

 In Fig. 3.1.1, the stages of dielectric degradations under stress have been illustrated by 

a gate current-Time plot of a MOS capacitor under stress [131]. Here the stress denotes the 
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constant voltage stress (CVS) in which stress voltage does not change with time. Once the 

stress is on, the charge trapping and trap generation processes are both starting. The charge 

trapping effects in different types of MOSFETs could be different due to the different 

spatial distributions of traps created by fabrication process. Such effects actually should be 

negligible comparing with the whole stress period because the total density of the 

fabrication-induced traps is low. Usually, this stage is also related to BTI effects which has 

already been extensively discussed. Once the stress bias is increased, the time for such 

stage would be exponentially decreased. In the later on stress stage, new traps would be 

generated which typically has a power law dependent in time [132]. In a dielectric thinner 

than 50 Å, these newly generated traps would increase the gate current (SILC) gradually 

by offering available sites for carriers to tunnel through which is also called trap assisted 

tunneling (TAT) process [132]. While in thicker films, carriers might be possibly trapped 

in those generated defects permanently. If the energy level of these traps are shallow, the 

trapped carriers might tunnel into the electrode under high electric fields, but if the energy 

level is deep enough, they will form charged centers affect the function of the transistor 

and increase the leakage through the gate dielectrics [132]. However, SILC would be only 

prominent under low bias where the carriers are under direct tunneling (DT) processes. 

Once under high bias voltage, the SILC would be shaded by the Fowler Nordheim 

Tunneling (F-NT) current [132]. 
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Fig. 3.1.1. Stages of dielectric degradations under stress. © 2002 IEEE. Reprinted with 

permission from Ref. [131]. 

 

 In thin dielectrics below 50 Å, stress at high bias voltage will lead to soft breakdown 

(SBD) of the device during which a conductive path would be formed to connect the anode 

and the cathode [133]. Such conductive path is composed of large amount of stress-

generated traps whose density will exceed the critical value to form an energy level 

allowing carriers to pass through. For the carrier transport post SBD in the dielectrics, 

several mechanisms have been proposed to describe the non-linear current conduction such 

as variable range hopping [134], quantum point contact (QPC) [135], percolation through 

a nonlinear conductor network [136], space charge limited current (SCLC) [137], and the 

electron co-tunneling through a coulomb blockade [138]. Usually SBD denotes the 1st time 
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breakdown of the gate dielectrics after which the devices might still be able to operate and 

are usually possible to get partially recovered. But from this stage on the damages are not 

fully restorable. Catastrophic hard breakdown (HBD) of the device would occur after the 

SBD or sometimes together with SBD but would rely on the electrical stress environment 

such as the current compliance or stress temperature [139]. After HBD, the current through 

the gate dielectrics would show an Ohmic I-V with a post breakdown resistance less than 

10 kΩ. Therefore HBD might seem like dielectric burnout or thermal breakdown. 

 The term time-dependent dielectric breakdown (TDDB) occurred in the CMOS 

transistors are mostly related to the first time breakdown which could be either SBD or 

HBD. In the old time when supply voltage was beyond 3 V, the 1st time breakdown of the 

transistor might happen with HBD. But nowadays the supply voltage has drastically 

decreased to about 1 V or even lower, then the 1st time breakdown of the transistor might 

have rare possibility to be HBD. However, if the stress continues after SBD, then the 

conductive paths would grow stronger and finally lead to HBD or burnout. Consequently, 

when we study the breakdown process, both time and energy should be accounted in order 

to get a complete explanation of certain process. 

 

3.1.2. Electron Transport and Energy 

 In the last section, the time stages of dielectric degradations under stress have been 

briefly discussed. Regarding the stress induced degradations or damages, not only stress 

time but also stress energy should be concerned in order to completely understand the 

degradation process. For devices under stress at certain temperature, the injected energy 

could be represented by the effective energies of the carriers injected into the whole system. 
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Thus the transport process and the energy of the carrier under certain transport mechanism 

should be concerned. In this work, since HKMG stacks are under investigation, the 

majority carrier transport through the stack could only be electron. Thus most of the 

discussions below would only consider electron transport process. Usually, with the 

electrode applied with positive voltage would be called anode where electrons are collected 

and the other electrode called cathode where electrons are sent out. In the MOSFET stack 

or simply the MOS-cap stack under stress, starting from cathode there are potentially two 

types of transport processes for electrons: 1) move from cathode to anode directly; 2) move 

from cathode to anode with going through some of the defects inside the dielectrics. The 

first type transport process is called electrode-limited conduction mechanism while the 

second type is the bulk-limited transport mechanism [140].  

 

3.1.2.1. Electron Energy during Transport in Dielectrics 

 Before discussing all the transport processes, the energy for each process would be 

defined here. During the elastic process, the electron does not have kinetic or total energy 

change until after it enters anode. During ballistic process, there are no collisions (no 

change in total energy) until after the electron reaches the anode dielectric interface. During 

inelastic process, both kinetic and total energy of the electron changes. By correlating the 

transport process with electron energies inside the dielectrics, it would be helpful to 

understand various energy injection induced degradation processes. 
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3.1.2.2. Electrode-Limited Transport 

 The electrode-limited transport mechanisms depend mainly on the electrical properties 

at the electrode-dielectric contact [140], including direct tunneling (DT), Fowler-Nordheim 

tunneling (FNT) and Schottky emission or thermionic emission depending on the bias level 

applied across the dielectrics. This type of conduction mechanism mainly depends on the 

barrier height at the electrode-dielectric interface and the effective mass of the conduction 

carriers in the dielectrics [140]. The band diagrams of the three major electrode-limited 

transport mechanisms are illustrated in Figs. 3.1.2. 

 Direct tunneling (DT) usually occurs when the bias voltage is lower than the Si-SiO2 

(part of the high-k stack) barrier height so that electron will see a trapezoidal barrier as 

indicated by the black dashed box shown in Fig. 3.1.2 (a). The gate current in such case 

would be entirely from the direct tunnels of electrons through the entire gate dielectrics. At 

the end of the DT process when electrons just arrives the anode-dielectric interface, its 

energy distribution is nearly mono-energetic. Thus DT is an elastic process during which 

electron energy alone would not be sufficient to breaking bonds and creating new defects 

inside the dielectrics. But this does not exclude the damages at the anode-dielectric and 

cathode-dielectric interfaces. 
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Fig. 3.1.2. Schematic energy band diagram of the three electrode-limited transport 

mechanisms in metal-oxide-semiconductor structure with (a) direct tunneling, (b) F-N 

tunneling, and (c) Schottky emission. 

 

 Approximately the electron kinetic energy after tunneling is about q|Vg| which has a 

maximum value of q|ΦM-EF|. However, DT is a dielectric thickness dependent process at 

given filed, and when dielectric thickness is below 40 Å, DT current would be dominant in 

the total gate current [141]. With the Wentzel–Kramers–Brillouin (WKB) approximation, 

direct tunneling current would be expressed as [142]: 

 𝐽𝐷𝑇 = 𝐴𝐸𝑜𝑥
2 / [1 − (

𝜙𝐵𝐴+𝑞𝑉𝑜𝑥

𝜙𝐵
)

1

2
]

2

exp [(𝐵/𝐸𝑜𝑥𝜙𝐵𝐴

3

2 )(𝜙𝐵𝐴
3/2

− (𝜙𝐵 − 𝑞𝑉𝑜𝑥)3/2)], (3.1) 

in which ΦBA is the barrier height between anode and dielectric, Eox and Vox are the electric 

filed and voltage across the oxide, and A and B are separately expressed as [141]: 

𝐴 =
𝑞3

16𝜋2ℏ𝜙𝐵𝐴
, (3.2) 
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𝐵 =
3

4

(2𝑚𝑜𝑥)1/2

𝑞ℏ
𝜙𝐵𝐴

3/2
, (3.3) 

where mox is the effective mass of the electron in the dielectrics, ħ is the reduced Planck 

constant, and q is the elementary charge. 

 Once the electrical bias is greater than the anode/dielectric interface barrier height ΦBA, 

FNT will start to be dominant during which electrons would see a triangle barrier as 

indicated by the black box shown in Fig. 3.1.2 (b). With such shape of barrier, electrons 

will tunnel into the conduction band of the dielectrics and only see partial thickness of the 

dielectrics. After entering into/beyond the conduction band of the dielectrics electrons 

would continue moving until reaches anode. Depending on whether scattered by oxide 

phonons on the conduction band of the dielectrics before entering anode, FN tunneling 

would further be subdivided into ballistic FN tunneling (BFN) process and steady-state FN 

tunneling (ssFN) process. 

 BFN tunneling process is an inelastic process because electrons gain kinetic energies in 

the oxide conduction band when they traverse the dielectrics [142]. When BFN occurs, 

there would be interference between incident and reflected electron waves propagation in 

the oxide conduction band which could lead to the observation of the oscillations in the 

current-voltage (I-V) curves [143]. Since FNT is a thickness dependent transport process, 

such oscillating effect could only be clearly observed when oxide thickness is below 70 Å 

[143]. 

 Steady-state FN tunneling is also an inelastic process but electrons will lose energies to 

oxide phonons by scattering during transport. When electric filed is below 5 MV/cm, the 

primary scattering mechanism is the longitudinal optical (LO) phonon emission with an 

energy loss of 0.15 eV [144]. While for higher electric field, electrons usually would be 
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stabilized by acoustic phonon scattering with average energy loss below 6 eV [145]. The 

ssFN tunneling usually occurs when the oxide thickness is greater than tunneling distance 

under certain electric field plus the heat up distance for the carrier kinetic energy which 

would be at least 66 Å [146]. 

 With the parameters specified above, the FN tunneling current for both cases could be 

similarly expressed as [140]: 

𝐽𝐹𝑁 =
𝑞3𝐸𝑜𝑥

2

8𝜋ℎ𝑞𝜙𝐵𝐴
exp [

−8𝜋(2𝑞𝑚𝑜𝑥)1/2

3ℎ𝐸𝑜𝑥
𝜙𝐵𝐴

3/2
]. (3.4) 

As have been discussed so far, FN tunneling process generally could be divided into two 

steps: 1) tunneling through the dielectric within the band gap into the conduction band of 

the dielectric, 2) transport on the conduction band of the dielectric until reach the anode. 

Step 1) is a shortened DT process during which the electrons are not losing energy. Step 2) 

is an accelerating process for electrons during which electrons would gain kinetic energies 

before reach anode. Obviously, step 2) is very critical because extra energies would be 

gained by electrons during transport. Thus it is possible that by the end of this step damages 

of dielectrics or anode would occur. 

 If the electrical bias is further increased to exceed the cathode-dielectric interface barrier 

ΦBC, electrons would be able to gain enough energy provided by thermal activation and 

overcome such barrier to go to the conduction band of the dielectric directly. Such transport 

process would be often observed at relatively high temperature under large bias. The 

current expression for Schottky emission is [140] 

𝐽𝑠𝑐 = 𝐴∗𝑇2exp [
−𝑞(𝜙𝐵𝐶−√𝑞𝐸𝑜𝑥/4𝜋𝜀𝑟𝜀0)

𝑘𝑇
], (3.5) 
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where T is the ambient temperature, k is the Boltzmann’s constant, ɛ0 is the permittivity in 

vacuum, ɛr is the optical dielectric constant (i.e., the dynamic dielectric constant), and A* 

is the effective Richard constant which could be expressed as [140] 

𝐴∗ =
4𝜋𝑞𝑘2𝑚𝑜𝑥

ℎ3 =
120𝑚𝑜𝑥

𝑚0
, (3.6) 

in which m0 is the free electron mass and the other notations are the same defined before.  

 It is worth mentioning here that if the electron transit time from the interface to the 

barrier maximum position is shorter than the dielectric relaxation time, the dielectric would 

not have enough time to get polarized leaving only a few polarization mechanisms 

contributing to the total polarization [147]. Consequently, the optical dielectric constant is 

smaller than the static dielectric constant. However, in our case of MOS cap or MOSFET 

stressing, the thermionic emission is a rare situation unless devices are under great voltage 

stress at high temperature. With so much external energies injected, the later electron on 

transport process on the conduction band in the dielectric would be ballistic. 

 

3.1.2.2. Bulk-Limited Transport 

 The bulk-limited transport mechanisms mainly depend on the electrical properties of 

the dielectric itself. The most critical parameter in such type of transport mechanism is the 

defect energy level in the dielectric [140]. Major mechanisms of this type of transport 

would be considered in this work include Pool-Frenkel (P-F) emission, hopping conduction, 

and Ohmic conduction. There are also some other transport processes belonging to the 

same type of transport mechanism such as space-charge-limited conduction (SCLC), ionic 

conduction, and grain-boundary-limited conduction (GBLC) but would not be discussed in 
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this work. The energy band diagram of the three transport mechanism has been illustrated 

in Figs. 3.1.3. 

 

 

Fig. 3.1.3. Schematic energy band diagram of the three bulk-limited transport mechanisms 

in metal-oxide-semiconductor structure with (a) hopping conduction, (b) P-F emission, and 

(c) Ohmic conduction. 

 

 For hopping and P-F emission, they depends on the transport through the discrete energy 

levels created by the defect inside the dielectrics. During electron transport along the 

electric field, these defects would capture/emit electrons. Depending how much energy 

could be obtained during emission, the electrons could either tunnel to the next trap 

site/anode or be emitted into the conduction band of the dielectric. All these processes 

related to the traps or defects in the bulk of dielectrics could be generally called trap-

assisted-tunneling (TAT) effects where traps act as a helper for electrons to transit from 
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cathode to anode. But detailed transport processes of TAT might be very complicated with 

at least one trap involving in the transport process. 

 For Ohmic conduction, the shallow defect levels either intrinsic or extrinsic close to the 

conduction band might have a density exceeding the critical values forming an energy 

levels inside the forbidden band and acting as dopants inside the “wide bandgap insulator”. 

These shallow donors would donate electrons once get excited under the field and make 

the conduction inside the dielectric Ohmic. 

 Hopping conduction is much likely a reduced version of direct tunneling process 

between defect sites or between electrode and defect sites. The expression of hopping 

conduction is [148] 

J = qanυ exp [
𝑞𝑎𝐸𝑜𝑥

𝑘𝑇
−

𝐸𝑎

𝑘𝑇
], (3.7) 

where a is the hopping distance, n is the electron concentration in the conduction band of 

the dielectric, ν is the thermal vibration frequency of electrons at trap sites, and Ea is 

activation energy; the other terms are as defined before. In hopping conduction, electrons 

does not gain high enough energy to get emitted into the conduction band of the dielectric, 

so that they transit through defect sites using tunneling mechanism. Since the hopping 

distances between different trapping sites are not long enough and there contains the 

capture processes of electrons by trapping sites, the hopping conduction should be an 

inelastic process where electrons are transferring the energies it gained to traps. Thus 

electrons under such transport mechanism do not contain any damaging ability and this 

process usually takes place when electrical bias is low. 

 P-F emission is very similar to the thermionic emission where electrons would gain 

enough energy to overcome the potential barrier and enter the conduction band of the 
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dielectric. But thermionic emission is from electrode and P-F emission is from trap level 

inside the dielectric so it is sometimes called internal thermionic emission. The current 

density due to the P-F emission is expressed as [149] 

J = qμ𝑁𝑐𝐸𝑜𝑥exp [
−𝑞(𝜙𝑇−√𝑞𝐸𝑜𝑥/𝜋𝜀𝑟𝜀0)

𝑘𝑇
], (3.8) 

where μ is the electronic drift mobility, NC is the density of states in conduction band, ΦT 

is the defect energy level; the other terms are as defined before. Similar to thermionic 

emission, after entering the conduction band in the dielectric, the electron transport should 

also be ballistic process. 

 Ohmic conduction is caused by the movement of the mobile electrons in the conduction 

band and holes in the valence band. Usually this conduction mechanism gives a linear I-V 

relationship. The electrons excited by the thermal energy from valence band or shallow 

donors could move freely in the conduction band in the dielectric. The current density of 

this type of conduction mechanism can be expressed as [150] 

J = σ𝐸𝑜𝑥 = 𝑛𝑞𝜇𝐸𝑜𝑥,    𝑛 = 𝑁𝑐exp [
−(𝐸𝑐−𝐸𝐹)

𝑘𝑇
], (3.9) 

where σ is the electrical conductivity,  n is the number of electrons in the conduction band, 

μ is electron mobility and the other terms are as defined before. 

 By far, most common transport mechanisms have been discussed above. But during real 

electrical stress, since electrons might have a distribution of energy while transmitting 

through the dielectrics, several transport mechanisms might need to be considered together. 

Though one type of mechanisms would be dominating the whole electron transport process 

at a time, the wide distribution of electron energies make it very complicated to fit the I-V 

curves with only one type of transport equation. 
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3.1.3. Defects in Gate Stack 

 After realizing the transport mechanism and electron energies, potential types of 

damages for the dielectrics could be determined. These damaging events might include 

charge trapping, trap generation, impact ionization and even species releasing. According 

to level of electron energies in dielectrics, different events would happen. Charge trapping 

occurs when electron has quite low energy and get trapped by the existing defects during 

transport and this has already been discussed. Trap generation process could be further 

divide into interface trap generation and bulk trap generation. The former one tends to 

happen when the electron energy is not high enough and the latter one happens when hot 

electrons are generated by F-N tunneling injection or substrate injection. Impact ionization 

happens when kinetic energy of the electron is too high so that it knocks the electrons out 

from the internal orbit generating electron-hole pairs and these energetic electron-hole pairs 

continue creating more pairs by multiplication. Along with impact ionization process, there 

could be trapping of both types of charges occurring and further changing the band diagram 

of the original system. The species releasing event takes place when all the bonds of certain 

species are broken by the high energy breakdown leaving the species, or sometimes ions 

diffusing or drifting inside the dielectrics. The typical example could be found in the 

hydrogen releasing after substrate hot electron injection or substrate hot hole injection.  

 Thus most damaging process will happen with either defect generations or defect 

reaction. To understand the stress induced degradations and breakdown in dielectrics, a 

better understanding of the potential defects in the gate stack is necessary. Last chapter has 

discussed as-grown bulk traps would trap charge and cause instability. These as-grown 

traps will certainly involve in the stress induced degradations by various ways such as 
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acting as helping centers for electrons to tunnel through (trap-assisted tunneling), or 

trapping positive charges and pulling down the barrier for electrons, or even trapping 

electrons and changing its energy levels. With the improvement of fabrication process, the 

density of as-grown defects are lowered to a negligible level as indicated in the last chapter. 

Thus the newly generated defects by stress would be more effectively involving the 

damaging of the dielectrics. 

 

3.1.3.1. Stress Induced Defects in poly-Si/SiO2 (SiON)/Si Gate Stack 

 In the early CMOS technology when poly-Si/SiO2/Si gate stack was in use, the stress 

induced degradations and breakdowns are often due to the defects generated either at the 

SiO2/Si interface (interface traps) or inside the SiO2 (bulk traps). The defects at interface 

could be either hydrogen related interface states or Si-O bonds breaking at interface. The 

former type needs lower energy to occur while the latter type requires either long time or 

higher energy to trigger. 

 The bulk traps in SiO2 generated by stress would be neutral centers which might capture 

either electron or hole [151,152]. Both electron and hole traps could be generated by either 

electron or hole injections. For stress generated electron traps, there could be three different 

types. One type of the generated electron traps is called high field trap which stay occupied 

at high electric field. The other type is called low field trap which has almost zero 

occupancy at high electric field [153]. This phenomenon probably is due to the different 

generation kinetics and shallower energy level of the low field trap. The third type electron 

traps would be related to water-related centers so it is related to the processing methods. 

All these electron traps were found spatially uniformly distributed in the oxide with 
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centroid at middle of the oxide [154] whose build-up would further trigger dielectric 

breakdown. For the stress generated hole traps, there could be two different types. One is 

known as the anti-neutralization positive charge (ANPC) [155] and the other one is referred 

to anomalous positive charge (APC) or cyclical positive charge (CPC) [155, 156]. The 

ANPC center could be recharged without hole injection but to discharge it high field F-N 

injection of electrons are needed [155]. Possible explanation might be that the trap energy 

level moves beyond the conduction band once get charged which renders it improbable to 

discharge the charged traps by filling electrons from the conduction band directly [155]. 

While the other type of defect APC or CPC has a fixed energy level inside the oxide band 

gap very close to the conduction band of silicon. It could exchange charges with silicon 

and could be charged and discharged without hole injection [156]. Quite different from the 

electron traps, the hole traps prefer to cluster close to the oxide interface [156]. 

 

3.1.3.2. Intrinsic Breakdown in SiO2 

 The breakdown of SiO2 could be categorized into many different mechanisms 

depending on the applied electrical bias across the SiO2 and the thickness of the SiO2. In a 

case of oxide thickness over 200 Å under an electric field higher than 7 MV/cm when FN 

injection is happening, the main breakdown mechanism has been attributed to the impact 

ionization and hole trapping in the oxide [155].  Though the threshold energy for impact 

ionization energy is about 9 eV (band gap of SiO2) which is way above the average kinetic 

energy of electrons in SiO2, the tail of energy distribution of electron could be above 15 

eV [147]. Once impact ionization was triggered, large density of electron-hole pairs would 

be created. The electrons would be swept away by the electric field while holes would be 
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trapped by the as-grown traps discussed in the last section forming positive charge centers 

and pulling conduction band down which would further increase the electron transport 

length beyond conduction band (which equals to increase the electron kinetic energy). This 

process has formed a positive feedback to boost itself until a conductive path is formed 

connecting the anode and cathode [133]. However in the case of thin oxide under a low 

field where FN injection has been off, positive charging effects were still observed to 

trigger the oxide breakdown [157]. Aforementioned in the last section, electron direct 

tunneling in thin oxide is an elastic process which gains electron kinetic energies while 

entering the gate electrode. Such high kinetic energy could trigger anode impact ionization. 

Once the impact ionization happens in the Si (gate), a large amount of electron-hole pairs 

would be generated and holes swept into the oxide [157]. After the injection of holes into 

the oxide, same breakdown phenomenon could be observed. Depending on kinetic energy 

of the electrons, there could be majority ionization or minority ionization. Usually majority 

ionization has a higher rate than minority ionization while minority ionization has a lower 

trigger energy (about 3 eV) than majority ionization (about 6 eV) [158]. 

 Recent works in ultra-thin oxide breakdown under low bias (lower than 3 V) has ruled 

out most of the breakdown mechanisms mentioned above [159]. The breakdown 

mechanism has been attributed to hydrogen release induced defect generations. Interface 

states generations have been regarded as the critical part for oxide breakdown in this case. 

Meanwhile, both bulk trap and interface trap is required for breakdown to occur. 
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3.1.3.3. Defects in HfO2 

 In the high-k dielectrics based CMOS technologies, since HfO2 will react with Si and 

bring very low quality interface layer oxides, most techniques are introducing another ultra-

thin layer of high quality SiO2 between them to maintain the gate performance. In recent 

years, there are works proposing the quality of HfO2/SiO2 interfacial layer is the critical 

portion of gate stack reliability [161] while many works are attributing the aging and 

breakdown problem to the trap generations in SiO2 rather than in HfO2 [165, 166]. 

Conversely, some other works are pointing the vulnerability of HfO2 layer which gets 

firstly degraded first during stress [167, 168]. As the interfacial layer between SiO2 and 

HfO2 has complicated the study of the wearing out in the MOS stack, it is not simple to 

reach a conclusion which one dominates the degradation unless separate studies could be 

performed. Recently, some works on defects in HfO2 alone have been done by either 

stressing metal/HfO2/metal stack [160] or ab-initio calculations of defect states in HfO2 

[108] in order to offer clues of the stress impacts on HfO2. 

 As shown in Fig. 3.3.1, potential defect energy levels based on ab-initio calculations 

have been presented here. The HfO2 used in the CMOS technology usually has a dielectric 

constant between 16-20 and an amorphous crystalline structure (a-HfO2). The amorphous 

structure is very close to monoclinic crystalline (m-HfO2) which naturally contains two 

types of neutral oxygen vacancies, one is the VO3 vacancy which connects with 3 Hf around 

it, and the other one is the VO4 vacancy which connects with 4 Hf around it. Recent works 

indicate the natural defect density is more than 1020 cm-3 by the extraction from the trap-

assisted tunneling equations [162, 163]. These natural vacancies have an energy level about 

1.1 eV-1.8 eV below the conduction band of HfO2 [164]. The variation of the energy level 
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probably is due to the different results of HfO2 band gap which brings different conduction 

band affinity. In addition, the charged vacancy tend to move its energy level deep into the 

HfO2 band gap as indicated in Fig. 3.3.1. At the same time, if possible, there could also be 

neutral oxygen atom as interstitial or even O2 molecule inside the HfO2 band gap forming 

energy levels very close to HfO2 valence band. These defect levels could act as hole trap 

centers during stress. Unlike the vacancy based traps, once captured electrons the oxygen 

species based traps tend to get closer to HfO2 valence band. 

 Previous work by Cédric et al. on electrical stress on metal/HfO2/metal stack has 

provided some useful information for the as-grown and stress induced defects in high-k 

dielectrics [108].  The cyclic electric stress/relaxation experiments showed that absorption 

current only occurs at the first time stress and the relaxation currents are same for all 

relaxation cycles but the leakage current under stress was increasing when more stress 

cycles have been performed. The origin of such phenomenon has been attributed to the 

extinct nature of the as-grown defects which only affects the threshold voltage but not 

involve in the stress-induced leakage current (SILC). This behavior is similar to the ANPC 

discussed in the last section which would change its energy level above conduction band 

of the oxide once charged. Those ANPC-like centers might locate at the grain boundaries 

(GBs) in the HfO2. Thus they concluded that SILC is only due to the stress generated 

oxygen vacancies via Fowler-Nordheim electron injection (F-N injection) from cathode. 

Thus the work function difference of the two metal electrodes is very critical. Moreover, 

the temperature dependent breakdown behavior also suggests that the conductive paths 

formed inside the oxide would frequently rupture/rebuild by the thermally agitated defects. 

Thus the recombination of the VO and the oxygen ions probably is the SILC recovery origin. 
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Fig. 3.1.4. Energy level diagram showing the electron affinities for various defects in 

monoclinic hafnia. All energies are in eV. Reprinted with permission from [108] Copyright 

(2002) by the American Physical Society. 

 

 Accordingly once the HKMG based MOSFET is under stress, the degradations would 

first happen at either high-k/metal interface or high-k/SiO2 interface depending on the type 

of transistors used. For p-FET in which substrate is made of n-type silicon, the normal 

stress bias is negative (gate injection). When the negative bias is at the critical point where 
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F-N tunneling just starts and DT not turns off yet, the HfO2/SiO2 interface will first see the 

injection of electrons into the conduction band of HfO2 from the gate. Since then oxygen 

vacancies and oxygen ions pairs would be generated at the HfO2/SiO2 interface. Oxygen 

ions would propagate into SiO2 layer under the electric field where further damages take 

places. For n-FET which has a normally positive stress bias (substrate injection), the 

metal/HfO2 interface will first see the injected electrons from substrate and suffer from 

damaging. With positive bias increasing, there could be impact ionization happening at 

interface and followed by the positive charge induced dielectric breakdown from HfO2 all 

the way until reaching Si. Otherwise, the materials used in the gate stack would also affect 

the degradations. The materials characteristics such as semiconductor-metal work function 

differences, band gap of the high-k dielectrics used in the gate stack and the band offset 

between metal work function and oxide conduction band and so on will all determine the 

reliability of the transistor built upon. 

 

3.1.4. Constant Voltage Stress on TiN/HfO2/SiO2/n+-Si Gate Stack 

 By far, the damaging scenarios that could happen in the HKMG based gate stacks have 

been fully discussed. Potential damaging effects have also been forecasted. Stress 

experiments on metal/HfO2/SiO2/n+-Si based MOS stack would be presented in this section 

with further discussions. 

 

3.1.4.1. Device Fabrication 

 Heavily doped n-type prime grade silicon wafer with a resistivity range of 0.001-0.005 

Ω·cm was used for the MOS capacitor fabrication. After soaking in acetone and DI-water 
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in sequence for cleaning, silicon wafer was dried and baked at 100 oC for 30 s. Later on, 

the wafer was dipped in 49% HF for one minute to remove the natural oxide. Immediately 

after HF dipping, wafer was placed in the ALD chamber under 150 oC for about 2 minutes 

in order to warm up the substrate as well as getting a very thin layer of SiO2. Then a layer 

of 30 Å HfO2 was deposited at same temperature with TDMAH and H2O as the deposition 

precursors whose deposition rate is about 1 Å/cycle. After ALD, gate electrode patterns 

were then formed by optical lithography on the photoresistor which was spin coated on the 

wafer. Followed by the lifting-off process in acetone, a layer of 50 nm TiN was deposited 

on the HfO2 by reactive sputtering. The power and pressure during sputter was about 200 

W and 4 mTorr, respectively. No thermal annealing was performed on the samples. 

 

3.1.4.2. Electrical Stress and Degradation Mechanisms 

 The electrical bias was applied on the TiN top electrode with back side of the wafer 

grounded. All the measurements in this section were performed with Agilent 4155B and 

Micromanipulator probe station. All devices employed for stress have same active area of 

100×100 μm 2 and were stressed under different polarities and different levels of biases. 

Before electrical stress, the current-voltage (I-V) curves of the MOS capacitor have been 

measured by a voltage ramping method with voltage step of 20 mV from 0 to 2 V or -2.5 

V. In Fig. 3.1.5, the swept I-V curves on both directions have been shown and fitted with 

F-N tunneling equations which is simplified from equation 3.4. It could be observed that 

the overlapping parts between the experimental and theoretical are different for different 

polarities of bias. For negative bias, the fitted line starts to overlap with the experimental 

data from around -1.8 V. While for positive bias, it is close to 1.4 V. The EOT for such 
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gate stack was estimated by the current leakage at inversion region |V|= 1 V which gives a 

value of 1.5 nm [169]. This value would be used in the following field calculations. 

 

 

Fig. 3.1.5. Measured DC I-V curves of MOS capacitor with different polarities from -2.5 

V to 2 V. 

 

 Then multiple devices of same active area were stressed under constant voltage (CVS) 

with sampling of the current at each time step. Sampling time interval during different 

levels of stress has been set differently in order to capture as many data points as possible 

before breakdown. The devices under very high stress such as ±3 V have shown immediate 

breakdown once bias is on indicating a time-to-failure (TTF) shorter than 5 ms which is 



  74 

out of the measurement range. Hence, no available plots for these stresses were made and 

plotted. In Figs. 3.1.6, the typical current-time (I-t) plots for different levels of stress are 

shown. The current values in all plots have been normalized by dividing each time-0 

current (I0) when stress just turned on. 

 

 

Fig. 3.1.6. Dual-log scale of I-t characteristics recorded for TiN/HfO2/SiO2/n+-Si under 

stress with different levels of bias in (a) negative polarity and (b) positive polarity. All 

devices are stressed at room temperature. 

 

 As shown in Fig. 3.1.6 (a), I-t plots under different positive bias stresses have been 

presented. During positive bias stress, the currents under different levels of stress decreases 

at first stage of stress until a sharp current increase occurs together with dielectric 

breakdown. The absorption current behavior is similar to the HfO2 based MIM structure 

SILC study discussed in the last section [108]. However, for most positive stress except for 

2 V one, only a sharp current increase was observed after certain time of absorption current 

instead of the gradual current increase (SILC) reported in the aforementioned MIM stress 

study. With 2 V bias, gradual current increase has been observed during stress as well as 
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current fluctuations. The reason to observe different response current under different stress 

levels might be from different degradation mechanisms. In our devices, the ALD is 

performed at 150 oC, but in [108] the HfO2 is deposited at 300 oC with various thermal 

annealing studied. This indicates that the absorption current induced by the ANPC like 

defect centers are natural characteristics of amorphous HfO2 by which HfO2 degradations 

under stress could be implied. For the higher bias situations, first breakdown spot could 

happen at TiN/HfO2 interface triggered by the substrate injected electrons. These substrate 

injected electrons would gain sufficient energies during the tunneling process in the 

dielectrics and then lose their energies at TiN/HfO2 interface to excite electron-hole pairs 

by surface plasmon oscillations [170]. The generated high energy holes (hot holes) could 

be swept into the dielectrics by electric field while those with lower energies would 

recombine with electrons at the interface. After swept into the dielectrics, hot holes would 

either get captured by the existing traps at the interface/inside the bulk of the gate 

dielectrics or tunnel deep into the bulk of the gate dielectrics (ultra-hot holes). During the 

tunneling in the gate dielectrics, these ultra-hot holes would create more defects (oxygen 

vacancies) in the gate stack by either transfer their kinetic energies to the lattice bond or 

recombine with electrons and emitting large amounts of energies. Since this breakdown is 

an instant process within micro-seconds, no gradual change of current could be seen. But 

this type of breakdown process requires high energy electrons to trigger for which the 2 V 

stress case might not satisfy. Thus for the 2 V stress, there must be other breakdown 

mechanisms taking places degrading the dielectrics. According to the estimated energy 

band diagram Fig. 3.1.7, it could be inferred that below 2.1 V, not only the entire thickness 

of the SiO2 barrier but also some thickness of HfO2 barrier are seen by the substrate injected 
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electrons. While with bias above 2.1 V, the substrate injected electrons would only see the 

entire SiO2 thickness as barrier. Accordingly, the degradations with stress under 2.1 V 

would start from the SiO2/HfO2 interface and then propagate into the HfO2 and finally SiO2. 

 

 

Fig. 3.1.7. The estimated band diagram (a) at equilibrium and (b) under positive bias. 

 

 In Fig. 3.1.6 (b), the I-t plots under different negative stress levels are shown. It could 

be observed that the current under all levels of stress kept increasing until first time 

breakdown happens with normalized current increasing to 3-6 times of I0. Such behavior 

could also be called progressive dielectric breakdown with the first time breakdown 

happening in the SiO2 from either HfO2/SiO2 or SiO2/Si interface degradations depending 

on the energies of the gate injected electrons. These gate injected electrons after FN 

tunneling would first cause damages (creating oxygen vacancies) at the HfO2/SiO2 
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interfaces where high degrees of disorders are expected. These damages would further 

propagate into the SiO2 leading to the breakdown of the entire SiO2. Once the energies of 

the injected electrons are sufficiently high, it would also trigger impact ionization (II), 

anode hole injection (AHI) or anode hydrogen release (AHR) in substrate where positive 

charges would be generated. Under the electric field, these positive charges would be swept 

into the SiO2 causing further breakdown of the entire SiO2. Though these two degradation 

mechanisms are from different directions, their final targets are same. Interesting behavior 

of the fluctuations of current under stress were observed until an even sharper breakdown 

current takes place. Since the filament is made up from oxygen vacancies which are easily 

thermally agitated, the electron transport through these defect sites definitely would 

transfer energies to them and excite them to recombine and generate frequently. The 

following breakdowns would be due to the entire dielectric stack breakdown after long 

time stress. Once the entire gate stack breakdown happens, the filament would get stronger 

in the SiO2 layer during continued stress but still weak inside the HfO2 layer. The 

robustness of the filament mainly differentiates by the density of defects or the number of 

discrete conductive filaments. 

 

3.1.4.3. Lifetime Predictions 

 In Fig. 3.1.8, the TTF-oxide field relationships have been plotted according to the results 

shown in Fig. 3.1.6. Then a linear fitting on the available TTF data has been performed and 

shown together with the relationship plots. Since 1.5 nm EOT is expected to be used below 

32 nm technologies in which 1.0-1.5 V Vdd are used, the TTF under such voltages should 

be paid more attentions. From the fitting and extrapolation, the TTF is more than 10 years 
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for positive bias while 3 years for negative bias. The slope for positive is around 0.73 and 

is around 0.96 for negative bias. These results might indicate that the degradation 

mechanisms at different polarities could be related to the reason why PMOS is more 

vulnerable than NMOS under stress. However, the TTF extracted here is not from statistics 

of large volume of stress data so it could only stand for a rough estimation. 

 As we discussed before, in order to predict the lifetime of the MOSFET under stress, it 

is necessary to consider many aspects such as material systems and their processing 

methods, device geometries, electrical energies injected, temperatures and accumulated 

time. Each impact factor might contribute a reliability barrier for the total reliability 

lifetime. Therefore, in the real life application we need to individualize the impact from all 

these factors and put them back to the prediction methods in a reasonable manner. Usually, 

single degradation mechanism could be described by the Arrhenius equation which has an 

exponential relation with temperature, electric field and activation energy for each barrier. 

Nevertheless, these barriers might not be in a simple serial relation instead could be 

correlating with each other in a complicated way. Taking the high-k stack under stress as 

an example, if the breakdown of each layer was considered separately, then the whole stack 

might now breakdown under certain bias where only one layer is undergoing breakdown. 

However, if we consider the situation after one layer breakdown that most of the field 

would be applied across the rest layers, then probably under certain situation, the whole 

stacks would suffer from breakdown or none of the layer would breakdown. 
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Fig. 3.1.8. TTF-Electric field in oxide plot extracted from the results shown in Fig. 3.1.6 

with linear fitting with negative stress and positive stress and extrapolation to ±1.2 V, 

respectively. All the stress is performed at room temperature. 

 

3.2. Ramp Voltage Stress Study 

 Since MOSFET is the critical component for computation networks, most of the 

degradation studies of high-k dielectrics were performed with the MOS structure. However, 

the fast development of computation networks have led to the giant speed gaps between 

processors and memory. Though recent development of dynamic random access memory 
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(DRAM) has come to DDR5 or DDR6 which have drastic improvement in speed, the 

density of DRAM is still the bottle neck limiting the whole computing speed. Basically, 

DRAM contains a metal/insulator/metal (MIM) structure based capacitor and a control 

MOSFET. To enlarge the density of DRAM, it is to make the capacitor as dense as possible 

while still maintain its stability. This requires the capacitor unit in DRAM to be as large as 

possible to reduce the refresh time which requires either a larger capacitor area or a thin 

enough dielectric or even both. As discussed in the last section, large area plus thin 

dielectrics layer indicate fast risks of breakdown and aging of the dielectrics. Recently, it 

has been discovered that the MIM structure based RRAM devices could get Forming free 

with very thin dielectric layers [171]. The Forming process in RRAM usually requires a 

voltage sweep from 0 to a large value (like 6 V) to cause the breakdown of the dielectrics. 

Such breakdown process is very similar to the substrate injection induced dielectric 

breakdown process discussed before. But in MIM structure, there is no substrate silicon, 

instead, as the injection is mostly from cathode electrode, so we would call it “Cathode 

Injection.” A Forming free specification for RRAM devices means its Forming stop voltage 

is very close or same to the switching voltage (SET and RESET) which is usually below 2 

V. Thus investigation of the I-V curves from the RRAM Forming process would potentially 

provide very useful information for the thin dielectric reliability studies. In this section, the 

RVS induced dielectric breakdown in HfO2 would be investigated with MIM structures. 
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3.2.1. MIM Structure Fabrication and Characterization 

3.2.1.1. TiN/HfOx/Pt Based MIM Structure 

 In the first chapter, the three popular oxide candidates for RRAM devices are mentioned 

that they are HfOx, TiOx and TaOx in which HfOx has been regarded as the most promising 

one to be used in the next generation nonvolatile memory cells. Thus HfOx based RRAM 

devices were designed with a cross-point (X-point) like structure as shown in Fig. 1.4.2 (b). 

The active cell area is only between the overlapping part of the top and bottom electrode 

since dielectric breakdown is a localized phenomenon. TiN and Pt electrodes are used to 

sandwich HfOx in between due to the excellent performances ever reported in such 

combination [180]. The devices are fabricated in the ASU Nano Fab with a 4 inch wafer 

where a set of 5 inch masks are designed and ordered and shown in Figs. 3.2.1. There are 

52 repeated dies in such set of masks with each die containing 4 different areas where 

different functions are reserved as shown in Fig 3.2.1 (b). In the upper part of the mask, it 

has been designed as the 12×12 X-point RRAM arrays with 1×1 μm2, 2×2 μm2, 5×5 μm2, 

and 10×10 μm2 feature areas. Since the active area is a square, the devices would be named 

with feature size such as 1 μm device. Under the individual devices, there is a large square 

is reserved for materials characterization or metrology purposes. Right of the large square 

is the functional area for 3D X-point RRAM arrays where X-point structures are vertically 

designed. However, this part might need different process flows comparing with the other 

three parts. 
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Fig. 3.2.1. The (a) whole view of masks and (b) one die in the mask for the RRAM devices. 

 

3.2.1.2. Fabrications of the TiN/HfOx/Pt Structure 

 By using the mask shown in Fig. 3.2.1 (a), the RRAM devices are fabricated except for 

the 3D X-point RRAMs. As shown in Figs 3.2.2, the fabricated 12×12 X-point RRAM 

arrays and individual RRAM devices are shown with a 1 μm feature size. In Figs. 3.2.2, 

the electrode with yellow or bronze color is TiN which is underneath as the bottom 

electrodes. While the white metal electrodes are made of Pt acting as the top electrodes. 

The HfOx oxides are everywhere and was etched out above the TiN pads for electrical 

measurements. 
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Fig. 3.2.2. (a) The fabricated X-point RRAM array and (b) individual RRAM device with 

a feature size of 1×1 μm2 and under different scales. 

 

The fabrication flow of the X-point RRAM devices are shown in Fig. 3.2.3. In the X-point 

RRAM device process, it starts from a 4-inch wafer with 100 nm oxide and finishes with 

3 times lithography. The typical bottom electrode thickness is about 20-30 nm and the 

oxide thickness is about several nanometers (6 nm in this study). In order to prevent the 

discontinuity problem at the cross-point location, the typical top electrode thickness is 

around 50-65 nm. The TiN bottom electrode was formed by lift-off process with optical 

lithography on the SiO2/Si substrate. The HfOx film was deposited by atomic layer 

deposition (ALD) at 150 oC using TDMAH and H2O as precursors with a deposition rate 

of 1 Å/cycle. After the DC sputtering and lifting off of Pt top electrode, the bottom 

electrode was exposed by wet etching the HfOx layer with buffered oxide etch (BOE) ultra-

etchant. The photoresistor used here is AZ 3312 for all the cases with different exposing 

times for different purposes. No thermal annealing are required or performed. The 
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fabrication flows for the 3D X-point RRAM devices would not be presented here and are 

beyond this work. 

 

 

Fig. 3.2.3. The Fabrication flow of X-point RRAM devices applicable for individual device 

and array. 

 

3.2.1.3. The Measurement System for TiN/HfOx/Pt Cells 

 Devices are ready for electrical testing once all process flows finished. To test the 

individual devices, bias would be applied on TiN electrodes with Pt grounded except for 

extra statements. Wafers are placed on the bench stage of Cascade Summit-1200 probe 

station with probe needles of various sizes connecting to the electrodes of the RRAM 

devices. DC characteristics are measured by Keithley 4200 semiconductor parameter 
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analyzer (SPA), the pulse testing is using Agilent 81160A arbitrary waveform generator 

(AWG) with a Keithley 707B switch matrix. 

 Meanwhile, in Fig. 3.2.4, the testing systems are shown for measuring 12×12 X-point 

RRAM arrays. To test the 12×12 X-point RRAM arrays, 24-pin probe cards are designed 

according to the masks for aligning with the pad locations on wafer. Operation commands 

are sent out by Keithley 4200 through GPIB cables to control all the equipment shown here 

with all the commands programmed in C language. Testing data were collected directly 

from Keithley 4200 SPA. The details about the array testing works are beyond this work 

so would not be extensively discussed. 

 

 

Fig. 3.2.4. The testing systems for measuring 12×12 X-point RRAM arrays. 
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3.2.2. Breakdown I-V Curves from RVS 

 In Fig. 3.2.5 (a), the typical semi-log scale forming curves for different HfO2 thickness 

based RRAM devices are shown with the structures listed in a top-down sequence. The Pt 

electrodes (cathode) are grounded for all samples with bias applied on the anode. The 

devices are measured by a Keithley 4200 semiconductor parameter analyzer in voltage 

sweep mode from 0 V and stopped at different voltages for devices of different oxide 

thickness with 50 mV voltage step. Current compliance was set to be 1 μA for all devices. 

Forming voltage polarity was chosen to be positive though negative bias is also able to 

Form the devices. To better clarify the conduction mechanisms, current density vs electric 

field plots are made from the I-V plots and shown in Fig. 3.2.5 (b). 

 

 

Fig. 3.2.5. The semi-log scale forming (a) I-V curves and (b) J-E curves from RRAM 

devices with different HfO2 thickness. 

 An obvious reduced Forming voltage as well as the increased leakage current before 

Forming while thickness is decreasing. For device with 10 nm HfO2, the current before 

breakdown is only at 100 fA level. But devices with 6 nm HfO2 has the leakage increased 
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to several hundred-pA and with 3 nm HfO2 even increased to hundred-nA. For each 

Forming I-V curve, the slope change positions are different from others. For 10 nm device, 

the current below 3 MV/cm is very noise which is supposed to be direct tunneling current. 

When field goes beyond 3 MV/cm, the current starts to increase with voltage. Theoretically, 

the anode-HfO2 barrier is about 2.6 eV with TiN and 2.3 eV with Ti. Such transition at 3 

V would indicate the F-N tunneling regime but the current level is too small to be regarded 

as. Therefore, I-V curve fittings have been executed and shown in Fig. 3.2.6 with F-N 

tunneling regime and trap-assisted tunneling regime. For 10 nm device under the field from 

3 MV/cm to 7 MV/cm, the curve is not seeing slopes for F-N tunneling but fits well with 

trap-assisted tunneling. To understand this, a rough band and thickness calculation would 

be presented here. Aforementioned in the previous section, the F-N tunneling is made up 

from two steps: 1) direct tunneling through the triangular barrier of HfO2 and 2) moving 

freely beyond the conduction band. In order to tunnel into the 10 nm HfO2 conduction band, 

the triangular barrier width should be within 40 Å where the voltage drop on the oxide 

should be at least 8.1 V. Since the Forming voltage is around 6 V where the thickness for 

step 1) is still larger than 40 Å, the conduction mechanism would not be F-N tunneling 

current. Instead, it might be trap-assisted tunneling (TAT). 

 Devices with 6 nm and 5 nm HfO2 have shown very similar I-V curves with 5 nm device 

Forming at higher electric field but lower voltage and conducting more leakage current 

before Forming. As could be observed in Fig. 3.2.5 (b), both of them have I-V slopes 

changes before Forming. In Fig. 3.2.6 (a), the F-N tunneling equation fitted linearly with 5 

nm and 6 nm devices between 7 MV/cm to 10 MV/cm. Meanwhile, from the curve fitting 

shown in Fig. 3.2.6 (b), TAT conduction was found valid for 5 nm device with electric 
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field between 3 MV/cm and 7 MV/cm while it is valid between 2 MV/cm to 4 MV/cm for 

6 nm device. Between 4 MV/cm to 7 MV/cm for 6 nm device looks quite like a transition 

region where the current could be constituted by both types of conduction mechanisms or 

possibly by the P-F emission since the traps involved in the conduction might emit 

electrons into the conduction band directly. For device with 3 nm HfO2, it has a perfect 

TAT current fitting between 2 MV/cm and 4 MV/cm. In addition, when fields are higher 

than 4 MV/cm, the transport mechanism has changed to F-N tunneling. 

 

 

Fig. 3.2.6. Fitted semi-log scale I-V curves for RRAM devices with different HfO2 

thickness by (a) F-N tunneling shown in equation 3.4 and (b) trap-assisted tunneling shown 

in equation 3.12. 

 

 The devices with thin dielectrics all have seen F-N tunneling while the thick one (10 

nm) only see TAT current indicating that the thickness of the dielectrics would influence 

the main transport mechanism that further impacts the breakdown or Forming process for 

the dielectrics. It is worth mentioning here that the traps involved in the TAT conduction 

are only left from fabrication processes [172]. Since most of the TAT transport is an 
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inelastic process, no new defects would be generated during TAT [173]. In addition, though 

the electron-phonon reaction could result in the excitation of the intrinsic traps, the electron 

energy here is not high enough to trigger that. Then it comes out a question that since device 

with 10 nm HfO2 only saw TAT current before breakdown, does that mean such TAT 

current is elastic one? We preserve the possibility that such TAT current is elastic and 

generated new traps or triggered breakdown. However, if the trap-assisted transport process 

in the 10 nm device is recalled (shown in Fig. 3.2.7), then it is possible to find that the trap 

actually could only function as a bridge to help the electrons to tunnel through without 

generating high energy carriers. For such scenario, TAT is the dominant current but 

breakdown is trigger by the indirectly injected cathode electrons. 

 

Fig. 3.2.7. The illustrated energy band diagram with applied voltage larger than anode 

barrier but current was dominated by trap-assisted tunneling current. 

 

 The conduction current before dielectric breakdown for 3 nm HfO2 based devices are 

very different from the other three. As could be seen from Fig. 3.2.5 (b), the current density 
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for 3 nm device below 1 MV/cm is much lower than the other three devices and the linear 

J-E relationships have been observed from 1 MV/cm. Though I-V fitting in Figs. 3.2.6 has 

shown that the current potentially could be dominated by nonlinear conduction mechanism, 

its direct appearances are much like Ohmic conduction. Such behavior probably is due to 

the Ti layer scavenging effects [174] that a thin interface layer of TiOx would be generated 

by reducing the HfO2. Such redox process does not have to happen during process but 

could be undergoing during the early stage of the Forming sweep. Once the interface layer 

has been formed, the barrier between Anode-oxide would be shortened to about 0.4 eV 

[175] which is exactly at 1 MV/cm in field as shown in Fig. 3.2.5 (b). 

 Before discussing about the detailed breakdown physics, statistical data of the Forming 

data has been presented in Fig. 3.2.8 with Weibull distributions. Linear fittings have been 

performed on the Weibull distributions with Weibull slope extracted. At least 20 devices 

were performed with Forming sweeps for each thickness based devices with all the devices 

functioning well after Forming. The electric field was then calculated and normalized with 

natural log scale. Weibull percentiles were calculated by dual natural log of 1/(1-F) where 

F is the cumulative percentage for each x-value. It could be seen from the Weibull plot that 

the Forming process complies with bimodal distributions one steep Weibull slope and one 

gradual Weibull slope. For the steep slope values, 10 nm devices are quite close to 3 nm 

devices while 5 nm devices are quite close to 6 nm devices. This suggests that 3 nm and 

10 nm is dominated by same breakdown mechanism while 5 nm and 6 nm is determined 

by another. Except for 6 nm one, all have seen a small value for the gradual slope where 

the numbers are very close for devices with different thickness. These gradual slopes locate 

at higher field with a broader distribution than the steep ones indicating the third type of 
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breakdown mechanism. The steep slope stands for tighter distributions and might mean 

uniformed energies while the gradual slope stands for broader distributions and might 

signify a wide distribution of energies. 

 

 

Fig. 3.2.8. The Weibull plot of the electric field during Forming in natural log scale and 

linearly fitted for Weibull slope extraction. 

 

3.2.3. Synergies between Cathode Injection and Substrate Injection 

 Within the distribution for certain thickness, the steep slopes (> 20) in the Weibull plots 

(shown in Fig. 3.2.8) all locate at relatively lower field while the gradual ones (<10) all 

locate at high field. As aforementioned, gradual slope indicates broader distribution of 

energies at high field which most probably are due to the direct band gap impact ionization 
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in HfO2 layer. Bandgap impact ionization (BII) usually requires an energy close to bandgap 

of the material that could only get satisfied by the tail distribution of the tunneling electrons 

injected from the cathode [158]. For the breakdown under relatively lower field, it could 

be cathode injection induced surface plasma oscillation (SPO) by which electron-pairs 

would be generated at the interface [170]. Though both BII process and SPO process 

generate electron-hole pairs, their behaviors are quite different with SPO requiring lower 

energy but retaining higher efficiency. Then if the 10 nm and 3 nm devices are grouped 

into Group 1 and the rest grouped into Group 2, we could find the different SPO slopes 

between Group 1 and 2. The reason could trace back to the fabrication sequence of the 

devices. For Group 1, Pt was deposited first and TiN last while Group 2 has the reversed 

stack. It could be observed in Fig. 3.2.8 Group 1 has distributions all locate at lower field 

even for thicker oxide. This must have something to do with reactions between TiN and 

HfO2. As reported before [108], TiN first based stacks have 0.3 eV lower barrier between 

TiN and HfO2 than the TiN last based stacks. In [108], the authors claimed that the origin 

of such barrier lowering is the interface dipoles. From the works performed here, it could 

be concluded that such interface dipoles though pulled down the barrier but could have 

offered another strengths to block the SPO at surface by suppressing the generation of the 

holes or recombine the holes with low energies. To trigger stable SPO at the interface, 

higher energy is required to eliminate such dipole first. The energy to break such dipole 

might already exceed the energy to trigger SPO and generate hot holes. Thus, the 

breakdown process becomes quite uniform once with such interface dipole. 

 With the experiments and discussions aforementioned, it is possible to reach a 

conclusion that for substrate injection induced dielectric breakdown in MOS capacitors and 
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the cathode injection induced Forming in RRAM devices or dielectric breakdown in MIM 

capacitors, the breakdown theories and physics are same. This conclusion could only be 

valid when same processing method and same material systems are used. Though the 

intrinsic breakdown of HfO2 (BII in HfO2) in MOS capacitors has not been profoundly 

studied with high level DC bias stress, this conclusion is still valid since the most effective 

way to induce electron-hole pairs is SPO which requires fewer energies than BII. After the 

generations of electron-hole pairs, the AHI based dielectric breakdown process is a very 

fast one and exactly the same for RRAM Forming and MOS capacitor breakdown. In 

summary, the high-k dielectric breakdown process in the scenarios under our investigation 

could be described as: 1) electron-hole generations by either medium energy electrons 

induced SPO at metal/HfO2 interface or high energy electrons induced BII in HfO2 

followed by 2) AHI effects leading to holes moving and trapping in the HfO2; 3) meanwhile 

hot holes would create oxygen vacancies from anode to cathode forming a conductive path 

between electrodes which leads to current sharp increase. Process 1) is an initiation, 2) is a 

must process for lowering the barrier and 3) is the final breakdown of dielectrics. 

 

3.2.4. Percolation Path Theory 

 Many works have been discussing the existence of the percolation path between the two 

electrodes once dielectric breakdown happens where the path is made up from defects such 

as oxygen vacancies [131, 133, 176-177]. As discussed before, the oxygen vacancies or 

defects start to generate once the injected electrons contain sufficiently high energies. The 

ways to gain sufficiently high energy might include direct cathode injection (DCI) and 

indirect cathode injection (ICI). DCI is to serve the thin dielectric or high bias across the 
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oxide where electrons are in F-N tunneling regime. ICI works when large amounts of 

intrinsic traps inside the dielectrics are activated and the dielectrics is thick enough and 

bias is sufficient to trigger either BII or SPO. Here, the generation of electron-hole pairs is 

only part of the breakdown process which takes place less than nano-seconds and the actual 

percolation path formation process could sustain from the generation of electron-hole pairs 

until the end of electrical bias. 

 In order to describe the conductive percolation path theory in mathematical way, we 

need input parameters such as dielectric thickness, bandgap and affinity of the oxides, 

anode-cathode work functions, electrical bias, bias time and some parameters extracted 

from experiments. To calculate the conduction current under certain bias and temperature, 

transmission probabilities under different transport regimes would be calculated to 

determine among DT, F-N T, and TAT, so that current densities could be figured out. Once 

the energy threshold was reached, the percolation path would begin growing by calculating 

Mott-Gurney ion transport model [178] in both vertical and parallel direction. Once the 

conductive path are formed to connect anode and cathode, the growth in vertical direction 

would be stopped but the parallel growth would continue until the end of the bias. Details 

about this mathematical description would be further discussed in chapter 4 where RRAM 

modeling would be introduced. Here only physical concepts would be discussed. 

 Most of the related transports have been introduced in the second section in this chapter 

except for the TAT conduction since it is a quite complicated process. Here a simplified 

trap-assisted tunneling current density function would be supplemented in equation 3.12 

[179]: 
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𝐽𝑇𝐴𝑇 = 𝐽0 exp (−
4√2𝑞𝑚𝑜𝑥

3ℏ𝐸𝑜𝑥
Φ𝑡

3

2), (3.12) 

where Φt the trap-conduction band energy barrier, J0 is a fitting parameter and the other 

notations are the same defined before. 

 

3.3. Post Breakdown Resistive Switching Effects Study 

3.3.1. Basic Electric Behaviors of Resistive Switching 

3.3.1.1. Resistive Switching I-V curves 

 

Fig. 3.3.1. The typical operation schematics for TiN/HfOx/Pt based RRAM 
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 In Fig. 3.3.1, the resistive switching curves together with I-V curves in sweep mode are 

shown. According to the figure, Forming (Breakdown) and SET are achieved by positive 

biases while RESET by negative biases on the TiN electrode. Since the breakdown process 

has been discussed in the previous section, here would start discussing after that. After 

Forming, there are some conditioning switches (not shown here) to stabilize the switching 

characteristics. During conditioning switches, the SET and RESET voltage values are 

decreasing until repeatable switches are achieved. The typical I-V characteristics shown in 

Fig. 3.3.1 are the repeatable switching cycles with SET sweeping from 0 V to 2 V and 

RESET sweeping from 0 V to -2.5 V. Since the switching of the resistances are performed 

using different polarities of biases, this type of RRAM is also called bipolar RRAM. The 

different states (LRS and HRS) can represent “1” and “0” in the binary system, respectively. 

All the DC sweeps are accompanied with back sweeps in order to check if the switching is 

successful. Current compliance in SET has been set higher than that in Forming so that a 

robust resistance state could be assured. 

 

3.3.1.2. DC Cyclings 

 To inspect the stability of the oxygen vacancy density modulations effects, 100 DC 

sweeps have been performed on each devices. Devices with different areas are employed 

as shown in Fig. 3.3.2. The cycling was performed with SET sweep from 0 to 2 V and 

RESET sweep from 0 to -2 V. In the extraction process, SET voltage is defined as the first 

voltage reaching current compliance and RESET voltage is defined as the voltage 

corresponding to the peak current during RESET. Resistances after switching were sensed 

by a 0.1 V short voltage pulse. Tight distributions of either operation voltages or resistance 
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states after operation has indicated a stable modulation effects though only one device were 

used in each device size. In addition, decreases for both operating voltages and resistances 

with device size increasing have been observed. Devices with larger areas have shown 

smaller operation voltages and smaller resistance states as well as larger variations. With 

such relationships, it is possible to predict the performances of the devices with scaled 

feature sizes [85, 87]. 

 

 

Fig. 3.3.2. Statistics of (a) operation voltages and (b) LRS and HRS values from 100 DC 

switching cycles of RRAM devices with different active areas at room temperature. 

 

3.3.1.3. Transports in Filament 

 The hypothesized simplified switching mechanisms are also shown in the inset in Fig. 

3.3.1. In LRS, at least one conductive filament (made up of oxygen vacancies) would be 

existing in HfOx connecting anode and cathode. While in HRS, part of the filament(s) 

would be ruptured resulting in a restricted conduction through the residues of the filament. 

In a word, RRAM is achieving the resistance states switch by electrical bias. For SET, it is 

quite similar to FORMING process in which oxygen vacancies and oxygen ions are created 
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by electrical bias. Oxygen vacancies would get neutralized by the electron fluence while 

oxygen ions would move towards anode or grain boundaries (GB) where they get 

neutralized. To demonstrate such switching mechanism, the switching I-Vs from RRAM 

devices at different temperatures from 4 K to 300 K are investigated and shown in Figs. 

3.3.3. Multiple RRAM devices were employed for multi-cycles switching and the statistics 

of SET/RESET voltages slightly increase with lowering temperature. As temperature cools 

down, the thermal energies of oxygen vacancies and ions are reduced. Therefore, more 

electric field is needed to form or rupture the conductive filament. This signifies that 

thermal energy might be one part of the switching dynamics. 

 

 

Fig. 3.3.3. (a) The switching I-V curves of the TiN/HfOx/Pt RRAM devices from 300 K to 

4 K and (b) the statistics of the set and reset voltages of the devices in different temperatures. 

 

 To further understand the role of thermal energy in switching, the I-V sweeps of the 

devices across a wide range of temperatures have been presented in Figs. 3.3.4 (a) and (b) 

in a voltage range where no switching happens. It could be observed that the current for 

both LRS and HRS are all decreasing when temperature is decreasing. The log scale plots 
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have shown slope changes around ±0.3 V for both LRS and HRS indicating the conduction 

mechanism change around this voltage. I-V curve fittings then have been segmented into 

two ranges: low field (< ±0.3 V) and high field (> ±0.3 V). 

 Im Fig. 3.3.4 (a), perfect low field fittings have been presented by using hopping 

conduction equations expressed in equation 3.7. In addition, the hopping distances and 

hopping activation energies have been extracted and shown for HRS and LRS, respectively. 

For LRS, the hopping distance at room temperature is around 1.8 Å, and yet it is about 3-

5 Å for HRS. The activation energy at room temperature for LRS is about 40 meV, but it 

is close to 80 meV for HRS. As all the values are within the reasonable range, it is rational 

to conclude that hopping is the dominant transport at low field. At the same time, all the 

extracted values have manifested temperature dependences which further suggests that the 

degree of excitement of the hopping sites (oxygen vacancies) in the oxide has some kind 

of relationships with thermal energy. Accordingly, it is reasonable to infer variable range 

hopping (VRH) when temperature is below critical value such as Debye temperature 

(around 100 K) or the trap density at the weakest point is below critical value. As discussed 

in chapter 3, hopping mechanism somehow resembles direct tunneling process in which 

the transmission probability of electrons from one defect site to another is very important. 

Under low field with either low temperature or sparse trap sites, the electron hopping 

probability would be relatively low so that the current would also be proportionally low. 

Since oxygen vacancy densities in the oxides are higher in LRS than in HRS, it could still 

allow electrons to hopping to the nearest sites (NNH) at room temperature when traps are 

all activated. But once temperature cools down, the hopping probabilities for both states 

would get close but still different. These changes lead to differences in LRS and HRS. 
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Fig. 3.3.4. Log scale I-V sweeps of (a) LRS and (b) HRS taken from the switching curves 

under different temperatures from 4 K to 300 K. Low field I-V fitting with hopping 

conduction of (c) LRS in negative bias, (d) LRS in positive bias, (e) HRS in negative bias 

and (f) HRS in positive bias with extracted temperature dependent activation energies and 

hopping distances for (g) LRS and (h) HRS. 

 

 

Fig. 3.3.5. High field I-V fittings by P-F emissions and extracted parameters with (a) and 

(c) for LRS and (b) and (d) for HRS, respectively. 

 

 Similarly, the high field I-V fittings are performed and shown in Figs. 3.3.5. Under high 

field, LRS and HRS I-V curves are fitting well with P-F emission mechanisms across the 
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wide range of temperatures. Meanwhile, dynamic dielectric constant and energy barriers 

have all been extracted and shown in Figs. 3.3.5 (c) and (d). The extracted dynamic 

dielectric constants for LRS and HRS at room temperature are all about 12 which is very 

close to the value reported for amorphous HfO2. However, there is a gigantic differences 

for energy barriers between LRS and HRS. In LRS, the barrier is only 50 meV, which is 

quite close to its hopping activation energy. But in HRS, the barrier has increased to 0.2 

eV which is almost 4 times higher than LRS. This difference indicating that the oxygen 

vacancy density differences are significant when resistance switched. The interesting 

behavior happened when dynamic constant increases exponentially with temperature 

decreases. Reason to observe such exponential temperature dependence most probably is 

because of the different numbers of polarization mechanisms involved at different 

temperatures. As we all know, the dielectric constants are calculated by one plus electrical 

susceptibility which is related to the dielectric polarization capabilities. At higher 

temperatures, the agitated vacancies as well as the GBs inside the amorphous oxide would 

suppress the polarization effects. Yet, at lower temperature, these defect sites are all 

deactivated, thus more polarization mechanisms would get involved. 

 Besides, it is also sound to observe the shift from hopping at low field to P-F emission 

at high field. At low field, electrons could only obtain limited energies from the field so 

that they could only hop between oxygen vacancies. But when the field is high enough, the 

energies gained under high field would be sufficiently high and together with the help of 

thermal energy, the electrons could then be emitted into either conduction band or the 

newly formed sub-band inside the oxide bandgap. 



  103 

 To summarize the transport mechanisms, a new comparison plots have been made and 

shown in Figs. 3.3.6. In Fig. 3.3.6 (a) and (b), the conduction scenarios for HRS and LRS 

have been presented with low field hopping between vacancy sites and high field emission 

into either conduction band or newly formed sub-band in the bandgap of the oxide [187]. 

In Fig. 3.3.6 (c) and (d), the extracted parameters have been plotted together for comparing 

the differences between HRS and LRS. During switching process, there might be localized 

density modulations happening in the oxide. However, the stability of such density 

modulation process are unknown. 

 

 

Fig. 3.3.6. Proposed conduction mechanisms for (a) HRS and (b) LRS and the extracted 

parameters in LRS and HRS for (c) hopping mode and (d) emission mode from fitting. 
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3.3.2. Resistance States Stability 

  The retention of each states would be one of the very critical metrics to decide whether 

specific technology is suitable for memory applications or not.  In this part, the filament 

stability has been investigated with various means including retention studies, low 

temperature response [187] and γ-ray Irradiation response [188]. 

 

3.3.2.1. Resistance States Retentions 

 

 

Fig. 3.3.7. The current-time (I-t) plot for 85 oC retention studies from various resistance 

states of RRAM devices with current sensed by a short 0.1 V pulse at each time step. 
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 In Fig. 3.3.7, 104 s retentions of the RRAM devices with different levels of resistance 

states have been assessed at 85 oC. Various resistance states ranging from 13 kΩ to 5 MΩ 

have been deliberately programmed by different RESET stop voltages. According to the 

results, LRS has shown robust retention due to the strong filament. Meanwhile, the 

stabilities for very high resistance states such as 2.8 MΩ and 5 MΩ are also excellent 

though fluctuations have been observed. In addition, excellent stabilities have been 

observed in 300 kΩ, 400 kΩ and 600 kΩ resistance states together with some variations. 

However, for states of 100 kΩ and 1 MΩ, the retentions are poor. State with 100 kΩ has 

seen considerable fluctuations after 500 s. For 1 MΩ resistance state, the resistance kept 

very well in the early stage but starts to degrade towards even higher states after 2000 s. 

Though the other medium resistance states have not observed considerable fluctuations, 

they might not be suitable to be used in the real memory applications which weakens its 

capability in multi-level cell (MLC). 

 

3.3.2.2. Low Temperature Response 

 Multiple devices were intentionally programmed into four different states including 

failure state, low resistance state, intermediate resistance state and high resistance state. 

The failure state means no longer able to switch after undergoing hard breakdown showing 

a resistance of 3 kΩ. Batches of devices with programmed to such four states were cooled 

down to 4 K and get resistance tracking during cooling. As shown in Figs. 3.3.8, the 

resistance of the device in failure state decreases with lowering temperature, indicating a 

metallic behavior. The metallic conduction has a linear dependence on temperature as 

expressed, 
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R(T) = R0[1 + β(T − T0)], (4.1) 

where R0 is the resistance at temperature T0 (300 K) and β is the temperature coefficient. 

Fitting were done with failure state in Fig. 3.3.8 (a). The result shows that β is about 4.2×10-

4 K-1 which is smaller than the value ~8×10-4 K-1 for sputtered Hf metal films [181]. This 

can be explained by the fact that the conductive filament is a highly reduced sub-oxide with 

a high density of oxygen vacancies created during the breakdown process, and electrons’ 

extended waveform may overlap and form a metallic sub-band in the oxide thereby 

possibly forming metallic nanowire. It is noted that the resistance does not further decrease 

below 50 K, which is common for metals [182]. This effect is due to that the electron mean 

free path affected by static lattice imperfections becomes constant at very low temperature 

[182]. 

 For the normal LRS (~20 kΩ), IRS (~100 kΩ) and HRS (~1 MΩ), the conductions all 

show a semiconducting behavior [Fig. 3.3.8 (b)-(d)]. All the resistance states were read 10 

times with a 0.1 V DC voltage and the values shown here are the average values.  In the 

log (R) vs. 1/kT relationship plots, resistances increase with lowering temperature (referred 

to as linear region) and tend to saturate below 77 K (referred to as saturation region). 

Considering the traps are mostly at mid-gap in the band diagram of the HfOx system (x<2), 

it is very difficult to excite electrons to the conduction band, thus the most probable 

conduction path is to hop via traps [184]. The linear region indicates a nearest neighboring 

hopping (NNH) [148] in which electrons could obtain sufficient thermal energy to hop to 

the nearest trap (as shown in the path 1 in Fig. 3.3.9). In the saturation region at very low 

temperature, the thermal energy is so small that electrons could only seek for longer 

hopping path to the farther traps, but these traps have lower energy barrier height (as shown 
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in path 2 of Fig. 3.3.9). Thus the conduction transits to the variable range hopping (VRH) 

[148]. This is in consistent with the small polaron hopping [185] in HfOx which shows a 

slope change in 1/kT plot at a transition temperature around half of the Debye temperature 

~100 K [186]. All the reported phenomenon in this work is very similar with TaOx based 

RRAM devices [183]. 

 An interesting observation in Fig. 3.3.8 (b)-(d) is that in the linear region, two distinct 

different slopes (or different activation energies) were found from the 1/kT fittings even 

for the same resistance level. The larger slope (or activation energy) is about 40 meV and 

the smaller one is about 4 meV. The two different slopes could be found at the same 

resistance level in the same device after different programming cycles. To avoid artifacts 

in the measurement, we checked the functionality of every device after the temperature is 

heated up to room temperature, and found that all the resistance values almost unchanged 

as compared to the values before the cooling down. This ensured that no resistance state-

flipping or drifting during the cooling process. In addition, we repeated the cooling 

experiments several times. Every time before the cooling down, we preprogramed the 

resistances of the devices randomly to different states. It turned out that the same device 

with the same resistance state may exhibit different slopes, while different devices in 

different resistance states may exhibit similar slope. Such measurement protocols verified 

that the observed phenomenon is not the device-specific but the cycle-dependent. 
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Fig. 3.3.8. (a) The temperature dependence of the failure state of a breakdown device and 

(b)-(d) the temperature dependence of resistance for the preprogrammed LRS, IRS and 

HRS of the normal devices. Different slopes were observed for the same states in different 

programming cycles (cycle 1 and 2), indicating the cycle-dependent variations of the 

activation energies of hopping barrier heights. 
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Fig. 3.3.9. Schematic of the possible hopping modes in Pt/HfOx/TiN stack and distribution 

of activation energies (path 1 indicates the nearest-neighboring hopping (NNH) from 300 

K to 77 K and path 2 indicates the variable-range hopping (VRH) below 77 K). 

 

Table 3.1. 

The estimated hopping barrier (Ea) 

 

Note: Et is the extracted slope from Fig. 3.3.8 (b)-(d), qaE is the barrier lowering term 

due to the electric field, Ea is the barrier height between two traps. 
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 It is speculated that different programming cycles may result in different conductive 

filament configurations consisting of traps with different barrier heights. In the next, we 

extract the hopping barrier distribution from the data in Fig. 3.3.8 (b)-(d). The hopping 

conduction equation exploited was expressed in equation 3.7. For LRS1, LRS2, IRS and 

HRS, the hopping distance a in equation 4.2 is assumed to be 0.1 nm, 0.15 nm, 0.5 nm, and 

1.2 nm respectively [184]. By this means, we could estimate a continuous distribution of 

the trap barriers (Ea) ranging from ~6 meV to ~54 meV as shown in Table 4.1. 

 The low temperature studies of the filament verified the hypothesized variable range 

hopping discussed in the I-V fittings across the wide range of temperatures. This 

consistency have indicated the trap configurations could be a source of variations during 

electrical bias switching. Since this variation source is intrinsic, it could also be called 

switching entropy which is temperature dependent. 

 

3.3.2.3. γ-ray Irradiation Effects 

 Since filament are composed of oxygen vacancies which are neutral in the oxides, 

methods based on ionizing the vacancies with external energy sources have been proposed. 

The most common way to inject ionizing energies is to perform a total ionizing dose 

radiations in order to disturb the filament. As the best charge based storage memory, 

FLASH technology can only sustain a total ionizing dose (TID) up to 75 krad (Si) [189]. 

For the HfOx-based RRAM, there were reports on X-ray [190] and the heavy ion [191] 

based TID effects but no reports on the γ-ray TID effect before this work. A batch of HfOx 

RRAM devices were exposed to 60Co γ-rays (1.25 MeV) at a dose-rate of 557 

rad(HfO2)/min in a Gammacell 220 irradiator to observe the step-radiation and total 
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ionizing dose effects. RRAM devices with a structure of TiN(50 nm)/HfOx(10 nm)/Pt(50 

nm) were fabricated at Stanford Nanofabrication Facility with three different device sizes 

and tested at ASU. X-ray photoelectron spectroscopy (XPS) was performed on pre- and 

post- irradiation samples with a Vacuum Generator, Escalab 220i-XL. 

 The typical DC sweep responses and pulse cycling of the HfOx based RRAM devices 

are shown in Figs. 3.3.10 with an active area of 5×5 µm2. A positive pulse of 2 V/50 ns 

was applied to SET the devices to the LRS and a negative pulse of -2.7 V/50 ns was applied 

to RESET the devices to the HRS. 

 

 

Fig. 3.3.10. (a) Typical I-V curves of the resistive switching behaviors of the TiN/HfOx/Pt 

RRAM devices and (b) pulse cycling of five different devices with an area of 5×5 µm2. 

 

In order to examine the effects of radiation on the data retention, the resistance evolution 

was tracked on 60 samples with different active areas, 0.5×0.5 μm2, 1×1 μm2, and 5×5 μm2 

(20 samples for each size). Before irradiation, different values of resistances covering a full 

range from the LRS to the HRS (~4 kΩ to ~100 MΩ) were deliberately programmed to 

include different filament shapes or gaps (where the material is deficient in oxygen 
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vacancies). Fig. 3.3.11 (a) shows the evolution of resistance states of five different devices 

with an active area of 5×5 μm2 along with increasing γ-ray dose. The samples were taken 

out of the radiation source to perform the resistance value check by applying a 0.1 V read 

voltage immediately (within 1.5 hours) after exposure. The devices were then put back in 

the radiation source. The resistance values remained almost constant after the 5.2 Mrad 

(HfO2) dose except the high resistance values decreased slightly, nevertheless, the memory 

window is still well maintained. Fig. 3.3.11 (b) shows the resistance comparison of all the 

60 samples between pre-irradiation and post-irradiation. It is seen that the resistance values 

before and after the exposure are almost the same (as indicated by a line with a slope of 1 

in this graph), suggesting that the γ-ray irradiation does not affect the memory states, and 

thus the filament shape does not change significantly. 

 

 

Fig. 3.3.11. (a) Resistance states evolution with different γ-ray doses for 20 samples of 5×5 

µm2 (the upper edge of the box shows the 75% of the distribution and lower edge shows 

the 25% of the distribution) (b) Resistance comparison before and after irradiation for all 

the 60 samples. 
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Fig. 3.3.12. (a) Statistics of resistance distribution by pulse cycling of the control samples 

and the irradiated samples. (b) The distribution of set voltage and reset voltage before and 

after irradiation. The statistics were obtained from devices with three different areas and 

each area includes 5 different devices (the upper edge of the box shows the 75% of the 

distribution, and lower edge shows the 25% of the distribution, and the square shows the 

mean value of the distribution). 

 

 After the 5.2 Mrad (HfO2) γ-ray dose, the pulse cycling of the irradiated samples and 

the control samples was tested using the same pulsing condition (2 V/50 ns for SET and -

2.7 V/50 ns for RESET). Statistics of the resistance distribution obtained for 100 pulse 

cycles for pre- and post-irradiation samples with three different active areas (5 cells in each 

size) are shown in Fig. 3.3.12 (a). If we compare the pre- and post-irradiation data for each 

size, the average HRS value decreases slightly after the exposure and the LRS value 

remains almost the same, indicating that more oxygen vacancies are generated in the non-

filament region in the irradiated samples which may contribute to more leakage current in 

the HRS. If we compare the pre- and post-irradiation data for each size, the average HRS 
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value decreases slightly after the exposure and the LRS value remains almost the same, 

indicating that more oxygen vacancies are generated in the non-filament region in the 

irradiated samples which may contribute to more leakage current in the HRS. Moreover, 

we examined the DC performance of 15 devices after irradiation including the initial state, 

forming voltage, set voltage, and reset voltage distributions. The distribution of set voltage 

and reset voltage before and after irradiation is shown in Fig. 3.3.12 (b). The initial state, 

FORMING voltage slightly decrease, and SET voltage almost keeps the same after 

irradiation. However, RESET voltage decreased about 0.4 V after irradiation. 

 

 

Fig. 3.3.13. The 104 s electrical stress on the control samples and the radiation samples 

with constant bias of (a) -0.8 V and -1.1 V on the LRS and (b) 0.6 V and 0.9 V on the HRS. 

  

 In addition, the electrical stress response was measured and the result is shown in Fig. 

3.3.13. For the control samples, the LRS can withstand 104 s with the highest constant bias 

of -1.1 V and the HRS can withstand 104 s with the highest constant bias of 0.9 V. However, 

for the irradiated samples, the HRS can be maintained for several thousand seconds only 
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under the constant bias of 0.9 V and then it switches to the LRS. The LRS could not even 

sustain several tens of seconds under the constant bias of -1.1 V until it switches to the 

HRS. This suggests that the filament stability is weakened after the radiation. This 

observation of unstable filament (especially in the LRS) at high voltage stress after γ-ray 

irradiation is consistent with the reset voltage reduction after γ-ray irradiation in Fig. 3.3.12 

(b). 

 In order to gain more insight into the physical mechanism of γ-ray radiation effects on 

the HfOx RRAM devices, XPS was performed on the control and irradiated samples. The 

XPS depth sensitivity is about 5 nm, thus the information from the sample surface down to 

5 nm deep region was collected. In Fig. 3.3.14 (a), the O 1s peaks show that the O-Hf bonds 

are located around 530 eV and other non-bridging oxygen bonds are located around 532 

eV [192]. The area ratio of O-Hf bonds to non-bridging oxygen bonds changed from 7:1 

to 2.6:1 which indicates that the amount of non-bridging oxygen at the surface of the HfOx 

has increased after irradiation. Fig. 3.3.14 (b) shows the Hf 4f peaks from the XPS. An 

obvious shift of 0.6 eV of the two Hf 4f half peaks 4f5/2 and 4f7/2 to higher energy level 

is observed, indicating the reduction of the valence of the Hf element [193]. The reduction 

in valence of the Hf element also agrees with the fact of O-Hf bond breaking.  
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Fig. 3.3.14. The XPS spectrum of (a) O 1s and (b) Hf 4f peaks of the control and irradiated 

samples. 

 

 The key observations from the above experiments include that 1) the HRS and LRS 

resistance values do not change significantly after the γ-ray radiation, indicating the 

filament shape may not change as well; 2) the HRS resistance in the pulse cycling decreases 

slightly after the γ-ray irradiation, indicating more oxygen vacancies generated in the non-

filament region; 3) the maximum voltage stress that the device can sustain and the reset 

voltage decrease after irradiation, indicating the stability of the filament becomes 

weakened; 4) more non-bridging oxygen bonds show up after irradiation, indicating that 

high energy γ-rays may break up the Hf-O bonds.  
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Fig. 3.3.15. Schematic of the physical mechanism that illustrates the γ-ray radiation effect 

on the RRAM cell in (a) the HRS and (b) the LRS. (Red line means the electron transport 

path and purple line means the oxygen migration path). 

 

 Based on these observations, we propose (in Fig. 3.3.15) a physical picture to illustrate 

how γ-rays exposures may affect HfOx RRAM characteristics. That is, high energy γ-rays 

break up some of the Hf-O bonds, which may result in the oxygen vacancies and non-

lattice oxygen in interstitial sites. The shape of the filament in the LRS or the residual 

filament in the HRS is not affected noticeably as the amount of the density of newly 

generated oxygen vacancies is too low as compared to those in the filament region. 

Therefore, the LRS and HRS resistance states do not change significantly after radiation 

exposure. However, in the subsequent pulse cycling or DC sweep operations, there are 

more oxygen vacancies present in the bulk, thus the average HRS resistance decreases 

slightly as those oxygen vacancies far away from the filament region are not recovered 

during the reset process. Although the shape of the filament does not change substantially, 
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the stability of the filament in the LRS or the residual filament in the HRS is weakened. In 

the HRS, in the gap region, there are more oxygen vacancies that help to reconnect the 

filament under the set operation electrical stress (Fig. 3.3.15 (a)). In the LRS, there are even 

more non-lattice oxygen around the filament region that can migrate towards the filament 

to rupture the filament easily under the reset operation electrical stress (Fig. 3.3.15 (b)). 

 By far, the stability issues have been observed with both low temperature responses and 

γ-ray TID effects. Through the detailed examining of these issues, we have found the 

instabilities could be from either the internal trap configurations or the external high energy 

injections. The already formed oxygen vacancies might be activated under high 

temperature and deactivated under Debye temperature. These oxygen vacancies could not 

be eliminated by themselves alone but by recombining with oxygen ions nearby. Such 

recombination process requires very high energy injections like RESET process or high 

energy particles injections. Thus the stability of the filament is moderately guaranteed but 

the variability definitely would be the critical issues. In order to stabilize these filaments, 

we need to localize the switching spot and strengthen the other residues. 

 

3.3.3. RRAM Switching Mechanism 

 The detailed switching mechanisms or physics need to start from the Forming process 

discussed in the last chapter. As discussed before, the Forming process is a dielectric 

breakdown process. To our knowledge, there could be many types of dielectric breakdown 

mechanisms. The mechanisms applicable here might be limited to only three: 1) intrinsic 

or electrical breakdown; 2) thermal breakdown; 3) electro-mechanical breakdown [207, 

208]. The reason to limit the breakdown mechanisms within these three is because of their 
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time frames. All these three breakdown mechanisms would complete within millisecond 

and intrinsic breakdown would even within microsecond or nanoseconds [207]. Thus we 

attribute either the aforementioned bandgap impact ionization (BII) or the surface plasma 

oscillation (SPO) into the intrinsic breakdown scope which should be within nanoseconds. 

However, intrinsic breakdown process would not have the ability to form a robust 

percolation path between electrodes within nanoseconds. Thus many works attribute the 

growing processes of the percolation paths to the thermal breakdown in the TDDB works 

[155-158]. Certainly the external electrical and thermal environment during breakdown 

would also influence the robustness of the paths formed, but that could not be the reason 

to exclude the intrinsic breakdown. Basically, the intrinsic breakdown process is supposed 

to supply positive charges as mentioned in the TDDB works for the following thermal 

breakdown processes [176, 177]. Since the supply is from anode to cathode, the filament 

or percolation paths should be formed in the same direction. During this process, Hf-O 

bonds would be broken with oxygen ions released and oxygen vacancies generated. But 

once the filament are fully formed, there would be a fluence of electrons flowing through 

the breakdown region when all the defects, including oxygen ions and oxygen vacancies, 

would get neutralized. Such neutralization process would be counted into the dielectric 

relaxation processes since there must be polarization during Forming. 
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Fig. 3.3.16. The switching model and physics of RRAM devices from pristine state to 

steady switching. 

 

 As indicated in Fig. 3.3.16 (b), after Forming, the percolation paths might be too strong 

to achieve steady switching. The paths either require high voltage to rupture or high voltage 

to form the new paths. Thus conditioning processes are imperative to gradually stabilize 

the filament and localize the switching spot little by little. During conditioning switchings, 

the operation voltages for SET and RESET are reduced manually until stabilized or 

localized. In Fig. 3.3.16 (c), the strong filaments close to anode have been ruptured or 

recombined by the oxygens nearby after the conditioning processes while the residual 

filaments are remaining the same. It is worth noticing here that the potential location that 

neutral oxygen atoms could stay inside the dielectrics probably is the grain boundaries (GB) 

that is very close to the filaments [209]. But most of the recombination processes are not 

happening inside the oxides but very close to the anode/oxide interface. The reason to claim 

this is because RESET process is also a positive feedback process. 

 According to the oxygen atoms configurations in Fig. 3.3.16 (d), since there is a 

conductive filament connecting the electrodes, the voltage across the insulating regions are 

limited so is the electric field. At the anode/oxide interface, the oxygen atoms would be 
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ionized first because during RESET, anode is applied negative bias where electrons are 

injected. Once ionized, oxygen ions would move back to oxides to recombine with the 

vacancies nearby in a very short time. Meanwhile, since the ion drift speed equals to field 

times mobility and the field at this time is not high enough, the oxygen ions inside the 

oxides is moving very slowly. But once the interface vacancies get recombined, the field 

would increase immediately as well as the drift speed. This is why the gradual reset current 

was observed first when interface vacancies are getting recombined and then sharp 

decrease was observed when bulk vacancies are recombined. Theoretically, the dielectrics 

after breakdown could be fully recovered if the cathode is not involving in the reaction 

processes. 

 As could be seen in Fig. 3.3.16 (c)-(e), there are also some oxygen atoms in the 

cathode/oxide interface which is due to the pulling out of the oxygen ions very close to 

cathode by the electric field. Thus, SET and RESET process is like a competition process. 

That is also the reason usually the cathode is an inert metal [171, 210]. For SET process, it 

is much like the Forming process, but it is a compact version of Forming. 

 

3.3.4. RRAM Architectures and Applications 

 The studies above have profoundly discussed the performances of the RRAM cells in 

various ways. Now in this section, various high-level architectures would be briefly 

discussed in this section. The cell architectures are supposed to be repeated to form the 

memory arrays or pages. These include one RRAM (1R) [194], one diode one RRAM 

(1D1R) [195], one transistor several RRAM (1TXR) [196], one selector one RRAM (1S1R) 
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[197], complementary resistive switching (CRS) [198], and three-dimensional RRAM (3D 

RRAM) [199] cells.  

 

 

Fig. 3.3.17. I-V sweeps of Pt/NbOx/Pt based RRAM cells with high non-linearity. 

 

 Among all these structures, 1TXR has been used by most of the companies in the 

production. But this type of cell would consume large areas so the volume of the storages 

would not be large enough. Meanwhile, 1D1R has shown its limitations for bipolar RRAM, 

CRS has problems with probabilities of which cell get switched, 3D RRAM has faced 

fabrication challenges, and 1R might face either energy consumption problems or sneak 

path problem. To solve the sneak path problem [200], 1S1R cells have been proposed in 
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which selector is a bi-directional diode. Typically, there are two critical voltages for 

selector devices. One is the turn on voltage (Vt) meaning at which the selector could be 

turned on. The other one is the hold voltage (Vh) meaning below which the selector would 

be turned off. To turn on the selector, a voltage of Vt is necessary, but only Vh is required 

to keep selector in on-state when it is already on. Therefore, the trade-offs for selector 

appears, whether a large Vh is good or a small value is preferred. For the Write/Erase 

operations, we need Vh to be as small as possible. Once selector is on, we need as much 

voltage as possible to be across RRAM. However, if we would like to eliminate the sneak 

path problem, Vh has to be as large as possible. There might be a global optima for the Vh 

value we believe, but it would raise a material level question again. Thus the questions 

have been pushed back to use only 1R cell which could show very high non-linearity or 

self-rectifying characteristics as shown in Fig. 3.3.17. 

 Other than memory applications, some other ways to exploit RRAM devices have also 

been proposed by research scholars such as neuromorphic computation components such 

neural network hardware [201], physically unclonable functions [202], and random number 

generator [203]. But all these proposals are still under investigations. 

 

3.4. Summary 

 In this chapter, dielectric breakdown has been profoundly discussed. At first, the CVS 

time frame have been discussed and presented with current response. Different current 

conduction mechanisms including both bulk-limited ones and electrode-limited ones have 

been briefly discussed with many of the quantitive equations given. After that, the stress 

studies on SiO2 and HfO2 have been presented separately with potential defects in the gate 
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stacks summarized. With our own stress studies on the MOS capacitors (SILC and TDDB), 

degradation mechanisms in the gate stacks have been discussed according to the bias 

regime. Substrate injection and gate injections are further discussed in the view of energies 

and band diagrams. Lifetime predictions have provided views on why NMOS is more 

robust than PMOS. Then the RVS induced dielectric breakdown studies by the RRAM 

device Forming process have been performed and discussed. Different thickness of HfO2 

have been used to form the RRAM devices and the Forming sweep measurements. By 

analyzing the Forming I-Vs and their Weibull statistics, synergies between RRAM 

Forming and MOS capacitor breakdown have been discovered. With RRAM Forming 

process originated from the Cathode Injections induced dielectric breakdown process, 

substrate injection has been compared with Cathode Injection. The conclusion then was 

reached that cathode injection is almost same as substrate injection which are all triggered 

by either bandgap impact ionization in the HfO2 (high energy electrons) or surface plasma 

oscillations at the anode/HfO2 interface (medium energy electrons) that are followed by 

anode hole injection (AHI) like effects leading to the breakdown of the entire dielectrics 

via the moving and trapping process of the hot holes. Finally, the post breakdown resistance 

switching behaviors have been presented by measuring the RRAM device performances 

after Forming. Basic electrical behaviors of resistance switching in TiN/HfOx/Pt RRAM 

devices are presented with typical I-V curves, DC cycling and studies on LRS and HRS. 

Variable range hopping was observed in the TiN/HfOx/Pt based RRAM devices in LRS 

and HRS. Then the stability of the cell has also been investigated by retention study, low 

temperature response and radiation response. All the studies have shown that the 

configuration of traps and external energies (including electrical bias, temperature and high 
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energy particles) would be the threats to the resistance stabilities. After briefly discussion 

on the potential applications of RRAM devices, the switching mechanisms and modeling 

approaches have been presented. RRAM devices have been studied for decades where 

many companies have joined in developing storage or memory products based on RRAM. 

However, by far, none of them could achieve sufficiently reliable performances from these 

products thus leaving fewer and fewer players in this area. This probably is due to the 

instability of the filaments or cells that have been observe in our studies. Hopefully, one 

day, such issue could be addressed with some new technologies to commercialize RRAM 

products. 
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CHAPTER 4 

CONCLUSION AND OUTLOOK 

4.1. Summary of Contributions 

 This dissertation has discussed the defects in the high-k dielectrics including the origins, 

the generations and their own behaviors. Additionally, by investigations of the 

phenomenon due to these defects, both CMOS reliabilities and RRAM devices have been 

studied. The contributions of this dissertation include: 

1. Via modeling the charge trapping behaviors in high-k dielectrics and employing the 

non-iterative surface potential equations, the predictive and physical model for BTI 

effects have been successfully implemented in circuit-level for circuit lifetime 

prediction. Although the BTI effects in circuits have been discovered negligible 

through our circuit level simulations, the modeling work is quite meaningful and 

solid. Meanwhile we first time pointed out the question that whether the accelerated 

testing methods could be used to predict BTI lifetime, since more external energies 

might trigger other degradation mechanisms. 

2. Starting from the transport behavior of the carriers in MOS capacitors and 

summarizing the potential defects in gate stacks, the physical scenario and theory 

on high-k dielectric breakdown has been envisioned and developed, respectively. By 

stressing the MOS capacitors with ultra-thin dielectrics fabricated at ASU Nano Fab, 

two different degradation and breakdown mechanisms have been proposed. With 

gate injection, the HfO2/SiO2 interface will degrade and breakdown first. But with 

substrate injection, metal/HfO2 interface will degrade and breakdown first. These 

two mechanisms are all related with the as-grown defects in the gate stack. 
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3. Investigation on Forming of RRAM devices, the dielectric breakdown theory in MIM 

structures have been put forward. The breakdown mechanism is somewhat similar 

with the substrate injection induced breakdown but amended by cathode injection 

induced breakdown. According to the fittings and statistics of the Forming I-V, we 

proposed either the bandgap impact ionization or surface plasma oscillation would 

trigger the generations of electron-hole pairs in the dielectrics. The further 

breakdown of the whole dielectrics, in which a conductive filament will be formed 

from anode to cathode, are directed by the movement and trapping of the holes inside 

the oxide. 

4. Works and analyses on the performances of the TiN/HfOx/Pt based RRAM devices 

in various ways such as filament transport, filament stability and potential 

applications have improved the understanding of the resistive switching 

phenomenon. With the low temperature studies of either transport behavior or 

switching studies, we first time disclosed the transport in filament is with trap energy 

influence which should depend on the trap density, electrical field and ambient 

temperatures. The observed differences in trap configurations between LRS and 

HRS has rendered us to attribute the RRAM switching mechanisms to be electrical 

modulation of trap configurations. 

 

4.2. Future Works and Outlook 

 This dissertation presents a comprehensive study which provides solid foundation for 

more exciting future work in several directions. 
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 With respect to the percolation path model, the circuit design or prediction of the RRAM 

devices could be performed by turning on the entropic effects in the model as well as 

tweaking the parameters. To achieve this goal, the model has to be implemented in Verilog-

A form in SPICE simulator to enable circuit level simulations. 

 With respect to the dielectric breakdown theories, the temperature dependencies are 

needed to make the model more solid. 

 With the noise and variations in the RRAM devices, the model to consider random 

telegraph noise (RTN) are imperative. More improvement works are needed to obtain high 

performance Forming free RRAM devices with high non-linearity. This might request 

more efforts in the materials explorations. 

 With more efforts spent on high-k dielectrics, it might be possible to construct a unified 

and physic model to predict most of the reliability effects happened in the MOSFETs as 

well as capturing the RRAM devices behaviors with different material systems. 
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