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Abstract

The concept of computational materials design envisions the identification of chemistries
and structures with desirable properties through first–principles calculations, and the
downselection of these candidates to those experimentally accessible using available
synthesis methods. While first–principles property screening has become routine,
the present lack of a robust method for the identification of synthetically accessible
materials is an obstacle to true materials design. In this thesis, I develop a general
approach for evaluating synthesizeability, and where possible, identifying synthesis
routes towards the realization of target materials. This approach is based on a quasi–
thermodynamic analysis of synthesis methods, relying on the assumption that phase
selection is guided by transient thermodynamic stability under the conditions rel-
evant to phase formation. By selecting the thermodynamic handles relevant to a
growth procedure and evaluating the evolution of thermodynamic boundary condi-
tions throughout the reaction, I identify potential metastable end–products as the set
of ground state phases stabilized at various stages of the synthesis. To validate this
approach, I derive the quasi–thermodynamic influence of adsorption–controlled finite–
size stability and bulk off–stoichiometry on phase selection in the aqueous synthesis
of polymorphic FeS2 and MnO2 systems, rationalizing the results of a range of synthe-
sis experiments. To enable this analysis, I develop and benchmark the methodology
necessary for the reliable first–principles evaluation of structure–sensitive bulk and
interfacial stability in aqueous media. Finally, I describe a manganese oxide oxygen
evolution catalyst, whose high activity is controlled by metastable, tetrahedrally–
coordinated Mn3+ ions as an example of materials functionality enabled by structural
metastability. The framework for the first–principles analysis of synthesis proposed
and validated in this thesis lays the groundwork for the development of computa-
tional synthesis prediction and holds the potential to greatly accelerate the design
and realization of new functional materials.

Thesis Supervisor: Gerbrand Ceder
Title: Visiting Professor of Materials Science and Engineering
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Chapter 1

Introduction

In this chapter, I review the concept of first–principles computational materials de-

sign and identify the problem of materials synthesis prediction as a critical obstacle

to the practical and wide–spread realization of this vision. I begin by reviewing the

general structure of density functional theory (DFT) as it is the dominant method

for computing the thermochemical and electronic properties of inorganic materials. I

then briefly discuss the now–established process of first–principles materials property

computation, and motivate the development of a general scheme for evaluating ma-

terials synthesizeability. I conclude by proposing a quasi–thermodynamic approach

to understanding synthesizeability based on the behavior of several well–known poly-

morphic systems. The implementation and validation of this scheme is the subject of

chapters 2, 3, and 4 of this thesis.

1.1 Thermodynamics from first principles

The cornerstone of computational materials analysis from first–principles is density

functional theory (DFT), which is a robust, scalable approach to evaluating the zero–

temperature internal energy of many–electron systems at the level of quantum me-

chanics. On the basis of these ground state energies, computed for a range of specially

designed model systems and perturbations, it is possible to approximate the complete

free energy of a many–body system and its thermodynamic properties. Thus, the de-
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velopment of DFT, taken together with statistical mechanics, yields a practical model

of first–principles materials thermodynamics, allowing for the predictive analysis of

materials properties.

While the formulation of DFT is exact, its practical application involves numerous

assumptions and approximations. Obtaining reliable energies from DFT calculations

still relies on the careful construction of model systems and reference states which

maximize the cancellation of systematic errors. The development and benchmarking

of a number of these methods is the subject of chapter 2. In this section I present a

brief overview of the formal structure of DFT, and review the common approxima-

tions introduced in its practical application. This overview is largely based on the

excellent tutorials published by K. Capelle[1] and K. Burke[2].

The foundation of quantum mechanics is the postulate that all properties of a

system are encoded in its wavefunction Ψ(r), that is a solution to the Schrödinger

equation

[︂−~2

2𝑚
∇2 + 𝑣(r)

]︂
Ψ(r) = 𝐸Ψ(r)

for some potential 𝑣(r). While this equation is solvable for a single particle, it quickly

becomes intractable for systems involving many interacting particles, such as any

many–electron model of a solid material. One source of this intractability is that for

a system of M particles, the wavefunction becomes a function of 3M coordinates, while

the potential term becomes a sum of multi–particle interactions. For a Coulombic

system, the Schrödinger Equation becomes

[︃(︃
𝑁∑︁
𝑖

−~2

2𝑚
∇2

𝑖 + 𝑣(r)

)︃
+
∑︁
𝑖<𝑗

𝑞2

|ri − rj|

]︃
Ψ(r1, r2, ..., rN) = 𝐸Ψ(r1, r2, ..., rN).

where the potential 𝑣(r) is in turn generated by a number of nuclei at positions Rk
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with charge 𝑄𝑘

∑︁
𝑖

𝑣(r) =
∑︁
𝑖,𝑘

𝑄𝑘𝑞

|ri −Rk|

Typically, one would approach this problem by diagonalizing the Hamiltonian, solv-

ing for a wavefunction in an appropriate basis, and then calculating observables.

While this approach can be applied to the many–body problem, for exact or even

approximate algorithms, the computational cost of such direct calculation is too high

for general use. Nonetheless, direct solutions of relatively small many–body systems

through coupled–cluster, configuration–interaction, and quantum monte carlo meth-

ods provide valuable benchmarking data for validating more approximate solutions.

A significant simplification of this problem is afforded by the Hohenberg-Kohn

theorems[3], which state that all information pertaining to the ground–state of a

system encoded in Ψ(r1, r2, ..., rN) can be exactly obtained from a simpler functional

of only the electron density 𝑛(r). Specifically, the Hohenberg-Kohn theorems reveal

that a ground state electron density 𝑛0(r) corresponds uniquely to a ground state

wavefunction Ψ0(r1, r2, ..., rN) and at most one potential 𝑣(r). Consequently, all

ground state observables can also be calculated from the ground state electron density.

Conveniently, the variational principle also holds for this electron density formulation

𝐸[𝑛0(r)] ≤ 𝐸[𝑛′(r)]

where 𝐸0 is the ground state energy corresponding to a ground state density 𝑛0, and

𝐸[𝑛′] is the energy of some other electron density. Thus, we can proceed from a trial

electron density to a wavefunction to a potential, which we can use to create a new

electron density, iterating until we achieve self-consistency and a minimum in energy:

𝑛(1)(r) → Ψ(1)(r1, r2, ..., rN) → 𝑣(1)(r) → 𝑛(2)(r) → ...

The density functional 𝐸[𝑛] = 𝑇 [𝑛] + 𝑈 [𝑛] + 𝑉 [𝑛], where 𝑇 [𝑛] is the kinetic en-
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ergy, 𝑈 [𝑛] is the electronic interaction energy, and 𝑉 [𝑛] is the potential, is typically

solved using the Kohn–Sham approach[4]. We split the non–homogeneous, multiple–

interacting–body problem into two simpler problems: one that is non–homogeneous,

but also non–interacting, and one that is homogeneous, but interacting. Correspond-

ingly, we split the total energy into non–interacting and interacting terms. The non–

interacting terms are a sum of single–particle orbitals, while the interacting terms

are captured by more complex exchange–correlation functionals. Mathematically, we

split the kinetic energy 𝑇 [𝑛] into a sum of non-interacting “single-particle” kinetic en-

ergies 𝑇𝑠[𝑛] and a remainder 𝑇𝑐[𝑛]. Given a set of single particle orbital basis functions

𝜑𝑖(r) that yield a density 𝑛,

𝑇𝑠[𝑛] =
−~2

2𝑚

𝑁∑︁
𝑖

∫︁
𝑑3𝑟𝜑*

𝑖 (r)∇2𝜑𝑖(r) = 𝑇𝑠[{𝜑𝑖[𝑛]}]

Similarly, we split the interaction energy into an electrostatic Hartree term (purely

electrostatic energy of a charge density 𝑛(r)):

𝑈𝐻 [𝑛] =
𝑞2

2

∫︁
𝑑3𝑟

∫︁
𝑑3𝑟′

𝑛(r)𝑛(r′)

|r− r′|

and a remainder 𝑈𝑥𝑐[𝑛], which we group with 𝑇𝑐[𝑛] into a term called the exchange-

correlation energy 𝐸𝑥𝑐[𝑛]:

𝐸[𝑛] = 𝑇 [𝑛] + 𝑈 [𝑛] + 𝑉 [𝑛]

= 𝑇𝑠[{𝜑𝑖[𝑛]}] + 𝑈𝐻 [𝑛] + (𝑇 [𝑛] − 𝑇𝑠[𝑛] + 𝑈 [𝑛] − 𝑈𝐻 [𝑛]) + 𝑉 [𝑛]

= 𝑇𝑠[{𝜑𝑖[𝑛]}] + 𝑈𝐻 [𝑛] + 𝐸𝑥𝑐[𝑛] + 𝑉 [𝑛]

The exchange correlation energy 𝐸𝑥𝑐 captures the energy associated with electron ex-

change 𝐸𝑥 and electron correlation 𝐸𝑐. Exchange energy originates from the fermionic

repulsion between electrons, constraining the electronic wavefunction to be antisym-

metric with respect to electron exchange. While this energy can be written explicitly

in terms of orbitals (“Fock term” in the classical Hartree–Fock formulation), there is

18



no known way to write this term directly in terms of electron density. Correlation

energy arises from the error associated with the fact that looking at electron density

inherently considers only spatial averages and ignores the fact that individual elec-

trons do interact with each other and are thus correlated.

Up to this point, DFT has been an exact reformulation of the Schrödinger equa-

tion, and is generally no easier to solve than the direct minimization of the energy

functional. The key element of DFT calculations is the observation that in practice,

𝐸𝑥𝑐[𝑛] is small compared to 𝑇𝑠[𝑛] and 𝑈𝐻 [𝑛], and many relatively simple approxi-

mations can be used to compute it to acceptable accuracy. Assuming that we can

approximate 𝐸𝑥𝑐[𝑛] with something not too complicated, we can solve the remain-

ing system using the Kohn–Sham equation, which rewrites the multi-body problem

discussed earlier as a system of non–interacting single–orbital problems with an ef-

fective potential. Briefly summarizing the derivation, the minimization of the energy

functional requires that:

𝛿𝐸[𝑛]

𝛿𝑛(r)
=

𝛿

𝛿𝑛(r)
(𝑇𝑠[𝑛] + 𝑉 [𝑛] + 𝑈𝐻 [𝑛] + 𝐸𝑥𝑐[𝑛]) =

𝛿𝑇𝑠[𝑛]

𝛿𝑛(r)
+ 𝑣(r) + 𝑣𝐻(r) + 𝑣𝑥𝑐(r) = 0

Thus, we choose an effective potential 𝑣𝑠(r) = 𝑣(r) + 𝑣𝐻(r) + 𝑣𝑥𝑐(r), such that the

energy is now only a function of a single–particle kinetic energy and a potential 𝑣𝑠.

Thus, we can solve the single-body Schrödinger Equation:

[
−~2

2𝑚
∇2 + 𝑣𝑠(r)]𝜑𝑖(r) = 𝐸𝑖𝜑𝑖

Given the complex nature of 𝑣𝑠(r), this equation is non–linear and must be solved

iteratively, where each iteration involves calculating the electron density correspond-

ing to the current solution, and obtaining a new potential until self–consistency is

obtained. The resulting solutions yield the total energy of the system, as well as

the electron density. The eigenvalues 𝐸𝑖 of the Kohn–Sham system are not generally

meaningful, with the exception of the eigenvalues corresponding to the highest occu-

pied energy level and the lowest unoccupied energy level, as they correspond exactly
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to the ionization energy and electron affinity of the system.

Two important details in Kohn–Sham DFT calculations are (1) the choice of basis

functions 𝜑𝑖 and (2) the use of pseudopotentials. Basis functions vary from plane

waves to more physical combinations of orbitals; in particular, the Vienna Ab-initio

Simulation Package (VASP)[5, 6] used throughout this thesis relies on a plane-wave

basis set. Pseudopotentials are precomputed modifications to the 𝑣(r) component of

the 𝑣𝑠(r) Kohn–Sham potential that encapsulate the behavior of nuclear electrons,

such that the full Kohn–Sham equation is only solved for the valence electrons, which

are both more relevant, and tend to have a smoother wavefunction, reducing the

number of basis vectors needed for convergence. Common pseudopotentials are the

Vanderbilt pseudopotentials [7], and a more general form of pseudopotentials with

plane waves called the Projector Augmented Wave (PAW) method [8]. A significant

advantage of the PAW method is that unlike pseudopotentials, which lose all wave-

function information near the nuclei except the energy landscape, PAW calculations

construct atom–like wavefunctions near the nuclei, and envelope functions beyond a

certain radius, preserving nuclear wavefunction information.

The remaining difficulty in the Kohn–Sham scheme is the approximation to the

exchange correlation energy 𝐸𝑥𝑐. A number of functionals exist to approximate this

energy, which can be derived from first principles, semi-empirical considerations, or

fits to experimental data. Typically, each functional has a limited scope of chemical

reactions for which it can yield reliable energies, and understanding this scope for

each functional is critical to the practical use of DFT for materials simulations.

The simplest exchange–correlation functional is the local density approximation

(LDA), which is based on the homogeneous electron gas. For this gas, the exchange

energy is known analytically and can be applied to a non–homogeneous system by

substituting 𝑛(r) for 𝑛, while the correlation energy has been tabulated from quantum
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monte carlo calculations. Thus, the total functional becomes

𝐸𝐿𝐷𝐴
𝑥𝑐 [𝑛] =

∫︁
𝑑3𝑟(𝑒𝑥 + 𝑒𝑐)

ℎ𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑜𝑢𝑠|𝑛→𝑛(r)

where 𝑒𝑥 and 𝑒𝑐 are the analytical and tabulated expressions for the exchange and

correlation energy of a homogeneous electron liquid, respectively [1]. Despite this

very rough approximation, 𝐸𝐿𝐷𝐴
𝑥𝑐 achieves surprisingly good results due to a systemic

cancellation of error between the exchange and correlation parts of the energy – LDA

underestimates the correlation energy, but overestimates the exchange energy in a

systemic way.

The Generalized Gradient Approximation (GGA) improves on LDA by taking into

account the gradient of the electron density:

𝐸𝐺𝐺𝐴
𝑥𝑐 [𝑛] =

∫︁
𝑑3𝑟𝑓(𝑛(r),∇𝑛(r))

where the functional 𝑓 can be chosen by satifying various limiting behaviors, or

through empirical fitting. The most common GGA variants are the PBE (Perdew,

Burke, Ernzerhof)[9] and LYP (Lee, Yang, Parr)[10] functionals. Both GGA variants

significantly improve upon LDA in the representation of covalent, ionic, metallic,

and hydrogen–bonded system, although further corrections are necessary to account

for medium and long–range van-der-Waals forces. The two main sources of error

in a GGA are self–interaction and a necessary compromise between reproducing the

limiting behavior of homogeneous electronic systems and that of sharp gradients, cor-

responding to surfaces. Self–interaction arises from the fact that in a density repre-

sentation, an electron is able to interact with itself, which destabilizes occupied states

and reduces oxidation potentials and band gaps. Removal of self–interaction however

is difficult and is currently achieved only with the use of empirical corrections. One

such correction is the Hubbard 𝑈 model, which penalizes partially occupied states

and thus counteracts the extra electronic repulsion from self–interaction. An alter-

native method is the use of “hybrid functionals”, which introduce a contribution of
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the exact–exchange Fock term into the Hamiltonian. Empirically, both methods can

alleviate errors in oxidation potential and band gap, which are the most obvious con-

sequences of self–interaction, but at the cost of significant computational expense,

and larger errors in other material properties.

The issue of simultaneously reproducing the features of homogeneous densities and

electronic surfaces can be resolved in a more first–principles fashion by introducing the

kinetic energy of the system ∇2𝑛(r) into the functional to form a meta-GGA. These

functionals can satisfy all known constraints on an exchange–correlation functional

and thus accurately reproduce the characteristics of all types of bonding [11, 12]. I

will address one such functional in detail in chapter 2 of this thesis.

1.2 Computational materials design and the prob-

lem of synthesis

With the development of reliable, first–principles models of materials with DFT, it

has become possible to theorize a material with a particular crystal structure and

composition and evaluate many of its chemical and physical properties, without re-

quiring any new experimental data. Moreover, this analysis can be automated and

repeated in a high–throughput fashion with minimal human interaction[13, 14, 15, 16].

This process is transformative for the design and optimization of materials for various

functionalities, as time and resource–consuming laboratory testing can be limited to

only those candidate materials which are likely to exhibit superior properties. Fur-

thermore, systematic screening of poorly–explored chemical spaces can quickly and

cheaply identify new materials which may be worth exploring experimentally, giving

direction to the exploration of a generally combinatorially–large space of elemental

compositions[15, 17, 18].
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A significant obstacle to the full realization of this concept of computational ma-

terials design is the question of synthetic accessibility. To experimentally realize

a theorized material with favorable properties, it must be synthesized in the lab,

which is often the most difficult and restrictive step in materials development. Early

work in computational materials screening circumvented this problem by only ana-

lyzing previously synthesized materials, searching for new high–performance materi-

als among those tabulated in the Inorganic Crystal Structure Database (ICSD) [19]

and other sources. The development of truly new materials from first principles has

been restricted to materials computed to be thermodynamically stable, based on the

assumption that thermodynamically stable materials are likely to be synthetically

accessible by some process[17, 18, 20]. However, this approach suffers from two ma-

jor drawbacks. First, it neglects the vast space of metastable materials, which make

up approximately half of known materials based on those documented in the ICSD

and computed within the Materials Project[14], as can be seen in Figure 1-1. Sec-

ond, this approach does not give any insight into the processes that may be used to

synthesize the target material. The resolution of these two challenges in a scalable,

first–principles fashion is necessary for the practical implementation of computational

design for the identification and development of new functional materials[18].
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Figure 1-1: Fraction of stable and metastable materials in the Inorganic Crystal
Structure Database (ICSD) [19], grouped by the year these materials were added to
the database. Energies used here are taken from the Materials Project[14].
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1.3 A quasi–thermodynamic approach to synthesis

The objective of this thesis is to identify and benchmark a computational scheme for

the scalable prediction of synthesizeability and the identification of synthesis path-

ways for inorganic, ionic materials. The question of which materials are synthetically

accessible, and how they may be synthesized is a broad problem that in the most gen-

eral sense requires a case–by–case analysis for each synthesis technique, taking into

account features of each chemical system, thermodynamic driving forces and kinetic

pathways. Such an analysis is intractable at an atomistic scale, and would be difficult

to automate for high–throughput materials design. Instead of a direct simulation ap-

proach, I describe a quasi–thermodynamic framework which can be used to eliminate

materials unlikely to be synthesizeable, as well as identify the conditions under which

synthesizeable materials would be likely to form. I will note that this question has

been explored in parallel to myself by other authors, with similar conclusions to those

I describe in this section[21, 22].

An initial insight into the origin of metastability can be obtained from known syn-

thesis routes to common metastable materials. Some of the best known metastable

materials are crystals formed geologically at high–pressure, such as diamond. These

materials are thermodynamically stable under high–pressure and form deep in the

Earth’s crust where such high–pressure conditions are available. After the crystals

grow to macroscopic sizes however, they can be extracted from these high–pressure

conditions while retaining their structure, persisting as macroscopic metastable mate-

rials. Similar behavior can be seen in the formation of metastable nanocrystallites of

TiO2, ZrO2 and other ceramics, where the combination of bulk and surface energies

stabilizes a bulk–metastable phase in a nanocrystalline size–regime, promoting its

formation preferentially to that of the bulk–stable phase[23, 24, 25]. These examples

suggest a more general hypothesis, which may serve as an initial approach to the

computational analysis of synthesis: phase formation occurs under conditions where

the phase in question is instantaneously stable within the thermodynamic boundary
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conditions relevant to the synthesis environment.

An alternative approach to understanding synthesis is to analyze potential inter-

mediate phases and transition states along a reaction pathway corresponding to the

formation of a solid product. As the process evolves along its reaction coordinate, we

can expect the system to choose locally low–energy configurations so as to avoid high

kinetic barriers and highly unstable states. Thus, within some measure of configu-

rational locality, the system minimizes its free energy, achieving a local equilibrium.

The evolution of this local equilibrium along the reaction coordinate yields the same

principle of quasi–thermodynamic stability: the formation of a product phase requires

that this phase be related to an instantaneous equilibrium state at some point during

the synthesis reaction.

This quasi–thermodynamic formulation of synthetic accessibility implies that at

a minimum, a synthetically accessible phase must be stable under some conditions

which can be expected during a synthesis reaction. Mathematically, there must ex-

ist a set of thermodynamic boundary conditions, and thus a thermodynamic po-

tential, for which the target phase is a ground state. For example, high–pressure

metastable materials are ground states of the Gibbs free energy 𝐺(𝑇, 𝑃 ), at high

pressure. Nanoscale–stabilized phases such as TiO2 anatase are ground states of a

thermodynamic potential 𝜓 which accounts for surface energy, constrained to small

particle size: 𝜓(𝑃, 𝑇,𝐴) = 𝑔𝑏𝑉 + 𝛾𝐴, where 𝑔𝑏 is the volumetric Gibbs free energy, 𝑃

is pressure, 𝑇 is temperature, 𝑉 is the particle volume, 𝛾 is surface energy, and 𝐴 is

particle surface area[23, 24]. Thus, to identify synthesizable materials, it is necessary

to search for the ground states of thermodynamic potentials across possible boundary

conditions.

The correspondence between the evolving quasi–thermodynamic boundary con-

ditions and the features of a real synthetic process relates the transient conditions

necessary to form a target phase to practical choices in synthesis design. While
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high–pressure stabilization is a relatively straightforward thermodynamic handle to

implement, it is much more difficult to, for example, constrain particle size for finite

size stabilization. Instead, nano–scale stabilization may be controllable by engineer-

ing nucleation and growth–rates, which are strongly dependent on supersaturation,

temperature, the presence of heterogeneous nucleation centers. Some thermodynamic

handles may simply be too difficult to control with the precision necessary to target

a desired phase, in which case a phase predicted to be synthesizeable would not be

accessible in practice. Thus, clearly identifying the relationship between synthetic

processes and thermodynamic handles, is critical to the practical implementation of

quasi–thermodynamic synthesis planning.

1.4 Thesis summary

In this thesis, I evaluate the ability of the quasi–thermodynamic framework described

in section 1.3 to rationalize synthesis outcomes in several polymorphic systems, and

provide an example of unique materials behavior enabled by metastability. In chapter

2, I develop and benchmark a number of computational methodologies well–suited to

simultaneously capture the fine energetics of structure–selection, and the larger scale

energetics of formation reactions. In chapters 3 and 4, I rationalize phase selection in

the aqueous growth of FeS2 and MnO2 polymorphic systems through finite–size sta-

bilization and off-stoichiometry, explaining how the choice of synthesis medium drives

the formation of an array of metastable products. Finally, in chapter 5, I present a

new manganese oxide oxygen evolution catalyst as an example of unique materials

functionality enabled by metastability. Throughout this thesis, I demonstrate the

ability of the quasi–thermodynamic framework described here to reproduce synthesis

results, identifying conditions necessary to synthesize metastable products in close

agreement with experiment. These results lend significant support to the predictive

power of the analysis presented here, and motivate further development of this theory,

as well as its application to the realization of new materials.
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Chapter 2

First-principles methods for

structure-sensitive thermodynamics

A key prerequisite to the first–principles analysis of structure selection during synthe-

sis is a reliable method for computing the relative energies of structures and identifying

ground–state phases. In the first half of this chapter I identify the new Strongly Con-

strained and Appropriately Normed (SCAN) [11] meta-GGA exchange–correlation

functional for DFT as uniquely well suited for evaluating ground state selection among

chemically similar structures. I demonstrate the superior performance of this func-

tional with the particular example of MnO2 polymorphs, as well as with broad statis-

tics across polymorphs of ionic binary compounds. However, as synthesis involves the

formation of a product from precursors which generally significantly differ in compo-

sition, it is also necessary that we have a method which yields reliable results for total

formation energies, including redox reactions. While SCAN improves upon previous

non–empirical methods in reproducing total formation energies, alone it is insuffi-

cient to predict synthesis conditions. In the second half of this chapter, I develop and

benchmark a thermodynamic referencing scheme for SCAN which reduces the error

in total formation energy to a level appropriate for analyzing materials synthesis.

The content of this chapter is based, often verbatim, on three manuscripts which

are published or in preparation for publication:
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∙ D. A. Kitchaev, H. Peng, Y. Liu, J. Sun, J. P. Perdew, G. Ceder. “The energetics

of MnO2 polymorphs in density functional theory.” Phys. Rev. B, 93, 045132

(2016)

∙ Y. Zhang†, D. A. Kitchaev†, J. Yang, T. Chen, S. T. Dacek, R. Sarmiento-Perez,

M. A. L. Marques, H. Peng, G. Ceder, J. P. Perdew, J. Sun. “Efficient first-

principles prediction of solid stability: Towards chemical accuracy.” [submitted]

(2017) (†equal contribution)

∙ D. A. Kitchaev, G. Ceder. “Eliminating oxidation potential error in semi–local

density functional theory through thermodynamic referencing.” [in preparation]

(2017)

2.1 Features of exchange-correlation functionals

First-principles thermodynamics has over the last decades matured into a reliable

method for accessing the energetics of phase transitions and reactions in condensed

matter systems. At the heart of this method lies Kohn-Sham density functional the-

ory (DFT)[4], with its standard approximations to the exchange-correlation energy

providing a reasonably accurate picture of electronic structure. One of the most ba-

sic results that can be derived from a set of DFT calculations is the ground-state

structure of a given compound under some set of conditions, usually set as zero tem-

perature and pressure. However, despite the importance of accurate first-principles

structure determination for both materials and property analysis[26, 27, 28, 29] this

determination is often extremely difficult as the total energy differences between com-

peting phases can be on the order of only a few meV per formula unit[30]. As a result,

ground state structure selection is an attractive benchmark for verifying the adequacy

of the physical model underlying a given approximation to the exchange-correlation

energy.

A common feature of exchange-correlation functionals is the selective improve-
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ment of a target property at the expense of errors elsewhere. To study the accuracy

of common DFT methods for structure selection and other key properties in compar-

ison to SCAN[11], we consider the GGAs PBE[9] and PBEsol[31], the Hubbard-U-

corrected PBE+U and PBEsol+U[32, 33], and the hybrid of PBE with exact exchange

HSE06[34, 35] functionals. This set of functionals provides a representative sample of

common approaches to improving the accuracy of DFT. PBE is the base workhorse

non-empirical functional most commonly used in the literature[36]. While PBE pro-

vides reasonably accurate results for total energies across a wide range of chemistries,

it suffers from significant electronic structure errors arising from self-interaction, as

well as a tendency to disfavor density overlap between atoms (making lattice constants

too long, especially in van der Waals bonded systems), originating from a compro-

mise in the representation of the exchange energy of solids and molecules[9, 37, 38].

A common solution to the self-interaction problem is the empirically-fitted Hubbard

U correction in PBE+U and PBEsol+U[33, 38]. The downsides of the +U approach

are that it usually requires fitting to experimental data, and that it gives rise to er-

rors in orbital hybridization, leading to further reduction of density overlap between

atoms and errors in magnetism[39]. The density overlap problem in PBE can be

resolved by restoring the second-order gradient coefficient for exchange, as is done in

the PBEsol functional[31]. PBEsol improves the general energetic representation of

solids and surfaces, but typically underestimates lattice parameters and overly stabi-

lizes molecules[40] and solids with respect to atomization. Finally, hybrid functionals

such as HSE06 attempt to improve upon the performance of PBE by introducing a

fraction of exact exchange into the calculation[34, 35], which cancels some of the self-

interaction error, at the cost of a significant increase in computational expense. In

contrast, SCAN[11], and other meta-GGAs[41, 42, 43, 44, 11] attempt to correct the

errors of PBE by introducing the orbital kinetic energy density into the functional,

which allows for the simultaneous representation of extended systems and molecules,

and enables SCAN to appropriately treat different chemical bonds (e.g., covalent,

metallic, and even weak bonds), which no LDA or GGA can[45]. Since the design of

SCAN is targeted to satisfy all fundamental constraints simultaneously, rather than
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correcting specific drawbacks of PBE, we expect that SCAN would yield an overall

improvement in the representation of all system properties relative to PBE, rather

than the trade-offs in accuracy typical of other functionals.

2.2 MnO2 polymorphs as a benchmark system

Figure 2-1: The polymorphs of MnO2 with well-defined crystalline phases. The pur-
ple and yellow atoms represent spin-up and spin-down Mn respectively, while the red
atoms represent O. The magnetic orderings shown correspond to the lowest-energy
configurations within PBE, PBEsol, and SCAN. Note that the space group corre-
sponds to structural symmetry, neglecting reductions of symmetry from the magnetic
ordering.

One particularly interesting system for investigating structure-transition energet-

ics within DFT is the set of manganese oxides. The Mn-O system contains a diverse

set of relatively well- characterized structures both across a range of stoichiometries

(MnO, Mn3O4, Mn2O3, and MnO2), and within a single stoichiometry (pyrolusite 𝛽,

ramsdellite R, hollandite 𝛼, intergrowth 𝛾, spinel 𝜆, layered 𝛿 MnO2), as shown in

Figure 2-1. All the MnO2 polymorphs share a common basic atomic structure - small

Mn4+ ions in a spin-polarized 3𝑑3 configuration and large, highly polarizable O2- ions

in a spin-unpolarized 2𝑝6 configuration, arranged in corner- and edge- sharing MnO6

octahedra. The different packings of these octahedra form a variety of polymorphic
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structures, many of which have been studied extensively for applications in energy

storage, catalysis, pigmentation, etc[46, 47, 48, 49, 50, 51, 52, 53, 54].

The relative stability of the various oxidation states of Mn-O has been previously

investigated within the Perdew-Burke-Erzenhof (PBE) and PBE+U forms of GGA-

DFT, as well as with the exact-exchange-corrected hybrid PBE0 and Heyd-Scuseria-

Erzenhof (HSE) functionals[55]. However, the energetics and properties of the poly-

morphic phases of MnO2 remain unresolved in first-principles calculations[56, 57, 58].

Experimentally, it is established that pyrolusite 𝛽-MnO2 is the ground state of pure

MnO2[48], but to our knowledge no non-empirical DFT method has stabilized 𝛽-

MnO2 as the ground state of the system. In this section, we resolve this problem with

the use of the recently reported SCAN meta-GGA[11] and show that the resolution

of the ground state structure problem in the MnO2 system also leads to a much more

accurate representation of the basic physics of the material.

2.3 Computational methods

All calculations are done within the Vienna Ab-Initio Simulation Package (VASP)[5,

6], using a Γ-centered k-point grid with a reciprocal space discretization of 0.25 Å-1.

For both PBE+U and PBEsol+U, we rely on the Dudarev effective-U formulation[33],

applying a U=3.9 eV to the 3𝑑 states of each Mn atom, based on previous optimiza-

tions for the formation energy, redox potential, and agreement with higher-order

functionals[55, 59]. To obtain the total energy of each phase we choose the supercells

given in Table 2.1, in all cases initializing the calculation based on experimentally re-

ported geometries and relaxing the structures self-consistently within each functional.

As all MnO2 phases are known to be well-represented energetically by antiferromag-

netic (AFM) orderings[55, 60, 58, 61, 62, 63, 64, 65], we ensure that the chosen

supercells were compatible with all likely AFM orderings. To obtain the magnetic

structure of each phase, we enumerate up to 12 of the most likely configurations, cho-
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sen as the orderings with a net zero magnetic moment and highest symmetry. The

magnetic structures used for HSE calculations and all analysis across all functionals

are given in Figure 2-1 and are the ground state magnetic orderings for PBE, PBEsol,

and SCAN, but not PBE+U or PBEsol+U, which we will address in a later section.

Subsequent band structure and DOS calculations were set up using the scheme pro-

posed by Setyawan and Curtarolo [66, 67], based on the self-consistently relaxed,

symmetry-reduced primitive cells derived from the AFM orderings described above.

2.4 Functional accuracy in the MnO2 system

Phase Lattice Parameters Volume ∆Hf Egap

(a, b, c) (Å) (Å3/f.u.) (meV/f.u.) (eV)
𝛽 4.39(1), 4.39(1), 2.871(4) 27.8(1) 0 0.27
R 9.29(3), 4.49(4), 2.857(8) 29.8(5) 56(32)
𝛼 9.80(2), 9.80(2), 2.85(1) 34.2(2) >0
𝛾 13.7(1), 2.86(1), 4.46(1) 29.2(3) >0
𝜆 5.67(1), 5.67(1), 5.67(1) 32.3(1) >0
𝛿 5.69(1), 5.69(1), 7(3)† >0 2.1‡

Table 2.1: Experimental parameters for the polymorphs of MnO2, given for the su-
percells used for total energy calculations. Uncertainty, given in parenthesis, is de-
termined as the standard deviation between experimental results (𝛽, R, 𝛼), or as-
sumed uncertainty from diffraction refinement (𝛾, 𝜆, 𝛿). The formation enthalpy is
given with respect to 𝛽-MnO2. † The c lattice constant (interlayer spacing) in 𝛿-
MnO2 is highly uncertain as all reported samples of this phase have some amount
of intercalated cations or water. ‡ The band gap for 𝛿-MnO2 measured by Pin-
aud et al. is for birnessite-type 𝛿-MnO2, but explicitly noting the absence of mid-
gap Mn3+ states[68], suggesting it should be similar to that of pure 𝛿-MnO2. Ref:
𝛽[48, 51, 69, 70, 71, 19, 72, 73, 74], R[48, 75, 76, 77, 51, 19], 𝛼[48, 78, 51, 19], 𝛾[49],
𝜆 [50], 𝛿[79, 80, 68]

The formation energies of the various MnO2 phases with respect to the experimen-

tal ground state, 𝛽-MnO2, are given in Figure 2-2. While the experimental formation

enthalpies of most phases are not known, they must be positive in order for 𝛽 to be

the ground state phase. It is clear that only PBEsol and SCAN even qualitatively

reproduce this result, and only SCAN is able to quantitatively reproduce the exper-
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imentally known formation enthalpy of R-MnO2. The fact that only PBEsol and

SCAN give qualitative agreement with experiment in terms of picking the correct

ground state phase could be expected from the fact that SCAN and PBEsol are the

only functionals that yield reasonably accurate descriptions of non-covalent electronic

density overlaps, which are critically important for distinguishing between the various

packings of MnO6 octahedra that form the diverse polymorphs of MnO2. However,

due to its ability to recognize not only weak electron density overlap but also strong

chemical bonds[81], SCAN significantly improves on the successes of PBEsol, giving

an altogether more accurate picture of the physics of the MnO2 system, leading to

the remarkable quantitative agreement between experiment and SCAN (∆H𝛽→𝑅
f =

54.2 meV/MnO2 from SCAN versus 56 ± 32 meV/MnO2 experimentally[48]).

Figure 2-2: Formation energies of MnO2 polymorphs with respect to the experimental
ground state, 𝛽-MnO2. Only PBEsol and SCAN stabilize 𝛽-MnO2 as the ground
state phase, and only SCAN quantitatively agrees with the experimental transition
enthalpy from 𝛽-MnO2 to R-MnO2. Note that the experimental ‘arrows’ drawn for
the 𝛼, 𝛾, 𝛿, and 𝜆 phases indicate that experimentally the formation energy of these
phases is some unknown positive quantity.

In terms of electronic structure, all phases of MnO2 are semiconducting. However,

as can be seen in Figure 2-3, both PBE and PBEsol predict 𝛽-MnO2 to be a metal
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due to the self-interaction error present in both functionals[82], and the resulting re-

duction of the calculated band gap. The empirical Hubbard U correction opens up a

small band gap close to the experimental value (PBE+U: 0.20 eV, PBEsol+U: 0.28

eV, Exp: 0.27 eV[73, 74]), which could be expected as, by construction, the Hubbard

U leads to the localization of carriers, flattening of 𝑑-bands, and opening of band

gaps[33]. HSE in turn converges to a much larger band gap (1.7 eV), while SCAN

gives a gap (0.43 eV) that is close to the +U and experimental results. The results

are similar for the 𝛿 phase where the experimental band gap is also known: PBE and

PBEsol underestimate the bandgap (1.1 eV and 0.96 eV respectively, versus 2.1 eV

experimental [68]) PBE+U, PBEsol+U, and SCAN give almost identical band gaps

in good agreement with experiment (2.0 eV, 2.1 eV, and 2.0 eV respectively), and HSE

overestimates the band gap (3.4 eV). It must be noted that the experimental band

gaps in the MnO2 system are not definitively established - the gaps reported here are

based on the best estimates available in the literature. The fact remains however that

SCAN significantly increases the band gap compared to PBE and PBEsol, which are

known to underestimate band gaps, and agrees with values obtained from empirically-

fitted PBE+U and PBEsol+U functionals, while keeping the gaps well below those

of HSE. The improvement in band gap could originate from two sources. First,

the SCAN meta-GGA, like the hybrid functionals, is implemented in a generalized

Kohn-Sham scheme in which the exchange-correlation potential is not a multiplica-

tive operator[11]. Second, the self-interaction error in SCAN is greatly reduced in the

case of well–localized electrons as SCAN uses a functional form that is almost self-

interaction free in the case of atomic-like densities, where the exchange-correlation

hole remains near its reference electron[11]. As the valence band in 𝛽-MnO2 consists

of weakly-hybridized Mn 𝑡2𝑔 and O 𝑝𝑧 states, this condition may be approximately

satisfied, leading to a cancellation of self-interaction in SCAN, and consequently an

increased band-gap compared to PBE or PBEsol. We must note however that this

result is somewhat atypical - we find that for many materials, including rutile TiO2,

SCAN corrects about half of the PBE underestimation of the experimental gap.
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Figure 2-3: The total and atom-projected density of states of 𝛽-MnO2. The shaded
regions denote the band gap predicted by each functional, while the dotted line marks
the experimental bandgap, 0.27 eV[73, 74]. The DFT bandgap is given by the gen-
eralized Kohn-Sham eigenvalues from a band structure calculation, while the DOS is
calculated with a 0.1 eV smearing.

Another important property of the MnO2 system is its magnetic configuration.

Experimentally, 𝛽-MnO2 adopts a helical magnetic configuration[83, 84, 85] while all

other phases are believed to be antiferromagnetic (AFM)[62, 63, 64, 65]. In previous

DFT work, the ferromagnetic (FM) form of 𝛽 and 𝛼 MnO2 was found to be stable

in PBE+U, in conflict with experiment [55, 61, 60]. We find that both PBE+U and

PBEsol+U stabilize FM orderings with respect to the reference AFM configurations

given in Figure 2-1, and overall favor alternate AFM configurations with clusters of

nearest-neighbor aligned spins, contrary to what could be expected on the basis of

oxygen-mediated superexchange governing the antiferromagnetism in MnO2. In con-

trast to the +U functionals, PBE, PBEsol, and SCAN favor the AFM configuration

in 𝛽, R, 𝛼 and 𝛾, and give essentially degenerate results for the AFM and FM config-

urations in 𝛿 and 𝜆, likely due to the fact that the size of the true antiferromagnetic

ground state unit cell in these phases includes up to 128 spins[63, 86] the enumeration
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PBE+U PBE PBEsol+U PBEsol HSE SCAN
MRE 1.64% 0.64% 0.25% -0.73% -0.37% -0.51%
MARE 1.64% 0.66% 0.53% 0.79% 0.62% 0.68%

Table 2.2: The lattice parameter mean (absolute) relative error (MRE, MARE) of
the 𝛽, R, 𝛼, 𝛾, and 𝜆 phases of MnO2, as compared to the experimental values
presented in Table 2.1. It is clear than SCAN performs better than the similarly
efficient non-empirical PBE and PBEsol functionals, and is outperformed by only
HSE and the empirically fitted PBEsol+U. Note that the 𝛿 phase is excluded due to
highly uncertain experimental lattice constants, as discussed in the caption of Table
2.1.

of which is beyond the scope of this work.

A final measure of functional accuracy is its ability to reproduce lattice param-

eters, as they are often indicative of how well the functional captures the bonding

character of the solid[87, 88]. The improved performance of SCAN with respect to

lattice constants in comparison to PBE and PBEsol, as can be seen in Table 2.2, fol-

lows from the fact that SCAN yields a superior description of both the bonds within

the MnO6 octahedral environment and the weak electron density overlap between oc-

tahedra. It is worth noting the exceptional performance of PBEsol+U in reproducing

the lattice constants here. While PBEsol underestimates lattice constants, the +U

modification typically leads to larger lattice parameters by reducing the electronic

overlap between atoms, counteracting the error in PBEsol. Consequently, PBEsol+U

is able to minimize the lattice constant error for an optimal choice of U-value[58].

For all the properties of MnO2 that we have considered (polymorph formation

energy, band gap, magnetization, and lattice constants), SCAN is the only functional

to give high-quality, ab-initio results in agreement with experiment across the board.

In contrast, the empirically-fitted PBEsol+U functional performs as well as or bet-

ter than SCAN on band gaps and lattice constants, but mispredicts the polymorph

order and the magnetic character of the system. PBEsol performs well on the poly-

morph order and magnetization, but significantly underestimates lattice constants

and band gaps. HSE, while being much more computationally expensive than all
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other functionals tested here, only performs well on lattice constants. The consis-

tent agreement between SCAN and experimental results across multiple properties

suggests that SCAN, more so than other functionals, is able to capture the physics

governing the system rather than acting as a fortuitous correction that improves a

target property. We propose that the reason for this superior and consistent per-

formance lies in the design features of SCAN - its built-in agreement with numerous

limiting constraints on the exchange-correlation energy, and the inclusion of appropri-

ate norms for which semi-local functionals can be exact or nearly-exact, which serve

to guide the functional from one constraint to another. We expect similarly positive

results on other transition metal oxides with high-spin configurations and less-than

half-full 𝑑 shells, and somewhat worse results in more self-interaction-dominated sys-

tems. However, much more extensive calculations are needed to fully explore the

accuracy of SCAN across other chemical spaces.

In conclusion, we have investigated the accuracy of several common DFT func-

tionals, as well as the recently introduced SCAN meta-GGA, with respect to their

ability to reproduce key properties of the challenging MnO2 system. Specifically, we

looked at the relative stability, band gaps, magnetic structure, and lattice constants

of the 𝛽, R, 𝛼, 𝛾, 𝜆, and 𝛿 phases on MnO2. We found that although each indi-

vidual property can be reproduced to good agreement with experiment by several

functionals, only SCAN gives quantitatively reliable results for all properties at once.

The accuracy, reliability, and computational efficiency of this new functional opens

the door to the rigorous theoretical study of the manganese oxide system, from its

still-uncertain basic physics to the complex mechanisms underlying the rich catalytic,

electrochemical, and optoelectronic behavior of this material.
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2.5 General performance across binary compounds

Generalizing from the favorable performance of SCAN in reproducing the properties

and energetics of MnO2 polymorphs, we examine the performance of this exchange–

correlation functional more broadly, focusing specifically on the question of phase

stability across binary ionic compounds. The ability to evaluate chemical stability,

i.e., whether a stoichiometry will persist in some chemical environment, and struc-

ture selection, i.e. what crystal structure a stoichiometry will adopt, is critical to

the prediction of materials synthesis[89], reactivity[26, 27] and properties[53]. We

demonstrate that SCAN[11] is able to address both facets of the stability problem

reliably and efficiently for main group compounds, while transition metal compounds

are improved but remain a challenge. SCAN therefore offers a robust model for a

significant portion of the periodic table, presenting an opportunity for the develop-

ment of novel materials and the study of fine phase transformations even in largely

unexplored systems with little to no experimental data.

For known materials, the question of solid phase stability can be resolved exper-

imentally through a variety of calorimetric techniques, which yield the enthalpy of

formation(∆H𝑓 ). In the prediction of new materials however, the formation enthalpy

must be calculated from first-principles, which is most commonly done using DFT

with the well-established Perdew-Burke-Ernzerhof (PBE)[9] density functional. Fur-

thermore, in the evaluation of solids differing in structure, but not chemistry, the

differences between the formation enthalpies of competing phases often lie on a very

fine energy scale, and are very difficult to measure experimentally, motivating their

calculation from first-principles[90].

Due to the diversity of chemical degrees of freedom, from subtle structural differ-

ences to changes in bonding characteristics, it is challenging for first-principles meth-

ods to tackle both facets of the stability problem at reasonable computational cost.

High–level wavefunction methods[91] (e.g., the configuration interaction or quantum
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monte carlo approaches) can achieve accuracy comparable to calorimetry, but they

are limited to systems having a relatively small number of electrons per periodic unit

cell due to their high computational cost. DFT[4, 92, 93, 94], with the PBE[9] gen-

eralized gradient approximation to its exchange-correlation energy currently is the

dominant approach for calculation due to its relatively cheap computational cost and

reasonable accuracy. Unfortunately, errors in formation enthalpy predicted by PBE

are usually at the level of ≈0.2 eV/atom (see Figure 2-4), which is not sufficient for the

comparison of competing formation reactions, especially those leading to chemically

similar solids. We find that SCAN[11] halves the errors of PBE in predicting forma-

tion enthalpies of about 200 binary solids[95], while retaining a comparable efficiency

to PBE. Remarkably, SCAN also yields a significant improvement in the reliability of

crystal structure selection, consistently halving the error rate in ground state selection

accuracy and reducing the error in the relative energies of crystal structures. While

the computational cost of SCAN is modestly greater than (usually 2 to 3 times) that

of PBE, it is much less (in general by an order of magnitude in plane-wave codes) than

that of hybrid functionals, and very much less than that of wavefunction methods.

To systematically compare the behavior of SCAN and PBE, we group chemistries

by how they are affected by known errors in semi-local density functionals. The three

major sources of error in PBE are the self-interaction error (SIE), the incomplete

error cancellation between the target compound and the elemental references, and

the absence of van der Waals interactions. SIE is intrinsic to all semi-local density

functionals, among which are PBE and SCAN. SIE manifests itself in transition metal

compounds, especially in semiconducting and insulating oxides, more than in main

group compounds due to the presence of valence 𝑑 electrons that localize more than

valence 𝑠𝑝 electrons[37]. The late 3𝑑 elements Cr, Mn, Fe, Co, and Ni are especially

problematic. To resolve SIE in true first-principles spirit, non–local corrections are

necessary, which are typically computationally expensive and scale poorly with sys-

tem size. Therefore, we first address the behavior of main group compounds so as

to characterize the performance of PBE and SCAN as efficient semi-local functionals
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largely in the absence of SIE.

The evaluation of the enthalpy of formation is based on 196 binary compounds

with 101 main group systems and 95 systems containing transition metals (see Ap-

pendix A). The analysis of structure selection accuracy is based on 297 ionic binary

chemistries, of which 191 are main group compositions and 106 contain transition

metals (see Appendix A). In the choice of chemistries, we choose only compositions

for which the low-temperature, low-pressure ground-state crystal structure is known

experimentally. The chemistries included in this sample are comprised of compo-

sitions chosen to benchmark formation enthalpy, AB-type ionic compounds, and a

selection of binary compositions previously enumerated in crystal structure predic-

tion studies[20]. To the best of our knowledge, this selection of chemistries does not

introduce any bias in the likelihood of structure selection error not present more gen-

erally in binary main group and transition metal compounds. For each chemistry,

we consider experimentally reported crystal structures from the Inorganic Crystal

Structure Database[19], as well as likely structures predicted by data mined elemen-

tal substitution methods[20], giving a total of 3026 crystal structures. Finally, to

determine whether or not a DFT-relaxed crystal structure matches the experimen-

tally reported structure, we rely on a distortion-tolerant affine map, implemented as

the StructureMatcher algorithm in the Pymatgen package[96]. All calculations are

performed using the Vienna Ab-Initio Simulation Package (VASP)[5, 6] using the

projector augmented wave (PAW) method[8] with a reciprocal space discretization

of 25 Å1 and a plane wave energy cutoff of 520 eV. In magnetically active systems,

the energy is taken as the lowest of a ferromagnetic and a sample of small–unit–cell

antiferromagnetic orderings. All calculations are converged to 106 eV in total energy

and 0.01 eV/Å on atomic forces.

As shown in Figure 2-4a, the mean absolute error (MAE) of SCAN in the forma-

tion enthalpy of 102 main group compounds is 0.084 eV/atom, about 2.5 times lower

than that of PBE, while the MAE of SCAN for the 21 main group oxides shown in
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Figure 2-4: SCAN provides a significant improvement over PBE in computing the
absolute and relative stability of main group compounds. a. The formation enthalpy
of main group compounds, and oxides in particular. b. The probability that the
computed energy of a predicted structure with respect to that of the experimental
ground state structure lies below a threshold energy or tolerance across main group
compounds, for a range of tolerances.

the inset is 0.038 eV/atom. The reduction in error afforded by SCAN relative to PBE

originates from the fact that PBE is not able to simultaneously and accurately treat

the different types of chemical bonds[11, 12] (covalent, metallic, ionic, hydrogen, and

van der Waals) found in a compound and its constituent elemental phases, leading

to the well-known imperfect error cancellation, e.g., between the molecular O2 refer-

ence and metal oxides[59]. SCAN, on the other hand, is able to capture the behavior

of all such interactions by introducing the Kohn-Sham kinetic energy density into

the functional in a way that satisfies all known limiting behaviors and constraints

on electronic interaction appropriate to semilocal functionals[11]. This construction

leads to a widely-predictive functional[97]. In particular, without being fitted to any

bonded system, SCAN captures even the intermediate-range van der Waals attrac-

tion between neighboring atoms in a solid, which PBE largely neglects. Furthermore,

PBE underestimates the chemical stabilities of most solids, for example erroneously

making InN chemically unstable, an error which SCAN avoids. These errors arise

largely from PBE’s over-stabilization of reference molecules, and could not be fixed

by simply adding a van der Waals correction to PBE.
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An even stronger indication of the general reliability of SCAN for stability cal-

culations is its superior performance in identifying ground state crystal structures.

Here the intermediate-range van der Waals interaction, present in SCAN but not in

PBE, can play a particularly important role, for example by stabilizing the correct

CsCl structure in the heavy halides CsCl, CsBr, and CsI. Based on 191 stoichiomet-

ric main group binary compounds with 1659 experimentally-reported and predicted

crystal structures, we identify the most stable low-temperature, low-pressure phases

within PBE and SCAN. We then evaluate the frequency with which PBE or SCAN

stabilizes an incorrect ground-state structural polymorph in comparison to the ex-

perimental structure. The zero-temperature ground state crystal structure is ther-

modynamically defined as the phase of lowest enthalpy, as, under these conditions,

enthalpy is exactly equal to the system Gibbs free energy. Thus, the relative zero-

temperature DFT-computed energies of competing crystal structures provide a nearly

complete representation of their relative Gibbs free energies under these conditions,

omitting the change in zero-point vibrational energy which is on the scale of 0.005

eV/atom[98, 99, 100, 101], ambient pressure effects, which lie on the scale of 0.001

eV/atom, and smaller contributions. To account for these effects, as well as other

potential noise in the calculations, we introduce a tolerance on structure selection

∆Etol, and count the frequency with which PBE or SCAN erroneously stabilize a

crystal structure by more than ∆Etol with respect to the experimental ground state

structure. As can be seen in Figure 2-4b, SCAN provides a significant improvement

over PBE in selecting the correct ground state structure, reducing the frequency of

structure prediction error from 12% to just 3% at a 0.01 eV/atom tolerance, where the

improvement in structure selection accuracy likely originates from the more accurate

physical model provided by SCAN relative to PBE. Notably, as the energy scale of

competing crystal structures[24, 22, 30] is far below the average error suggested by

total formation enthalpy statistics discussed earlier, it is evident that reliable struc-

ture selection is a sensitive indicator of how well a functional captures fine details in

the relative stability of chemically-similar phases.
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These structure selection results highlight the difficulty of reliable structure pre-

diction in first-principles calculations. While PBE yields close to a 21% error rate

in structure selection in absolute terms and a 12% error rate with a 0.01 eV/atom

tolerance, this error rate is likely a lower bound as no method we are aware of can

guarantee that no other crystal structures exist with a lower energy for any given

chemistry. Conversely, experimental uncertainties in ground-state crystal structure

originating from difficult to observe low temperature phase transitions, small off sto-

ichiometries, and other errors mean that even the exact functional would likely not

be able to achieve complete agreement with experiment. In this light, SCAN’s 3%

error rate within the 0.01 eV/atom tolerance is remarkable. The impact of this im-

provement is immediately visible - for example, in SiO2, SCAN is necessary to repro-

duce the correct 𝛼-quartz low-temperature, low-pressure ground state structure, and

correspondingly, the pressure-temperature phase diagram, as PBE overstabilizes the

high-temperature 𝛽-cristobalite polymorph. The intermediate-range van der Waals

interaction in SCAN stabilizes the correct, higher-density quartz phase of this earth-

abundant material. Taken together with the promising performance in predicting

formation enthalpy, these results suggest that SCAN is highly reliable for both the

absolute and relative stability of the main group compounds.

We now turn to transition metal compounds, where self-interaction error poses a

fundamental limitation on the performance of semi-local density functionals. For the

formation enthalpies of 98 transition metal binaries, Figure 2-5b shows that SCAN

still has an MAE of 0.122 eV/atom, which is significantly larger than that of the main

group compounds. However, SCAN still improves over PBE by about 0.08 eV/atom,

or 40% of the total PBE error, for the transition metal compounds. Similarly, as can

be seen in Figure 2-52b, based on 106 transition metal binary compounds with 1366

experimental and predicted structures, SCAN still gives a significant improvement

relative to PBE in structure selection accuracy, although the absolute performance of

both functionals is much worse than that in the main group compounds, both in the
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Figure 2-5: SCAN considerably reduces the average error in formation enthalpy and
structure selection error frequency relative to PBE in transition metal compounds,
which are more difficult than are the main group compounds due to the increased
contribution of the self-interaction error. (a.) The enthalpy of formation of transition
metal binary compounds, and oxides in particular. (b.) The probability of incorrect
structure selections by PBE or SCAN across transition metal compounds, for a range
of tolerances.

frequency of structure selection errors and their energetic magnitude. The fact that

this discrepancy persists even at a 0.02 eV/atom tolerance, where the SCAN error

rate in main group chemistries approaches zero, suggests that further improvements

in functional performance would require a fundamentally different approach, moving

to non-local functional forms or explicit self-interaction corrections[102, 103, 104].

A number of different approaches have been developed to deal with the imper-

fect error cancellation of PBE, such as the fitted elemental-phase reference energies

(FERE) scheme[105], and other schemes with fitted corrections to elemental and

molecular reference states[59, 106]. These corrections assume that most of the error

in compound formation enthalpy depends only on the overall composition, and at-

tempt to eliminate this error by using the total energies of elemental phases as fitting

parameters. In the case of FERE, with about 30 fitting parameters, the PBE MAE

is reduced from 0.250 eV/atom to 0.052 eV/atom for a set of 110 main-group binary

solids which largely overlaps our testing set. However, neither FERE nor the other

composition-based schemes can provide the correction to PBE needed to predict the
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relative stability of different phases of a compound, which is critically important for

structure selection and by extension, the prediction of properties which depend on

local structural changes rather than simply the average composition. Furthermore,

fitting schemes, based on common structures and thus common geometries and oxi-

dation states, are difficult to generalize outside of their initial fitting data, especially

to situations where rare electronic configurations may give rise to unexpected errors

not accounted for by the fitted correction[106].

The development of semilocal exchange–correlation functionals in DFT has been

driven by the promise of these approximations to efficiently evaluate the stability

and properties of both known and predicted solid phases. The SCAN functional,

without any fitted corrections, approaches experimental accuracy in both total energy

and the relative stability of solid phases across main group compounds, and the

remaining challenges to DFT functionals appear to be self-interaction error dominated

systems. Correspondingly, future improvement in general-use functional performance

will require a solution to the self-interaction problem and a representation of non-local

phenomena.

2.6 Correction of oxidation potential error in SCAN

While the generally accurate representation of transition metal compounds in SCAN

will require the resolution of self–interaction error, likely requiring non–local function-

als, it is possible to significantly improve the reliability of SCAN results in this space

through a judicious choice of thermodynamic reference state. The primary impact of

electronic self–interaction error is to understabilize all occupied states with respect to

the unoccupied states, decreasing band gaps and oxidation potentials[82]. This error

can be compensated by penalizing partial occupancy and destabilizing unoccupied

states, such as in the case of the Hubbard U correction, but this approach requires

the fitting of an arbitrary 𝑈 parameter, and as described earlier in this chapter, leads

to errors in magnetism and structure selection. In order to preserve the benefits of
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the SCAN functional with regard to accurate structure selection, magnetic configura-

tion, and bond lengths, while alleviating the error in oxidation potential, a post–hoc

correction scheme can be used.

The core assumption of the correction scheme presented here is that the domi-

nant source of error in transition metal compounds is the oxidation potential of the

transition metal, rather than the energy of the reference elemental phase as had been

assumed in previous works[105, 59, 106]. Under this assumption, the error in for-

mation energy can be largely eliminated by decomposing the formation energy of a

transition metal compound into two steps. The first step is the formation of the

transition metal ion in its correct oxidation state from the elements, which can be

obtained from experimental data or high–accuracy calculations. The second step is

the formation of the target compound from this intermediate through reactions pre-

serving the transition metal oxidation state, computed in SCAN. Thus, the SCAN

calculation is only responsible for reproducing the energies of reactions preserving

transition metal oxidation state, for which self–interaction error largely cancels out.

While it is still necessary for SCAN to reproduce oxidation energy of main group

anions, the error associated with these reactions is much lower, as evidenced by the

favorable performance of SCAN among main group chemistries.

Mathematically, this correction scheme for formation energy can be written as

∆𝐸𝑐𝑜𝑟𝑟
𝑓

[︀
𝑀𝑛+𝑋𝑚−

𝑏

]︀
=𝐸𝐷𝐹𝑇

[︀
𝑀𝑛+𝑋𝑚−

𝑏

]︀
− 𝐸𝐷𝐹𝑇

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀
− 𝑏𝐸𝐷𝐹𝑇

[︀
𝑋0
]︀

+ 𝑐𝐸𝐷𝐹𝑇
[︀
𝑌 0
]︀

+ ∆𝐻𝑒𝑥𝑝
𝑓

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀
where 𝑀𝑛+ represents a transition metal in the +𝑛 oxidation state, 𝑋𝑚− and 𝑌 𝑝−

represent main–group anions in the −𝑚 and −𝑝 oxidation states respectively, 𝐸𝐷𝐹𝑇

represents energy computed in DFT, and 𝐻𝑒𝑥𝑝 represents experimentally–obtained

enthalpy.
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A practical implementation of this referencing scheme can be obtained from a

further simplification - the substituted anion 𝑌 and associated reference intermediate

𝑀𝑛+𝑌 𝑝−
𝑐 may be the same for all transition metal ions 𝑀𝑛+.

∆𝐸𝑐𝑜𝑟𝑟
𝑓

[︀
𝑀𝑛+𝑋𝑚−

𝑏

]︀
=𝐸𝐷𝐹𝑇

[︀
𝑀𝑛+𝑋𝑚−

𝑏

]︀
− 𝐸𝐷𝐹𝑇

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀
− 𝑏𝐸𝐷𝐹𝑇

[︀
𝑋0
]︀

+ 𝑐𝐸𝐷𝐹𝑇
[︀
𝑌 0
]︀

+ ∆𝐸𝐷𝐹𝑇
𝑓

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀
−
(︀
∆𝐸𝐷𝐹𝑇

𝑓

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀
− ∆𝐻𝑒𝑥𝑝

𝑓

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀)︀
=𝐸𝐷𝐹𝑇

[︀
𝑀𝑛+𝑋𝑚−

𝑏

]︀
−
(︀
𝐸𝐷𝐹𝑇

[︀
𝑀0
]︀

+ 𝑏𝐸𝐷𝐹𝑇
[︀
𝑋0
]︀)︀

−
(︀
∆𝐸𝐷𝐹𝑇

𝑓

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀
− ∆𝐻𝑒𝑥𝑝

𝑓

[︀
𝑀𝑛+𝑌 𝑝−

𝑐

]︀)︀
=∆𝐸𝐷𝐹𝑇

𝑓

[︀
𝑀𝑛+𝑋𝑚−

𝑏

]︀
− 𝑐𝑌

[︀
𝑀𝑛+

]︀
where 𝑐𝑌 [𝑀𝑛+] = ∆𝐸𝐷𝐹𝑇

𝑓 [𝑀𝑛+𝑌 𝑝−
𝑐 ]−∆𝐻𝑒𝑥𝑝

𝑓 [𝑀𝑛+𝑌 𝑝−
𝑐 ] is a correction factor to the

formation energy of the transition metal ion 𝑀 in the +𝑛 oxidation state. Thus, an

equivalent form of this correction scheme is a simple constant correction factor for the

total energy of any transition metal ion, derived to compensate for the self–interaction

induced error in SCAN.

A simple choice for these states are the binary oxides (𝑌 = O) as their experimen-

tal formation energies are well known, covering the majority of oxidation states for

the common transition metals. Furthermore, while the binding energy of the oxygen

molecule, and thus the oxidation potential of oxygen, has historically been highly in-

accurate in DFT[59], SCAN eliminates this error as evidenced by the low error in the

formation energy of main group oxides shown in Figure 2-4. The correction factors

𝑐𝑂 derived for the redox active 3𝑑 transition metals based on the binary oxides are

given in Figure 2-6.

The implementation of this referencing scheme significantly reduces the error in the
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Figure 2-6: Correction factor for the SCAN oxidation potential of the 3𝑑 transition
metals derived from the binary oxides.

formation energies of ionic transition metal compounds, bringing this error in line with

that of the main group compounds. While more thorough benchmarking is necessary

to ascertain precise values for the formation energy error, selected tests consistently

yield consistent error values between errors typical of main group compounds and

transition metals, indicating that the correction scheme largely eliminates transition–

metal specific errors. One precise test of this referencing scheme is the oxidation

potential of Li- and Na-ion cathode compounds, which are known to high accuracy

from experimental electrochemical data. Formally, the oxidation potential is defined

as

𝑉 = −𝐺𝑓 [𝐿𝑖𝑥𝑀𝑋] − (𝑥𝐺𝑓 [𝐿𝑖] +𝐺𝑓 [𝑀𝑋])

𝑥𝑒

where 𝐿𝑖𝑥𝑀𝑋 represents a lithiated compound and 𝑀𝑋 represents the delithiated

compound. As entropic effects are typically negligible, the Gibbs free energy of for-

mation can be approximated by the enthalpy of formation, which itself is approx-

imated by the computed DFT energy of formation. Figure 2-7 shows the error in

the computed oxidation potentials of a range of Li- and Na-ion cathode materials,

with respect to the experimentally–measured oxidation potentials[37, 107, 108]. It
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is clear that the referencing scheme corrects a large fraction of SCAN error in ox-

idation potential, bringing SCAN results closer to experiment and results obtained

from the hybrid HSE functional[34, 37] or empirically–fitted PBE+U approach[59].

Whereas SCAN without any correction has a mean absolute error of 0.296V within

this dataset, the correction scheme reduces the error by half to 0.167V, below that of

HSE and PBE+U, which have mean absolute errors of 0.228V and 0.242V respectively.
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Figure 2-7: The error in the electrochemical oxidation potential of various Li- and Na-
ion batteries, as compared to the experimentally reported voltage[37, 107, 108], for a
range of functionals, as well as the SCAN correction scheme (“SCAN+Correction”).
In the case of PBE+U, the U value is fit to oxide formation energies following previous
benchmarking[59].
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2.7 Conclusion

To summarize, in this chapter, I have identified the SCAN meta-GGA exchange–

correlation functional as a general–use functional in the analysis of synthesis reac-

tions. I have argued that the accurate representation of non–covalent interactions

and medium–range van der Waals forces within SCAN yields accurate energies for

chemistry–preserving reactions, resulting in the reliable identification of ground state

crystal structures and their properties. I then derived a thermodynamic referencing

scheme, which eliminates most of the error in reactions which involve electron transfer,

yielding accurate energies of formation across the periodic table. The accurate rep-

resentation of energies among both similar and dissimilar chemistries is essential for

analyzing the evolution of a synthesis from precursor to product, making SCAN and

the referencing scheme described here the ideal toolset for first–principles synthesis

prediction.
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Chapter 3

Phase selection during nucleation -

the case of FeS2

In this chapter, I apply the quasi-thermodynamic view of synthesis described in Sec-

tion 1.3 to understanding the formation of the pyrite and marcasite polymorphs of

FeS2 during hydrothermal growth. I demonstrate that phase selection in this system

can be explained by the surface stability of the two phases as a function of ambi-

ent pH within nano-size regimes relevant to nucleation. This result suggests that

a first-principles understanding of nano-size phase stability in realistic synthesis en-

vironments can serve to explain or predict the synthetic accessibility of structural

polymorphs, providing a guideline to experimental synthesis design.

The content of this chapter is based, often verbatim, on a previously published

manuscript:

D. A. Kitchaev, G. Ceder. “Evaluating structure selection in the hydrothermal growth

of FeS2 pyrite and marcasite” Nature Communications, 7, 13799 (2016)

3.1 Hydrothermal growth of FeS2 polymorphs

Nucleation and growth from solution remains one of the most experimentally and ge-

ologically important synthesis methods for crystalline solids. Hydrothermal growth,
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which involves precipitation from a superheated aqueous solution of precursor salts,

is a particularly common route for natural mineral formation and synthetic single-

crystal growth[109]. Despite the importance of this method, recipes for the hydrother-

mal growth of target solid phases remain largely empirical. At the same time, phase

formation during hydrothermal growth is relatively well characterized by an initial

nucleation step from a homogeneous aqueous solution, followed by particle growth,

all occurring without significant diffusion limitations. The importance and inherently

near–thermodynamic nature of this process makes hydrothermal growth an ideal ini-

tial test case for the quasi–thermodynamic analysis of metastable phase formation.

We base our study of hydrothermal phase selection on the FeS2 mineral system

due to its engineering relevance[110, 111], geologic importance[112, 113, 114], and un-

resolved structure selection mechanism[113]. The FeS2 system contains two common

phases - pyrite and marcasite - and while hydrothermal recipes for the synthesis of

both phases are established[112, 115, 116, 117], the underlying forces governing phase

selection during growth are not understood[113]. It is known that marcasite can be

grown as the dominant phase below pH=5 [115, 112, 116], despite pyrite being the

thermodynamic ground state of bulk FeS2[118]. However, the mechanism by which

pH influences phase selection in FeS2 is unclear as it does not affect the relative sta-

bility of bulk pyrite and marcasite[115, 113, 119, 120].

Here, we quantify phase selection during the hydrothermal growth of FeS2 by

evaluating the full thermodynamic potential governing the evolution of the system

throughout the growth process. The thermodynamics describing particle growth

in solution are given by the sum of bulk and surface energy, which scales as Φ =

4
3
𝜋𝑟3𝑔b + 4𝜋𝑟2𝛾 where 𝑔b is the volumetric bulk Gibbs free energy of formation, 𝛾

is the particle-averaged surface energy, and 𝑟 is the particle size[25]. Following the

formalism outlined above, we propose that the effect of pH can be understood in

terms of nucleation and growth from solution which incorporates this competition

between bulk and surface stability[121, 23, 122, 21]. Contrary to the bulk, the sur-
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face energies of the two phases vary with pH due to the adsorption of H+ and OH−

ions[123, 124, 125]. By accounting for adsorption in the evaluation of surface energy,

we are able to fully account for the effects of solution chemistry in a theoretical treat-

ment of synthesis, accounting for “spectator ions” that influence growth through the

surface of the material, but are not represented in the chemical formula of the bulk

product.

We evaluate ∆Φ = Φmarcasite − Φpyrite, the driving force for the formation of the

marcasite phase with respect to pyrite, at all stages of growth, and as a function

of the growth environment. The bulk energy of the growing crystal is determined

by the energy of the pure crystal, along with contributions from defect formation,

off-stoichiometry, and strain. In this work, however, we focus on the growth of pure

FeS2 pyrite and marcasite, assuming the bulk energy of both phases to be that of

their stoichiometric configuration[126]. The energy of the solid-liquid interface is

governed by a combination of bulk-like bond breaking and off-stoichiometry due to

adsorption and segregation. It is convenient to approximate the interface energy by

the sum of a solid-solvent interface energy and the free energies of adsorption for solute

species within the electrostatic double layer, neglecting in this case segregation from

the bulk solid. Thus, we separately compute the free energy of a pristine interface

between the stoichiometric solid and solvent,
(︀
𝐺surface+solvent −𝐺bulk

)︀
, and the free

energy of adsorption of solutes from the solution and segregation of species from the

bulk, ∆𝜇ads.𝑖 , giving us all the information necessary to obtain the free energy of

the solid-liquid interface, 𝛾𝐴 =
(︀
𝐺surface+solvent −𝐺bulk

)︀
+
∑︀
𝑁ads.

𝑖 ∆𝜇ads.𝑖 . While in

principle, adsorption-induced segregation can be included[127], we do not include this

coupling for FeS2 as no significant segregation is to be expected in this compound. By

evaluating the thermodynamics relevant to FeS2 particle growth from first-principles,

we find that the transition from pyrite to marcasite growth under acidic conditions

may be explained by the pH-dependent stability of the surfaces of the two phases,

suggesting that the quasi–thermodynamic vision of synthesis described here may serve

as a valid and computationally-accessible metric of the synthesizability of metastable
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materials.

Figure 3-1: Structure of FeS2 bulk and surface slab models. The structures of FeS2
pyrite (top) and marcasite (bottom) bulk, as well as the relaxed surface slab models of
the significant crystallographic facets of both phases. The surface structures represent
2D periodic slabs of a thickness large enough such that the few middle layers of the slab
are energetically “bulk-like”, while the top and bottom layers capture the structure
and energetics of the (ℎ𝑘𝑙) and (ℎ̄𝑘�̄�) facets respectively.

3.2 Formalism and computational methods

3.2.1 Thermodynamic model of an aqueous interface

The defining feature of an aqueous interface is the existence of an electrostatic double

layer due to the adsorption of charged species on the solid[128]. However, much of

the complexity of the double layer can be neglected when calculating the total energy

of the interface. To derive an approximate treatment of this structure, it is helpful

to break down the electrostatic double layer into three components: the electronic

“space charge” region, the chemisorbed region within the Helmholtz plane, and the

physisorbed “diffuse” region outside the Helmholtz plane, as shown schematically in

Figure 3-2a. The adsorption energy of chemisorbed species is likely large, and thus

must be represented accurately, accounting among other features for the charge state
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Figure 3-2: Scheme for computing the free energy of an aqueous interface. a. The
structure of an electrostatic double layer, consisting of a space charge in the solid,
a tightly bound chemisorbed layer within the Helmholtz plane, and weakly bound
physisorbed ions in the diffuse layer. b. The continuum solvation model provided by
VASPsol, which accurately captures the interactions between solute molecules and
the solvent, as well as the solvent with itself, but does not accurately represent the
interactions between the solvent and an extended solid surface. We introduce a sol-
vation scheme to correct the unreliable solid-solvent interaction with a more physical
model calculated from the explicit adsorption of water molecules. c. To calculate
the adsorption energy of charged ions at infinite dilution, we choose a calculation
scheme that allows electron transfer between the cationic and anionic species to occur
self-consistently. In both the adsorbed and reference states, the ions are sufficiently
separated to allow the continuum solvent to partially screen the interactions between
them, such that the effect of the electrostatics can be subtracted out analytically as a
post-calculation correction. Here, we show the adsorption of H3O+ onto a sulfur site
on the marcasite (001) surface as an example of this calculation, within the VASPsol
continuum solvent model.

of the adsorbate. The space charge region in the solid arises due to the changes in the

electronic structure of the solid associated with bond breaking and adsorption from

the liquid, and thus will be captured intrinsically by any accurate first principles

model of the surface and the chemisorbed layer. In contrast, the contribution of the

55



diffuse layer to the total energy of the system is not always significant. The electro-

static potential at the Helmholtz plane, experimentally measured as the 𝜉 potential,

is typically on the order of 40 mV [124, 123], while the capacitance of the double layer

region is on the order of 0.5 F m-2 [124, 123], meaning that the total energy stored in

the diffuse layer is on the order of 10-4 J m-2. This quantity is negligible on the scale

of total interfacial energies in ceramic-aqueous systems, which are in the range of 1 J

m-2[24]. Thus, a model of the chemisorbed species within the Helmholtz plane, con-

structed to ensure the correct charge state of the adsorbed species, but neglecting the

details of the diffuse layer, yields an accurate estimate of the true interfacial energy,

even in the presence of an electrostatic double layer.

To fully model a solid-liquid interface, it is generally necessary to consider the

adsorption of all ions present in solution. A more tractable simplification is to consider

only the effect of known potential-determining ions, as these ions are by definition

those which adsorb strongest and thus determine the structure of the double layer.

In the case of FeS2, the potential-determining ions are H3O+ and OH−[123, 124],

suggesting that in an aqueous medium, the tightly-bound chemisorbed layer consists

primarily of these species, in addition to the H2O solvent molecules. Thus, it is only

necessary to consider the adsorption of OH−, H2O, and H3O+, accounting for all other

ions only to the extent that they set the ionic strength and pH of the solution. The

energy of adsorbing H2O is equivalent to the energy of solvating the solid surface,

and will be addressed in a later section. Further, we assume that at a given pH, OH−

and H3O+ will never be adsorbed simultaneously. Based on this set of assumptions,

the adsorption energy of the two ions can be written based on the minimization of

the free energy of adsorption, given by the enthalpy ∆𝐻ads and entropy ∆𝑆ads of

adsorption with respect to the number of adsorbates 𝑁ads:

𝑁ads
H3O

+∆𝜇ads
H3O

+ = min
𝑁ads

H3O
+

[︀
∆𝐻ads

H3O
+ − 𝑇∆𝑆ads

H3O
+

]︀
𝑁ads

OH−∆𝜇ads
OH− = min

𝑁ads

OH−

[︀
∆𝐻ads

OH− − 𝑇∆𝑆ads
OH−

]︀
56



We approximate the enthalpy of adsorption ∆𝐻ads by accounting for adsorbate-

solid, adsorbate-solvent, and adsorbate-adsorbate interactions. The adsorbate-solid

and adsorbate-solvent interactions are captured by the enthalpy of adsorption at

infinite dilution ∆ℎads,∞ = 𝐸ads − 𝐸ref, where 𝐸ads and 𝐸ref are the DFT energies

of the ion adsorbed onto the solid and in solution respectively, shown schematically

in Figure 3-2c. Note that this energy of adsorption includes the energy of desorbing

a water molecule, as the adsorption process is competitive with the pure solvent.

We approximate adsorbate-adsorbate interactions with the Debye-Huckel model of

screened electrostatics in an electrolytic medium, given here by 𝑉 el. Thus, we can

write the enthalpy of adsorption for OH− and H3O+ as:

∆𝐻ads
H3O

+ = 𝑁H3O
+

(︀
𝐸ads
H3O

+ − 𝐸ref
H3O

+

)︀
+ 𝑉 el

∆𝐻ads
OH− = 𝑁OH−

(︀
𝐸ads
OH− − 𝐸ref

OH−

)︀
+ 𝑉 el

𝑉 el =
1

2

∑︁
𝑖 ̸=𝑗

𝑞𝑖𝑞𝑗𝑒
−|r𝑖−r𝑗 |/𝜆

4𝜋𝜖𝑟𝜖0|r𝑖 − r𝑗|

where r𝑖 are the positions of the adsorbed ions on the solid surface, 𝜆 is the Debye

screening length of the solution, and 𝜖𝑟 is the dielectric constant of the solution near

the interface. In our model, we use a Debye screening length of 𝜆 = 1.0nm, based

on an average over screening lengths for reported synthesis recipes for pyrite and

marcasite[115]. As we are considering the 2D electrostatic interactions between ad-

sorbates, screened by adsorbed water molecules, we set the dielectric constant 𝜖𝑟 = 12,

estimated from reported experimental and computed values of the dielectric constant

of interfacial water in similar systems[129, 130]. Finally, we set our temperature to

473K in accordance with the experimental conditions commonly reported for FeS2

hydrothermal growth[115, 116].

To obtain the entropy of adsorption, we consider the entropy of the adsorbed and

solution states of the ion, 𝑠ads and 𝑠soln respectively. The entropy of the adsorbed ion is

well approximated by the configurational entropy over adsorption sites. The entropy

of the ion in solution is given by the configurational entropy over the translational
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degrees of freedom of the ion in solution, which, assuming that OH−, H2O, and H3O+

all have approximately the same volume, is given by 𝑘B log [𝑥], where 𝑥 is the mole

fraction of the ion of interest. We then relate the entropy of H3O+ to pH by treating

pH as an activity with respect to a 1M solution of H3O+ at standard state and

assuming that the solution behaves ideally, which yields:

𝑠soln
H3O

+ = 𝑘B
𝑇0
𝑇

ln𝑀w + 2.3𝑘B pH

where the 𝑀w is the molarity of water and 𝑇0 = 300K is temperature in the reference

state. Following the same assumptions, as well as the fact that OH−, H2O, and H3O+

are in equilibrium, we derive the entropy of OH− in solution in terms of the calculated

formation enthalpy of H3O+ and OH− from 2H2O, which we denote ∆ℎ0w:

𝑠soln
OH− =

∆ℎ0w
𝑇

− 𝑘B
𝑇0
𝑇

ln𝑀w − 2.3𝑘B pH

A detailed derivation of these results is given in Appendix B. Combining the solution

references with the configuration entropy of the adsorbed state, we have the entropy

of adsorption for both H3O+ and OH− in terms of pH:

∆𝑆ads
H3O

+ = 𝑁H3O
+

(︀
𝑠ads
H3O

+ − 𝑠soln
H3O

+

)︀
≈ 𝑁H3O

+

(︂
𝑠ads
H3O

+ − 2.3𝑘B pH− 𝑘B
𝑇0
𝑇

ln𝑀w

)︂
∆𝑆ads

OH− = 𝑁OH−
(︀
𝑠ads
OH− − 𝑠soln

OH−

)︀
≈ 𝑁OH−

(︂
𝑠ads
OH− − ∆ℎ0w

𝑇
+ 2.3𝑘B pH + 𝑘B

𝑇0
𝑇

ln𝑀w

)︂

We have thus obtained a thermodynamic picture of ion adsorption that is efficiently

computable from first principles and captures the primary trends we could expect to

see at the solid-liquid interface as a function of pH. A similar analysis can be readily

performed for other dissolved ions, based on their computed solubility product 𝐾sp,

generalizing this approach to a solid-aqueous interface with any ideal or near-ideal

aqueous solution.
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3.2.2 Computational implementation of the adsorption model

Based on the thermodynamic framework derived above, it is clear that in order to

obtain a full quasi–thermodynamic picture of hydrothermal growth of FeS2 pyrite and

marcasite, only a few density functional theory calculations are necessary. First, we

must calculate the bulk energy and structure of pyrite and marcasite. Then, for each

low-energy crystallographic facet of each phase we must obtain the interfacial energy

between the FeS2 solid and water, or equivalently, the solvation energy of each crys-

tal facet,
(︀
𝐺surface+solvent −𝐺bulk

)︀
. Finally, for each solvated facet, we must calculate

the enthalpy of adsorbing dilute H3O+ and OH− ions onto all likely adsorption sites,

∆ℎads,∞. An example calculation illustrating the thermodynamic formalism can be

found in Appendix C.

Table 3.1: Bulk thermodynamics of pyrite and marcasite. Calculated and experi-
mental bulk parameters for pyrite and marcasite phases of FeS2, as well as the most
important crystallographic facets of both phases. References: [118, 131, 112, 126,
132, 133, 134]
Phase Lattice (Å) ΔHf Facets

(a, b, c) (meV/f.u.)
Pyrite Calc: 5.329, 5.329, 5.329 Calc: 0 (100), (110), (111), (210)
(Pa3) Exp: 5.416, 5.416, 5.416 Exp: 0
Marcasite Calc: 4.371, 5.339, 3.347 Calc: 8.3 (100), (010), (001), (110)
(Pnnm) Exp: 4.433, 5.426, 3.389 Exp: 43 ± 2 (101), (011), (111)

All calculations were done using the Vienna Ab-Initio Simulation Package (VASP)[5,

6] implementation of density functional theory (DFT), using PAW pseudopotentials[135,

8] with a plane wave basis set using an energy cutoff of 520 eV. Consistently with pre-

viously reported results, we find that the PBEsol exchange-correlation functional[31]

provides an accurate and computationally efficient model of FeS2[28, 136], correctly

stabilizing pyrite over marcasite as the ground state of the system in agreement with

experiment[131, 112] and higher order functionals, although not quite reaching the

experimentally measured transition enthalpy between the two phases[118] (see Table

3.1). While the SCAN [11] functional may provide more accurate results, follow-
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ing the discussion of chapter 2, this functional was not available at the time that this

work was completed. To ensure consistency between the high-symmetry bulk calcula-

tions and low-symmetry adsorption calculations, we remove all symmetry restrictions

from the calculation, giving the system identical relaxation degrees of freedom across

all calculations. Finally, for bulk calculations, we choose a Γ-centered k-point mesh

(6x6x6 for pyrite, 6x6x8 for marcasite) based on previously optimized calculation pa-

rameters in similar systems[13].

In our surface calculations, we consider the symmetrically distinct low-index facets

of pyrite and marcasite previously reported to be significant. Specifically, in pyrite,

we consider the (100), (110), (111), and (210) facets[132, 133], while in marcasite,

we consider the (100), (010), (001), (110), (101), (011), and (111) facets[134], defined

with respect to the unit cells given in Table 3.1. To generate the surface struc-

tures, we choose surface terminations that minimize the number and strength of

bonds broken, evaluated based on the integral of charge density associated with each

bond in question, and are maximally non-polar, following the Tasker surface stability

criterion[137]. In the case where several surface terminations satisfy these criteria, we

consider all such terminations. The resulting most stable (under solvated conditions)

surface structures are shown in 3-1. While there is limited experimental data available

to verify the accuracy of this approach, in the case of the well-characterized pyrite

(100) surface, our approach leads to a surface structure consistent with that derived

from LEED characterization[138]. Finally, we neglect the contribution of the solid

to the solid-liquid interface entropy as it is known to be negligibly small in similar

ceramic systems[139].

3.2.3 Solvation model

To account for solvation, we rely on the VASPsol continuum solvation model[140]

to avoid the computationally prohibitive sampling of explicit solvent configurations.

The VASPsol model serves two important purposes - it reproduces the mean-field

interactions between ions and bulk solvent, and provides a dielectric medium which
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screens electrostatic interactions between charged adsorbates, their counterions, and

their periodic images. However, while the VASPsol model is known to accurately re-

produce the energy of solvating isolated molecules[140], its performance with respect

to the solvation of solid surfaces is uncertain.

To correct any unphysical interactions between the VASPsol continuum solvent

and the solid slab, we introduce a solvation correction scheme. We assume that the

VASPsol model accurately reproduces all solvent-solvent and solvent-ion interactions,

but fails to capture solvent-solid interactions as shown schematically in Figure 3-2b.

To correct this error, we first remove the energy associated with the interaction of

the continuum solvent and the solid by subtracting out the difference between the

energy of the clean surface (solid “slab”) in contact with vacuum 𝐸vac
slab and in contact

with the continuum solvent 𝐸vaspsol
slab , which we will refer to as ∆𝐸0

slab = 𝐸vaspol
slab −𝐸vac

slab.

We then add back the interactions between the solvent and the slab by explicitly

calculating the energy of adsorbing isolated water molecules within the continuum

solvent, ∆𝐸solv
slab = 𝐸vaspsol

H2O, ads
−
(︁
𝐸vaspsol
H2O, ref

− 𝑇𝑆exp.
H2O, ref

)︁
, for each adsorption site on the

solid, where 𝑆exp.
H2O, ref

is the experimentally-measured entropy of bulk water. Note that

we neglect the entropy of the adsorbed water as we assume that the interfacial water

layer is relatively constrained and ice-like, significantly reducing its entropy relative

to that of the bulk solution[141]. Having obtained this shift for each adsorption site,

we can correct any calculation done with only the continuum solvent to capture the

solid-solvent interactions potentially misrepresented by VASPsol.

For example, to calculate the energy 𝐸interface of a surface with 𝑁 sites identical

adsorption sites, of which 𝑁ads are occupied by some adsorbing ions and 𝑁 sites−𝑁ads

are filled by water, we calculate the energy of a periodic slab with explicit adsorbed

ions (but not water molecules) within VASPsol to get 𝐸vaspsol
interface. We then apply the

solvation correction to get the true interface energy:

𝐸interface = 𝐸vaspsol
interface − ∆𝐸0

slab +
(︀
𝑁 sites −𝑁ads

)︀
∆𝐸solv

slab (3.1)
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In the case where there are distinct adsorption sites, the energy of solvation 𝐸solv
slab

becomes site specific. For FeS2, we assume that the site-specific solvation energy is

determined by the local chemistry, giving separate solvation energies for Fe and S

sites on the surface. As it is impossible to adsorb H2O simultaneously to adjacent

Fe and S sites due to steric constraints, we take the lower energy of the Fe and S

adsorption sites for each facet as the the facet-specific solvation energy ∆𝐸solv
slab, and

the density of these sites as the number of adsorption sites 𝑁 sites. Combining these

terms, we obtain the solid-solvent interfacial energy term, with 𝑁ads = 0:

(︀
𝐺surface+solvent −𝐺bulk

)︀
≈ 𝐸vaspsol

interface − ∆𝐸0
slab +𝑁 sites∆𝐸solv

slab = 𝐸vac
slab +𝑁 sites∆𝐸solv

slab

(3.2)

where 𝐸vaspsol
interface − ∆𝐸0

slab simplifies to 𝐸vac
slab in the case of zero adsorbed ions.

3.2.4 Charged adsorption

In order to obtain a full picture of interfacial stability across various solution condi-

tions (here, pH levels), it is necessary to calculate the enthalpy of adsorption of all

relevant ions (here, OH− and H3O+) at infinite dilution, as discussed in the ther-

modynamic derivation earlier. To do so, it is necessary to ensure that in both the

adsorbed and reference state, the charge state of the adsorbing ion is physical. Under

periodic boundary conditions imposed by plane-wave DFT, the charge state can be

set explicitly by removing a number of electrons from the system, and compensating

the resulting charge with a homogeneous background. A more physical model is to

include a counter-charge in the system and allow charge transfer from the cationic to

the anionic species to occur self-consistently. However, in this case, it is important to

take care to ensure that no unphysical electrostatic interactions between the anion,

cation, and their periodic images contribute to the adsorption energy.

One approach to ensure that unphysical electrostatic interactions do not con-

tribute to the adsorption energy is to construct a supercell large enough such that

the electrostatic interactions between ions decay to a negligible level. A more compu-
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tationally tractable approach is to choose a reference state such that the electrostatic

interactions either cancel out between the adsorbed and reference states, or can be

subtracted out analytically, giving an accurate enthalpy of adsorption at infinite di-

lution ∆ℎads,∞
H3O

+ = 𝐸ads
H3O

+ − 𝐸ref
H3O

+ . One such choice of reference state is given in

Figure 3-2c. In this setup, the nearest neighbor cation-cation and anion-anion image

interactions cancel out between the adsorbed and reference state, leaving only the

cation-anion interactions and ion-solid interactions. In both cases, the continuum

solvent medium provided by VASPsol ensures rapid decay of the electrostatic interac-

tions as a function of distance, such that even at a 5 Å minimum separation (with a

VASPsol dielectric constant 𝜖𝑟 = 80 for an aqueous system), electrostatic interactions

between the ions are small enough that they can be subtracted out from the total

energy as a post-calculation correction. If we assume that the ion-solid interaction

in the reference state is small, which is reasonable considering that the solid is not

charged and the separation between the ion and solid is over 10 Å, the only remaining

interaction is the one we are interested in - the ion-solid interaction in the adsorbed

state. Note that in this case, the ion charge state is self-consistently set to the cor-

rect value in both the adsorbed and reference configurations, as can be confirmed

by a Bader charge analysis[142]. Relaxed adsorption geometries for H3O+ and OH−

derived using this approach for all facets of pyrite and marcasite can be found in

Appendix D.

3.3 Interface thermodynamics

We first evaluate the relative energies of the various crystallographic facets in pyrite

and marcasite and their tendency to adsorb OH− and H3O+ ions, as given in Table

3.2 and illustrated in Figure 3-3. In pyrite, the (100) and (210) facets are dominant in

the vacuum and solvated cases, in line with the common occurrence of these facets in

natural cubic and pyritohedral habits of pyrite[143, 134]. In marcasite, we find that

the spread of surface energies between different facets is smaller than in pyrite, with

the (010), (101), (110), and (111) facets all having low energies, in agreement with
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Phase Facet 𝛾vac(ℎ𝑘𝑙) 𝛾solv(ℎ𝑘𝑙) ∆𝐸ads,∞
H3O

+ − ∆𝐸solv
slab ∆𝐸ads,∞

OH− − ∆𝐸solv
slab

(J m-2) (J m-2) (eV/pH=0, 473K) (eV/pH=0, 473K)
Pyrite (100) 1.38 1.11 0.300 0.789

(110) 2.14 1.26 0.757 0.206
(111) 1.80 1.71 0.072 0.353
(210) 1.82 1.07 0.899 0.299

Marcasite (001) 1.70 1.45 0.215 0.210
(010) 1.54 1.10 0.485 0.884
(100) 2.12 † † †
(011) 1.75 1.74 0.097 -0.246
(101) 1.07 0.94 0.684 0.215
(110) 1.68 1.19 0.471 -0.254
(111) 1.67 1.21 0.443 -0.097

Table 3.2: Surface and adsorption energetics of FeS2 in water. Calculated surface
energies of various facets of pyrite and marcasite in vacuum (𝛾vac(ℎ𝑘𝑙)) and in contact
with pure non-dissociated water (𝛾solv(ℎ𝑘𝑙)), as well as the calculated adsorption energy of
H3O+ and OH− at infinite dilution, with respect to the chemical potential of each ion
in solution at pH = 0, 473K and a hydrated adsorption site. More precisely, ∆𝐸ads,∞−
∆𝐸solv

slab captures the strength of the adsorbate-solid interactions with respect to the
free energy of the ion in solution and a hydrated solid surface, but does not include
the contribution of adsorbate-adsorbate interactions or configurational entropy on the
surface. † Omitted due to convergence issues on the hydration reference state.

their prevalence in natural marcasite crystals[134]. We then calculate the particle-

averaged surface energy of each phase, which gives the total energetic contribution

of the surface to the free energy of the solid (see Figure 3-3b). One way to verify

the accuracy of the surface energy curve is through the experimentally-measured iso-

electric point, which corresponds to a transition from a positively-charged (clean or

H3O+-adsorbed) to a negatively-charged (OH−-adsorbed) surface. The onset of OH−

adsorption onto surface Fe sites in pyrite around pH=1, seen as the point at which

the surface energy of pyrite begins to decrease, agrees well with the experimentally

measured isoelectric point (IEP) in pyrite at pH=1.4 [123, 124]. Similarly, the ab-

sence of a maximum in surface energy in marcasite down to pH=0 suggests that some

of the marcasite surfaces are always hydroxylated, even at very low pH, which agrees

with the lack of an experimentally observed isoelectric point in marcasite within an

experimentally accessible pH range[144]. In both cases, the agreement of the equilib-
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Figure 3-3: Surface energies of FeS2 pyrite and marcasite. a. Equilibrium particle
shapes (Wulff shapes) for pyrite and marcasite in vacuum and in solution at pH=0
and pH=7. b. Surface energies of pyrite and marcasite averaged over the equilibrium
Wulff shape across a range of pH levels. The solid lines give the surface energy

of pyrite and marcasite per unit area, while the dashed line gives 𝛾p
(︁

𝜌m
𝜌p

)︁2/3
, the

effective molar surface energy of pyrite scaled to account for the higher density of
pyrite relative to that of marcasite. The density adjustment is necessary for a direct
comparison of the effect of surface energy on stability as it accounts for the fact that
the relevant free energy for determining the relative stability of pyrite and marcasite
is the molar free energy. Thus, the surface energy of a pyrite particle with an equal
mole number to that of a marcasite particle must be scaled down to account for the
smaller size of the denser pyrite structure.

rium particle morphology and adsorption character of negative ions with experimental

observations of the IEP indicates that the interface free energies of the low-energy

facets in the OH−-adsorption regime are captured reasonably accurately.

From the particle-averaged surface energies given in Figure 3-3b, it is clear that

while marcasite surfaces are more stable than that of pyrite under highly acidic con-

ditions, a rapid onset of OH− adsorption onto pyrite under more basic conditions

stabilizes the pyrite surface. The origin of this transition lies in the variation in OH−

adsorption strength among the various facets of pyrite and marcasite - in pyrite,

OH− adsorbs onto the (210) facets covering the majority of the Wulff shape, while

in marcasite, stabilization due to OH− adsorption is initially limited to the otherwise

unstable (110) and (111) facets.
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3.4 Phase selection during synthesis
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Figure 3-4: Thermodynamics of nanoscale FeS2. The finite-size phase diagram of
FeS2 across a range of pH values, illustrating the low-particle-size, low-pH region of
thermodynamic stability for marcasite. Note that we report a single critical nucleus
size based on the experimentally reported supersaturation[115] for both pyrite and
marcasite because the difference between the two is negligible.

The influence of surface energy on phase selection in FeS2 synthesis can be viewed

from both a thermodynamic and a kinetic standpoint. Combining the bulk and

surface energy of pyrite and marcasite across all sizes and pH levels, we construct the

size-pH phase diagram of FeS2, given in Figure 3-4. We can immediately see that

marcasite is the lowest-energy phase in acid at small particle sizes, giving rise to a

driving force for the formation of marcasite under these conditions. At this stage of

growth, the system is significantly influenced by nucleation kinetics, which we can

analyze within the scope of classical nucleation theory.

As shown schematically in Figure 3-5, nucleation from solution proceeds over a

nucleation barrier, which arises from the energetic penalty of forming a high-surface-

area critical nucleus and scales as 𝛾3/𝑔2b, where 𝛾 is the average surface energy of the

nucleating phase, and 𝑔b is the volumetric bulk driving force for precipitation [25].

The relative rates of pyrite and marcasite nucleation are exponential in the difference

between their nucleation barriers, such that even a small decrease in surface energy
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from pyrite to marcasite can lead to a large excess of marcasite nucleation. Taking

the experimentally reported supersaturation for FeS2 hydrothermal growth[115], we

can immediately see that at the critical nucleus size, marcasite has a lower free energy

than pyrite below pH=4, and thus nucleates exponentially faster. This transition to

marcasite-dominant nucleation agrees with experimentally observed onset of marca-

site formation between pH=4 and pH=6 [112, 115], and the absence of marcasite when

FeS2 is grown under more basic conditions. Thus, we can conclude that marcasite

growth in acidic media may be explained by its finite-size thermodynamic stability

and preferential nucleation under these conditions.

3.5 Generalizeability of the phase selection model

The agreement between the experimentally observed stabilization of marcasite in acid

and our computational results lends significant credibility to the model of synthesis

derived here. Considering that the energy scale of pH is small compared to typical

energy scales involved in solid-state chemistry, the agreement of the transition point
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between pyrite and marcasite within 1-2 pH units is quite remarkable. We speculate

that the primary reason underlying this result is the systematic cancellation of error

between the chosen adsorbed and reference states. For example, we neglect dispersion

interactions in our model due to computational constraints, despite the fact that they

certainly play a significant role in determining the behavior of the real FeS2-water in-

terface. However, the error due to this necessary simplification likely cancels between

the adsorbed and reference states of the ions, giving a sufficiently accurate estimate

of the behavior of the system.

One other potential issue in the analysis presented here is the validity of the

classical energy decomposition into bulk and surface terms to obtain the energy of

the nucleus[25]. Accounting for the exact dynamics and free energies of the growing

nucleus is extraordinarily difficult given any current computational or experimen-

tal method, and impractical given the goal of obtaining a scalable “synthesizability

filter” for computational materials discovery. Instead, the semi-continuum analysis

presented here aims to provide a first-order extrapolation of finite-size free energies

from the bulk to the size scales relevant to nucleation. Of course, given the small

energy scales involved, more detailed studies of the small-scale thermodynamics and

nucleation kinetics in this system would help clarify the validity of the approximations

made here, as well as identify any non-classical nucleation and growth behavior that

may occur.

3.6 Conclusion

To summarize, I have demonstrated that pH–dependent phase selection in the hy-

drothermal growth of FeS2 pyrite and marcasite can be rationalized through a quasi–

thermodynamic analysis of nucleation and growth, accounting for the adsorption of

“spectator ions” onto the nucleating particle. I developed a first–principles methodol-

ogy for computing interfacial energies in aqueous media, accounting for the adsorption
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of charged ions. Using this method, I constructed a finite size phase diagram with

the inclusion of any arbitrary set of “spectator ions” adsorbing on the solid surface.

This phase diagram demonstrates that it is possible to quickly identify approximate

solution conditions under which there may be a driving force for the formation of a

target metastable phase, for example FeS2 pyrite or marcasite. With this knowledge,

one can quickly design syntheses that would allow the system to express the identi-

fied driving force, nucleating within the desired region of the phase diagram. Thus, I

believe that both the general model proposed here, and the analysis of FeS2 can serve

as a useful thermodynamic baseline for predicting phase selection during synthesis,

and as such, accelerate the realization of novel materials.
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Chapter 4

Phase selection through

off-stoichiometry - the case of MnO2

In this chapter, I address the formation of off-stoichiometric intermediates as a handle

for driving polymorph selection in the diverse class of MnO2-framework structures.

Specifically, I build on the benchmark of the SCAN functional for the ab-initio mod-

eling of MnO2 discussed in Chapter 2 to examine the effect of alkali-insertion, proto-

nation, and hydration to derive the thermodynamic conditions favoring the formation

of the most common MnO2 phases - 𝛽, 𝛾, R, 𝛼, 𝛿, and 𝜆 - from aqueous solution.

I explain the phase selection trends through the geometric and chemical compatibil-

ity of the alkali cations and the available phases, the interaction of water with the

system, and the critical role of protons. This discussion offers both a quantitative

synthesis roadmap for this important class of functional oxides, and a description of

the various structural phase transformations that may occur in this system. Further-

more, I discuss the selectivity of off–stoichiometry as a handle for structure selection,

contrasting the polytypic, large–tunnel todorokite phase to the more compact phases

of MnO2 which have more ordered crystal structures. Finally, I examine the interplay

of off–stoichiometry and finite–size effects on the crystallization pathways of MnO2

polymorphs from aqueous solution, demonstrating close agreement between the pre-

dictions made by the quasi–thermodynamic analysis and experimental results.
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The content of this chapter is based, often verbatim, on four manuscripts which

are published or in preparation for publication. In all cases, the work presented here

consists of my contribution to the theoretical analysis, whereas the full details of the

work can be found in the referenced publications:

∙ D. A. Kitchaev, S. T. Dacek†, W. Sun†, G. Ceder. “Thermodynamics of phase

selection in MnO2 framework structures through alkali intercalation and hydra-

tion.” J. Am. Chem. Soc., 139(7), 2672-2681 (2017)

∙ X. Hu†, D. A. Kitchaev†, L. Wu, Q. Meng, B. Zhang, A. Marschilok, E. S.

Takeuchi, G. Ceder, Y. Zhu. “Revealing rich polytypism in todorokite MnO2”

[in preparation] (2017) (†equal contribution)

∙ P. Selvarasu†, D. A. Kitchaev†, J. Mangum, L. T. Schelhas, J. Perkins, K. Shun-

Gilmour, B. Gorman, M. Toney, G. Ceder, D. Ginley, and L. Garten. “Phase

selection in the aqueous growth of Mn3+ oxides.” [in preparation] (2017) (†equal

contribution)

∙ B-R. Chen†, W. Sun†, D. A. Kitchaev, J. S. Mangum, V. Thampy, L. M. Garten,

D. G. Ginley, B. P. Gorman, K. H. Stone, G. Ceder, M. F. Toney, L. T. Schelhas.

“Understanding crystallization pathways leading to manganese oxide polymorph

formation” [submitted] (2017)

4.1 The MnO2 family of compounds

The diverse modifications of MnO2, formed through a variety of off-stoichiometric in-

termediates, have been widely studied as Li-ion battery cathodes[145, 146], photocatalysts[147,

148], molecular sieves[149], supercapacitors[150], and pigments[46], where each appli-

cation requires a specific MnO2 structural polymorph[53] or structural motif in the

case of nanocrystalline manganese oxides[147]. Despite an abundance of literature

reporting synthesis recipes for each MnO2 polymorph and documenting the transfor-

mations between them, the understanding of the underlying driving forces is sparse.
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This gap in the present knowledge of the manganese oxide system makes it diffi-

cult to separate kinetic effects from thermodynamics in any mechanistic analysis of

MnO2 formation, or to make quantitative predictions regarding phase transforma-

tions, which limit both the scientific understanding of manganese dioxide chemistry

and the design of functional MnO2-based materials.

Figure 4-1: Common polymorphs of MnO2 and predicted sites for alkali intercalation.
The purple and yellow spheres and surrounding octahedra denote spin-up and spin-
down Mn atoms and MnO6 octahedra[151], while the black spheres and surrounding
grey polyhedra denote potential intercalation sites for alkali and alkali-earth ions in
the structure. Each site shown defines a distinct sublattice - while a single site of each
type is shown, all equivalent sites are included in the structural enumeration. Note
that for the birnessite (𝛿) phase we consider the monoclinic O1-stacked (P3m1) and
O3-stacked (R3m)(shown) configurations as competing configurations of the same
phase[152]. Furthermore, while the 𝛾 phase generally refers to a range of intergrowth
structures with a varying fraction of 𝛽-like and R-like domains, we choose a repre-
sentative structure with 50% 𝛽-type tunnels for the purposes of all calculations.

The most common structures accessible by aqueous synthesis in the manganese

dioxide system are the rutile-type 𝛽 phase, hollandite-type 𝛼, ramsdellite-type R,

birnessite-type 𝛿, spinel-type 𝜆, and 𝛾, which is an intergrowth of 𝛽 and R with vari-

ous fractions of 𝛽/R domains and twinning[151, 153]. These six structures are shown

in Figure 4-1, which illustrates their overall framework, as well as their approximate
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low temperature magnetic configuration and predicted interstitial sites. Importantly,

we consider a single prototypical 𝛾 structure that is a 50% mixture of 𝛽 and R do-

mains, as a model of the general class of such intergrowth phases[49, 153]. All of

these structures consist of corner- and edge- sharing MnO6 octahedra which pack to

form a hexagonal-close-packed (HCP) oxygen sublattice in the case of 𝛽, 𝛼, R, 𝛾, and

O1-stacked 𝛿[152], or a face-centered-cubic (FCC) oxygen sublattice in the case of 𝜆

and O3-stacked 𝛿[152]. In terms of their magnetic structure, all MnO2 polymorphs

are well-represented as relatively simple antiferromagnets[65, 61, 60, 151], although

the true magnetic structure of certain polymorphs is more complex[83, 63]. The pack-

ings of MnO6 octahedra create a variety of voids that form sublattices of structurally

equivalent interstitial sites, which allow the intercalation of cations and water into

the MnO2 frameworks.

Given the diverse applications of MnO2 polymorphs, there are a number of estab-

lished synthesis methods that yield phase-pure forms of each structure[50, 154, 78,

155, 156, 157, 53]. The 𝛽, 𝛼, R, 𝜆, and 𝛿 forms can be made hydrothermally from an

aqueous solution containing Mn2+ or MnO4
−, as well as some alkali or alkali-earth

cations. The 𝛾 phase, also known as “electrolytic manganese oxide” (EMD), is a

common product in high-rate electrochemical deposition, typically from an aqueous

solution of MnSO4 and H2SO4, although this phase can also be made hydrothermally

as “chemical manganese oxide” (CMD)[158, 159, 153]. While the synthesized prod-

ucts often contain significant amounts of intercalated alkali or alkali-earth cations,

protons, and/or water, mild post-processing of the as-synthesized product can yield

stoichiometrically pure forms of the various MnO2 polymorphs without any inter-

calated ions[50, 78, 155, 160]. In other cases however, the extraction of intercalants

from the MnO2 framework induces phase transformations, suggesting that the cations

play a key role in kinetically or thermodynamically stabilizing the polymorphs dur-

ing initial phase selection[155, 161], consistent with the results of several in-situ

studies[162, 163]. These results motivate our work on establishing a thermodynamic

baseline for the stability of off-stoichiometric intercalated MnO2-type phases, both
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for distinguishing thermodynamic and kinetics effects, and for guiding the targeted

synthesis of MnO2 structures through off-stoichiometric intermediates.

Previous work on characterizing the thermodynamics of the alkali-containing man-

ganese oxides has yielded partial data on the nature of the driving forces governing

phase selection. Calorimetry on several naturally occurring MnO2-framework type

minerals[48, 164] gave an early indication of the critical importance of alkali cations

in the thermodynamic stabilization of a number of MnO2 frameworks. Subsequent

computational work has reproduced several of these pathways. For example, based on

a density functional theory (DFT) analysis, Reed et. al. report the destabilization of

𝛿-MnO2 with respect to 𝜆 under Li+ intercalation[165], Balachandran et. al. identify

the importance of structural water in stabilizing R over 𝛽[56], Cockayne et. al. and

Wei et. al study the stabilization of 𝛼 and 𝛿 with respect to 𝛽 by dilute K+ interca-

lation and hydration[58, 166], Tompsett et. al. and Wang et. al. model the desta-

bilization of the 𝛼 and 𝛽 frameworks respectively under Li+ intercalation [167, 168],

while Ling et. al. calculate the conversion 𝛼 to 𝜆 on Mg2+ insertion[169]. In a recent

work, Li et. al. computationally hypothesize a number of possible mechanisms for

the transformation from 𝛿 to the 𝛽, R, 𝛼, and related tunnel structures. In all cases,

computational work has been limited to a subset of MnO2 phases and alkali-ions,

typically focusing on fixed-composition or single-phase (topotactic) reactions. While

these data give insight into a subset of possible reactions in the manganese dioxide

system, an analysis of MnO2 synthesis pathways requires a grand-potential approach

that considers all possible phases and compositions. Previously, such an analysis was

not possible as existing ab-initio methods failed to give accurate results for the relative

energetics of MnO2 polymorphs[151]. The recent resolution of these methodological

difficulties through the SCAN exchange-correlation functional[11, 151] enables us to

establish a consistent model of alkali-MnO2 thermodynamics across all phases and

compositions.

In this work, we construct a comprehensive thermodynamic baseline for the com-
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mon polymorphs of MnO2 in an aqueous environment, accounting for the effect of

water, as well as H+, Li+, Na+, K+, Mg2+, and Ca2+ ions. Importantly, we consider

all MnO2-derived phases across all dry and hydrated ternary compositions to offer a

reliable energetic ranking of MnO2 polymorphs across a variety of stoichiometries. In

addition to establishing thermodynamic boundary conditions for the aqueous synthe-

sis of MnO2 structures, our data yield a full set of potential “energetically downhill”

phase transformations in the system, which are critical data for the prediction of

transformation pathways between the polymorphs under non-equilibrium conditions,

the evaluation of classical and non-classical nucleation pathways[170], and the inter-

pretation of in-situ data. Finally, our analysis reveals the evolution of the driving

force for phase transformation upon the extraction or insertion of cations, which is of

interest for estimating the feasibility of topotactic reactions in this space.

More generally, the MnO2 system, whose diverse polymorphism arises from an ar-

ray of intercalation redox reactions that allow each phase to accommodate significant

off-stoichiometry, is an ideal model system to analyze the coupling between redox

activity in transition metal ceramics and the diversity of their structures. As we dis-

cuss here, the types of intercalation sites created by each transition-metal framework

determine which structures can be synthesized in the presence of alkali and alkali-

earth ions of varying size and valency, as well as water. As such, we establish alkali

intercalation as a predictive synthesis handle analogous to prior work on structure

selection by surface stability[122, 21, 89], advancing the field of predictive synthesis

and materials design.

4.2 Formalism and computational methods

To approach the problem of accessing the thermodynamics of the 𝛽, 𝛾, R, 𝛼, 𝛿, and

𝜆 -MnO2 phases in the presence of alkali intercalation and hydration, we must define

a chemical space of interest, determine the structure of all phases across the chemical

space, and compare their energetics to that of all competing phases within a grand
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potential that is representative of the aqueous solutions used in synthesis. Formally,

this grand potential can be written as

𝜓 = 𝑔𝑏 − 𝑛𝐴𝜇𝐴 + 𝑛𝑒𝑒𝜑

where 𝑔𝑏 is the molar bulk Gibbs free energy of formation. This potential ac-

counts for the incorporation of 𝑛𝐴 external ions at a chemical potential of 𝜇𝐴 into the

growing phase, and the associated transfer of 𝑛𝑒 electrons at an external potential

of 𝜑. This potential 𝜓 defines the phases of A𝑥MnO2 · yH2O stable under solution

conditions defined by a combination of 𝜇𝐴 and 𝜑, yielding the space of phases which

may be bulk–stable in the various possible hydrothermal synthesis media.

The chemical space we consider are the compounds with the formula A𝑥MnO2 ·
yH2O for A = H, Li, Na, Ca, Mg, Ca, 0 ≤ 𝑥 ≤ 1, 0 ≤ 𝑦 ≤ 1, based on the range

of intercalation and hydration reported experimentally[48, 19]. Within this range,

we determine the structure of each of the 𝛽, 𝛾, R, 𝛼, 𝛿, and 𝜆 phases by placing

the intercalant cations and/or water in the interstitial sites available in each phase,

and choosing the lowest energy structure. Furthermore, we map all A𝑥MnO2 · yH2O

phases reported in the Inorganic Crystal Structure Database (ICSD)[14] and the Ma-

terials Project[14] to the 𝛽, 𝛾, R, 𝛼, 𝛿, and 𝜆 polymorphs through a distortion-tolerant

affine map[96], or consider them as a competing phase in cases where the underly-

ing MnO2 framework does not correspond to any of the six polymorphs in question.

Through this procedure, we capture all experimentally reported structures, and pre-

dict likely low-energy structures within each MnO2 phase, giving a reliable sample of

the configuration space of A𝑥MnO2 · yH2O compounds.

To obtain accurate energetics for each A𝑥MnO2 · yH2O structure, we follow the

methodology recently established to yield accurate energetics for MnO2 polymorphs[151].

We perform all DFT calculations within the Vienna Ab-Initio Simulation Package

(VASP)[5, 6] with projector-augmented wave (PAW) pseudopotentials[8], a reciprocal
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space discretization of at least 25 Å-1, and the SCAN meta-GGA exchange-correlation

functional[11]. To balance computational efficiency with accuracy, we pre-relax all

structures using a Γ-point-only calculation, followed by a pair of full k-point relax-

ations converged to 2 * 10-7 eV/atom on the electronic structure, and a maximum

force of 0.02 eV/Å on all atoms. As the magnetic structure of the Mn sublattice plays

a significant role in determining the relative stabilities of MnO2 polymorphs, we ini-

tialize all magnetic configurations using the ground state antiferromagnetic (AFM)

orderings given by Kitchaev et. al.[151] for structures topotactic to the MnO2 poly-

morphs given, or a pair of representative AFM and ferromagnetic (FM) orderings

in other cases. To allow for symmetry-breaking relaxations, we do not enforce any

symmetry constraints in our calculations. This calculation scheme provides an ac-

ceptable balance between accuracy and computational efficiency, although it must

be noted that more detailed enumeration and specialized functionals may be needed

to reproduce the complex magnetic and charge orderings that arise in some of these

phases[171].

For all structures with alkali and alkali-earth inserted cations, the presence of rel-

atively strong orderings in unhydrated A𝑥MnO2 structures limits the contribution of

configurational entropy as compared to the enthalpy differences between competing

structures. As a result, we can approximate the relative Gibbs free energies of the

A𝑥MnO2 structures by their DFT-derived T = 0 K enthalpies. In the case of proton

insertion, this assumption is not necessarily valid, as the interactions between pro-

tons in the structure may be insufficient to limit their configurational entropy, and

we find that the enthalpy differences between H𝑥MnO2 structures are small enough

to be competitive with entropic effects. Similarly, the phonon modes associated with

the vibrationally-active O-H bonds may significantly contribute to the free energies

of protonated MnO2 structures at room temperature. To account for these effects, we

bound the contribution of protons to the configurational entropy by that of an ideal

lattice solution, based on the lattice defined by protons in the relatively well-ordered

MnOOH structures. Furthermore, we calculate the zero-point energy and phonon
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entropy of all low-enthalpy H𝑥MnO2 structures[172]. Put together, the DFT-derived

enthalpy, zero-point energy, configurational entropy, and vibrational entropy yield the

relative Gibbs free energies of H𝑥MnO2 phases. Finally, in the case of hydrated struc-

tures, the DFT-calculated formation energy of A𝑥MnO2 ·yH2O from bulk water and

A𝑥MnO2 formally corresponds to the enthalpy of hydration. Although the entropy

of the hydration reaction is difficult to calculate exactly, we place a bound on its

magnitude by assuming that the intercalated water has an entropy that is no higher

than that of bulk water. While a significant simplification, this bound is sufficient to

establish the key effects of hydration on MnO2 thermodynamics.

Based on the calculated energetics, we derive the intercalation phase diagram of

each MnO2 polymorph by constructing the convex hull of all topotactically-related

structures. Combining these convex hulls, we construct the open-system phase di-

agrams, which map the equilibrium phases as a function of pH and alkali chemical

potential. In the case of phase diagrams given as a function of composition, we cal-

culate formation energies with respect to pure 𝛽-MnO2, the ground state AMnO2

structure, and liquid water at 298 K. In the case of open systems, the zero of alkali

chemical potential is chosen as that of the ion at a 1 molal concentration in water at

298 K and pH=0 at zero applied potential, which we calculate as the DFT forma-

tion energy of the elemental reference plus the experimentally-measured formation

energy of the alkali ion in water[106]. Finally, to partially counteract the effect of

self-interaction in the Mn 𝑑-states, we apply to a constant potential shift equal to

0.337 V to all calculated structures so as to reproduce the experimental formation

energy of 𝛽-MnO2 with respect to Mn and O2 gas in the open-system phase diagrams.

This correction serves a similar purpose to the SCAN oxidation potential correction

derived in chapter 2, which was not available at the time this work was completed.

Finally, we use experimentally-reported equilibria to set the energy of the hausman-

nite Mn3O4 structure[173, 174]. While we must introduce a trade-off between redox

potential accuracy and structure prediction accuracy in choosing to use SCAN instead

of the more common Hubbard-𝑈 approach[106, 175], we find our aqueous stability

79



results to be accurate within 2 pH units[173], which is acceptable for evaluating the

structure selection trends we are interested in.

4.2.1 Generation of A𝑥MnO2 intercalated structures

To generate suitable candidate intercalation structures across A𝑥MnO2 compositions,

we first identify sublattices of structurally equivalent interstitial sites in 𝛽, 𝛼, R, 𝛾, 𝛿,

and 𝜆 -MnO2. Representative sites for each sublattice are shown in Figure 4-1. Note

that in addition to reproducing previously cited sites in each structure (octahedral

site in 𝛽 [168]; octahedral and tetrahedral sites in 𝛾 and R[155]; 2a, 2b, 8h and 8h’

Wyckoff sites in 𝛼[167]; octahedral sites in 𝛿[152, 160]; octahedral and tetrahedral

sites in 𝜆 [145]), we identify several additional candidate sites that help diversify

our initial structure dataset. In the case of hydrogen intercalation, we displace all

predicted interstitial sites until they are at 1 Å of the nearest oxygens to account for

the fact that H is typically found as part of an OH− group. Of these potential OH−

groups, in order to identify the likely stable candidates, we consider those occupying

the most electrostatically favorable positions. Based on the generated sublattices of

structurally equivalent sites, we proceed to generate orderings for A𝑥MnO2 on each

sublattice. An important consequence of this approach is that we only consider the

occupancy of a single type of site at a time - for example, in the spinel-type 𝜆-MnO2,

for x ≤ 0.5, we do not consider simultaneous octahedral and tetrahedral occupancy,

and for x > 0.5, we only consider octahedral sites. To keep the number of calculations

tractable, we only consider a single ordering for each sublattice and each composition,

chosen as the electrostatically most favorable alkali-vacancy configuration.

4.2.2 Generation of hydrated A𝑥MnO2 configurations

In order to account for the possibility of water intercalation into the A𝑥MnO2 com-

pounds, we proceed to calculate the formation energy of A𝑥MnO2 · yH2O structures.

As we are only interested in the effect of bulk hydration on the relative stability of

the chosen MnO2 polymorphs, we only consider the effect of hydration on ground
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state A𝑥MnO2 structures. In other words, we only consider hydration to the ex-

tent that it stabilizes the ground states of each polymorph with respect to that of

other polymorphs, rather than capturing the coupled effects of water and alkali ions

on the structure of various MnO2 frameworks. To this end, for the ground state

A𝑥MnO2 structures of each MnO2 polymorph, we calculate the DFT formation en-

ergy of topotactically-related A𝑥MnO2 ·yH2O structures. Based on the number of

interstitial sites available in each of the A𝑥MnO2 structures capable of accommodat-

ing a water molecule, and experimentally reported hydration levels [48, 19] we restrict

our enumeration to y = z/8 for some integer z, with y ≤ 1/2 - x in the case of 𝛽, 𝛼,

R, 𝛾, and 𝜆, and y ≤ 1 - x in the case of 𝛿.

To generate A𝑥MnO2 ·yH2O structures, we employ a heuristic method. As our

objective is to obtain a realistic configuration of water molecules obeying basic elec-

trostatic considerations, we divide the water insertion procedure into four steps. First,

we find all coordinates in the structure lying at a distance of at least 2 Å (twice the

water O-H bond length) from any atom. In the case of 𝛽, R, and 𝛾, we reduce this

cutoff to 1.8 Å to allow for the intercalation of water into the small tunnels. We then

generate the most electrostatically favorable arrangement of O2− ions within these

coordinates, where each oxygen is a placeholder for a water molecule. Finally, we de-

termine the electrostatically optimal positions of hydrogen atoms under the constraint

that each O2− specie is coordinated by two hydrogens at a 1Å bond length. Initializ-

ing from this configuration, we proceed with the same DFT calculation methodology

as with A𝑥MnO2 structures, converging the structure to 2 * 10−7 eV/atom on energy,

but forego the convergence on forces for reasons of limited computational resources.

4.2.3 Generation of Ruetschi defects

An alternative form of water incorporation into MnO2 frameworks is through the for-

mation of Ruetschi defects[176, 177], which consist of a Mn4+ vacancy, compensated

by four localized H+ ions. The resulting structure can be written as Mn1−𝑦H4𝑦O2 or

(1-y)MnO2 ·2yH2O, where y corresponds to the Ruetschi defect concentration. We
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calculate the formation energies of dilute Ruetschi defects in pure 𝛽, 𝛼, R, 𝛾, 𝛿 and

𝜆MnO2. To do so, we generate all possible symmetrically distinct Mn4+ vacancies

within a Mn16O32 supercell of each phase, chosen to maximize the nearest-neighbor

distance between Ruetschi defects in the calculated structures. For each vacancy, we

then calculate the formation energy of all symmetrically distinct arrangements of four

protons within the vacant MnO6 octahedron.

4.3 Thermodynamics of off-stoichiometric MnO2

We begin by evaluating the thermodynamics of alkali and alkali-earth intercalation

into MnO2 structures in a dry environment in order to establish the baseline effect of

cation type and concentration on the stability of 𝛽, 𝛼, R, 𝛾, 𝛿, and 𝜆MnO2 phases.

For each of A = Li, Na, K, Mg, and Ca, the formation energy of each polymorph at

concentration A𝑥MnO2 with respect to phase separation between 𝛽-MnO2 and the

ground state AMnO2 structure is given in Figure 4-2 (this choice of reference state

is arbitrary and only serves to clearly present the data here). The solid squares and

lines denote the ground states within a constrained MnO2 framework, i.e. the behav-

ior for the topotactic insertion of A. The grey dashed line denotes the energy of the

global equilibrium ground state configuration of A𝑥MnO2, without any constraints

on the MnO2 sublattice. As such, the curves in Figure 4-2 give not only the equilib-

rium configuration of A𝑥MnO2 polymorphs at each composition, but also the driving

force for phase transformation between each pair of polymorphs, or other phases non

explicitly considered. For example, in the case of Na𝑥MnO2, all ground state con-

figurations are commensurate with the MnO2 polymorphs we consider, while in the

case of Ca𝑥MnO2, other ICSD-reported structures arise as the ground state across

a limited composition range, even along the A𝑥MnO2 composition line. With alkali

insertion, the lowest energy polymorph changes frequently, and different inserting

ions can stabilize different polymorphs, creating a clear opportunity for polymorph

selection through the controlled addition of group I or II elements during synthesis.

We proceed from the baseline energetics of the dry A𝑥MnO2 structures to consider
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Figure 4-2: Computed formation free energies of the 𝛽, 𝛼, R, 𝛾, 𝜆 and 𝛿MnO2 poly-
morphs intercalated with a. Li+, b. Na+, c. K+, d. Mg2+, or e. Ca2+ cations. The
energy is given with respect to a linear combination of 𝛽-MnO2 and the most stable
AMnO2. The solid markers correspond to the ground state structures for a given
MnO2 framework as a function of composition. The dotted line illustrates the global
thermodynamic equilibrium along this same composition line, without the restriction
that the MnO2 framework remain topotactic. Finally, the shaded regions depict the
range of free energies of each phase that could be expected from hydration, with the
lower bound corresponding to equilibrium with pure water at 298K, assuming that
the intercalated water has bulk-like entropy. While all phases were hydrated, only
the 𝛼 and 𝛿 phases admitted stable hydrated configurations. Note that the AMnO2

phases for A = Mg, Ca favor the 𝛿 phase among the MnO2 frameworks considered
here, but are globally unstable with respect to phase separation into MnO and AO
rocksalts.

the effect of hydration on the formation energy of each MnO2 polymorph. The shaded

regions below the equilibrium lines of the 𝛼 and 𝛿 phases in Figure 4-2 denote the

likely range of formation energies for hydrated A𝑥MnO2 ·yH2O structures, with the
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uncertainty in the exact value arising from the fact that we are unable to reliably

calculate the entropy of intercalated water, and instead simply bound the entropy by

that of bulk water. Note that while we calculate the hydration energy of all poly-

morphs, only the 𝛼 and 𝛿 phases yield hydrated configurations energetically favorable

with respect to the dry A𝑥MnO2 structure and bulk water at 298K. As a result, we

do not plot the hydration energies of the 𝛽, R, 𝛾 or 𝜆 structures.

Finally, we evaluate the effect of proton incorporation, where we classify protons

by whether or not they lead to the reduction of Mn from 4+ to 3+. Following previous

work by Ruetschi et. al.[176], we term protons which intercalate into the structure

and reduce Mn as Coleman protons[178], and those which compensate Mn vacancies

and are not involved in redox reactions as Ruetschi protons[176, 177].

The formation energy of Coleman protons, whose thermodynamics are shown in

Figure 4-3a, can be represented analogously to the larger alkali ions as their for-

mation is a type of intercalation reaction. However, as protonated structures form

vibrationally-active O-H bonds, we also consider the effects of zero-point energy and

phonon free energy. Furthermore, as this type of proton is highly mobile [177], we

must account for the contribution of configurational entropy to the formation energy.

Thus, in Figure 4-3a, the solid lines correspond to the Gibbs free energy of forma-

tion along the H𝑥MnO2 composition line at 298K, estimated from the sum of the

DFT-derived enthalpy of formation, the zero point energy, vibrational free energy,

and configurational entropy. More detailed free energy curves of MnO2 and MnOOH

structures are available in Appendix F. Interestingly, we find the contribution of zero-

point energy and vibrational free energy to the relative stability of MnO2 polymorphs

is minimal. This result is likely due to the fact that the local bonding environment in

all phases is very similar, making finite temperature vibrational effects a weak handle

for polymorph selection.

In contrast to Coleman protons, which can be thermodynamically stabilized by
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controlling the external chemical potential of H+, Ruetschi protons are equivalent to

structural water and are independent of pH, at least at equilibrium. Thus, the forma-

tion energies of Ruetschi protons, shown in Figure 4-3b for each polymorph with re-

spect to 𝛽-MnO2 and bulk water at 298K, follow the thermodynamics of isolated point

defects. Ruetschi protons exist as localized clusters of four OH− groups at the site of

a Mn4+ vacancy, and as such are electrostatically neutral away from the immediate

environment of the Ruetschi defect and largely immobile at lower temperatures[177].

As a result, we assume their configurational entropy to be given by the formation

entropy of the initial Mn4+ vacancy, and the defects to be non-interacting within

the 0-10% concentration range shown in Figure 4-3b. Furthermore, we assume that

the effect of O-H vibration within the Ruetschi defects is largely independent of the

surrounding structure, affecting their stability versus water but not their relative sta-

bility within the various MnO2 polymorphs. Put together, we find Ruetschi defect

formation to be unfavorable at any significant concentration in all MnO2 structures,

but less so in the R and 𝛾 phases than 𝛽.

In real protonated manganese dioxide structures, both Coleman and Ruetschi

protons are reported to be present[176, 179], such that their effect on the formation

energy must be considered in tandem. Assuming that the effects of Coleman and

Ruetschi protons are approximately independent, we calculate the stability of MnO2

frameworks across MnH4𝑥+𝑦O2+2𝑥 compositions, where 𝑥 denotes the concentration of

Ruetschi defects and 𝑦 denotes the concentration of Coleman protons. The resulting

stability map, given in Figure 4-3c, reveals that the balance between overall proton

content, and the degree to which protons reduce Mn4+ determines the relative stability

of the 𝛽, R, and 𝛾MnO2 frameworks. While Ruetschi defects, requiring a high activity

of H2O, stabilize the 𝛾 phase, the combination of high water content and high acidity,

leading to Coleman protons, should help the formation of ramsdellite. Indeed, both

the 𝛾 and ramsdellite phases are typically grown by plating out of aqueous solution

with high acidity[158]

Finally, as our primary goal is the control over MnO2 framework structure during
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Figure 4-3: Thermodynamics of proton incorporation into MnO2 polymorphs, as a.
reducing (Coleman) protons, and b. non-reducing (Ruetschi) protons. In a. and
b., the solid lines indicate the formation free energy at each proton concentration
with respect to the 𝛽-type pyrolusite-magnetite equilibrium line (a.) or 𝛽-MnO2

and water (b.). All formation energies are given at 298K, accounting for the effect
of DFT-derived formation enthalpy, zero-point energy, vibrational free energy, and
configurational entropy. c. The combined effect of Coleman and Ruetschi protons on
stabilizing R- and 𝛾−MnO2 with respect to 𝛽, assuming that their effect on the free
energy of MnH4x+yO2+2x is independent.

aqueous synthesis, we evaluate the stability of all A𝑥MnO2 ground states across a

range of solution conditions. Combining the thermodynamic equilibria data given in

Figure 4-2 and Figure 4-3a, we construct the open-system aqueous phase diagrams

for each A𝑥MnO2 system, shown in Figure 4-4. A list of all reactions we consider

in this stability map is available in Appendix E. To illustrate the effect of hydration

on these phase diagrams, we separate the stability regions of unhydrated A𝑥MnO2

phases and those of the hydrated 𝛼 and 𝛿 phases. Since we find Ruetschi defects to be

unstable with respect to dehydration, we do not include them in these grand-potential

equilibrium phase diagrams. inally, we do not include co-intercalated structures, or

alkali-rich structures such as the alkali manganates with the formula A𝑥MnO2+y as

they fall outside the scope of the structural and chemical space we are considering,

although outside of mild aqueous conditions, in particular at high alkali potentials

and in oxidizing environments, these structures do become stable. The aqueous phase

diagrams shown in Figure 4-4 show both the equilibrium compositions of A𝑥MnO2
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that could be expected to form under various conditions of pH and alkali chemical

potential, and the underlying MnO2 framework, offering a direct comparison to aque-

ous precipitation experiments reported as synthesis routes for MnO2 polymorphs.

Similarly, these data elucidate the effect of changing solution pH and chemical po-

tential on alkali stability within MnO2 frameworks, giving a quantitative map for

the acid-induced chemical extraction of alkali ions from MnO2 frameworks, and the

corresponding phase transformations[157].

4.4 Off-stoichiometry and MnO2 phase selection

4.4.1 Alkali-stabilized phases: 𝛼, 𝜆, and 𝛿

The first conclusion we are able to draw from our analysis is that the 𝛼, 𝜆, and

𝛿 frameworks, while not the ground states for the MnO2 composition, are thermo-

dynamically stabilized by alkali intercalation, meaning that control over the prod-

uct MnO2 framework can be achieved by controlling the chemical potential of alkali

cations in the precursor solution. Specifically, Li+ and Mg2+ favor the spinel (𝜆)

phase, Na+, Ca2+, and especially K+ favor the hollandite (𝛼) phase, and all cations

except Li+ favor the layered (𝛿) phase in some composition range. During hydrother-

mal growth, these cations are typically present in the growth solution either from a

MnO4
− precursor salt, or as a deliberate additive (typically, as an alkali hydroxide

salt). As a result, the primary handle over alkali chemical potential is the initial salt

concentration, leading to 𝛽, 𝛼, 𝜆, or 𝛿-type A𝑥MnO2 growth. This result is consis-

tent with a number of reported transitions between MnO2 frameworks. For example,

several experimental studies report a transition from 𝛽 to 𝛼 to 𝛿 on increasing the

K+ content in the precursor solution, and the reverse transformation with decreasing

pH[156, 182, 157, 183, 184]. These observations are in qualitative agreement with the

phase diagram shown in Figure 4-4c, although it is difficult to compare the results

quantitatively as the authors do not maintain a consistent K+ concentration in the

solution throughout the synthesis, or consistently report the pH for their reactions.
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Figure 4-4: Constrained equilibrium thermodynamics driving phase selection between
MnO2 polymorphs as a function of solution conditions at 298K and zero applied
potential, for solutions containing a. Li+, b. Na+, c. K+, d. Mg2+, or e. Ca2+

cations. The zero of the alkali-ion chemical potential corresponds to the chemical
potential of the ion in an aqueous solution at a 1 molal concentration. The bixbyite
Mn2O3 phase does not appear here as we find it to be unstable with respect to
MnOOH up to 231 ∘C, in close agreement with TGA experiments[180] and recent
DFT results[175], but in conflict with older results[181]. Hydrated configurations
from Figure 4-2 are included as lightly shaded regions demonstrating the relative
stability of hydrated phases but not the precise hydrated composition, which we do
not resolve in this study. The set of reactions considered in these phase diagrams are
available in Appendix E. In particular, we do not include the A𝑥MnO2+y manganate
phases which would appear under oxidizing conditions as they fall outside the scope
of our analysis, or the alkali oxides and hydroxides which would appear at high alkali
potential. † The hydrated 𝛼 and 𝛿 regions align almost exactly with the non-hydrated
regions and are not shown for clarity. ‡ The AMnO2 phases for A = Mg, Ca favor the
𝛿 phase among the MnO2 frameworks considered here, but are unstable with respect
to phase separation into MnO and AO rocksalts.

We can further validate our results indirectly based on reported phase transfor-

mations during the electrochemical cycling of alkali-containing MnO2 structures. For

example, the decomposition of the orthorhombic LiMnO2 structure to the 𝜆-type
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LiMn2O4 spinel on Li+ removal which can be seen in Figure 4-4a is well documented

in the literature[185, 186]. Similarly, Sun et. al. have recently reported that Mg2+

intercalation into 𝛿-MnO in the absence of water results in irreversible decomposition

of the 𝛿 structure, while in the presence of water, quasi-reversible conversion between

hydrated 𝛿-Mg0.15MnO2 ·0.9H2 O and dry 𝜆-MnO2 is possible[161]. This result is in

agreement with the stabilization of 𝛿-Mg0.25MnO2 by hydration seen in Figure 4-2d

with respect to the anhydrous 𝛽-MnO2 - 𝜆-Mg0.5MnO2 equilibrium line. As the an-

hydrous 𝛿 phase is never stable for Mg𝑥MnO2 , 0 ≤ x ≤ 0.5, we would expect that

after initial decomposition on Mg insertion, there would never be a driving force for

the 𝛿 phase to reform on Mg extraction, while in the hydrated case, reformation of

the 𝛿 structure is thermodynamically plausible. The coupling between intercalation

and structure selection seen in our data, and illustrated in these experiments, enables

electrochemical processing to function as an effective structure-sensitive synthesis tool

in the case of redox-active systems such as MnO2 .

The mechanism by which various alkali cations stabilize a particular polymorph

is related to two primary characteristics of a MnO2 framework - the compatibility

between available interstitial sites and the preferred coordination environment of the

alkali ion, and the ability of the framework structure to accommodate changes in elec-

tronic configuration, both due the electrostatic repulsion of intercalated cations, and

the change in Mn redox state upon intercalation. To derive these characteristics, we

examine the effect of cation size and cation valence, noting that Li+ and Mg2+ have

very similar ionic radii, as do Na+ and Ca2+, which allows us to examine the effects

of size and valency independently of each other. Furthermore, we relate the stabi-

lization of certain A𝑥MnO2 structures by water to the ability of water to increase the

coordination of cations in otherwise unstable sites, creating a partial solvation shell

around around the cation. Importantly, structure stabilization by water is specifically

not a consequence of the interaction of water with the MnO2 framework directly, but

rather of the ability of water to stabilize intercalated cations in the structure.
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The first relationship between cation type and phase selection is that of the

compatibility between available interstitial sites in the structure and the preferred

coordination of the alkali ion. For example, the hollandite 𝛼 phase contains four

potential intercalation sites - the 8-fold coordinated 2b and 4-fold coordinated 2a

tunnel-centered sites, and the asymmetrically 4-fold and 5-fold coordinated off-center

8h’ and 8h sites respectively. The only cation large enough to occupy the 2b site is

K+, creating a highly stable, well-coordinated alkali-oxygen environment that results

in the wide window of stability for 𝛼-MnO2 across K chemical potentials consistent

with experimental results[156, 182, 157, 183, 184]. The slightly smaller Na+ and Ca2+

are not stable in the 2b site, instead occupying the lower-coordinated 2a and 8h sites.

Nonetheless, the bonding afforded by these sites, while less strong than in the case of

K+, provides sufficient alkali-oxygen coordination to stabilize 𝛼 within a limited range

of Na+ and Ca2+ chemical potentials. Finally, in the case of Li+ and Mg2+, the ionic

radius of the cation is only compatible with the asymmetric and low-coordinated 8h

and 8h’ sites, failing to provide any reasonable coordination geometry for the inter-

calated cations. Thus, Li+ and Mg2+ do not stabilize the 𝛼 framework in agreement

with reported decomposition of the 𝛼 phase on Li+ and Mg2+ insertion[146, 169].

The opposite trend can be observed in the stability of the 𝜆 phase, which only has

relatively small tetrahedral and octahedral sites. The small alkali-oxygen bond lengths

of the tetrahedral site allow it to form a highly stable coordination environment in

the presence of Li+ or Mg2+, while failing to accommodate the larger Na+, Ca2+, or

especially K+ ions, as can be seen by the destabilization of the tetrahedrally-occupied

spinel-type 𝜆-AMn2 O4 with increasing cation size. However, the most extreme ex-

ample of coordination preference is that of proton-incorporated structures. While

intercalated protons tightly bind to oxygen to form OH− groups, stable proton sites

are those where the proton bridges two oxygens, in agreement with previous FTIR

results[187]. The [1x1] and [2x1] tunnels in 𝛽, R and 𝛾, as well as the layer stacking

arrangement in 𝛿, create numerous environments where such a O-H-O bridge is pos-

sible, while the [2x2] tunnel structure of 𝛼 does not allow for any such environments
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to form. Correspondingly, the 𝛼 phase is rapidly destabilized by proton intercalation,

as can be seen in Figure 4-3a. Thus, compatibility of cation size and coordination

preference with the MnO2 framework is a key parameter determining the feasibility

of structural stabilization by alkali intercalation.

A second characteristic of alkali-to-polymorph compatibility is the ability of the

transition metal structure to accommodate the valency of the alkali, manifested both

in reduction of the transition metal, and the electrostatic repulsion between the in-

tercalants. A clear example of this effect is the difference in the stabilization of 𝛼 by

the similarly sized Na+ and Ca2+, seen in Figures 4-2b and 4-2e. While both cations

occupy similar 2a and 8h sites, the maximum stable concentration of Ca2+ in the 𝛼

tunnels is lower than that of Na+ due to the stronger electrostatic repulsion between

Ca ions in the same 𝛼 tunnel. As a result, the composition window over which Na+

stabilizes 𝛼 is much wider, as can be seen in Figure 4-2.

The effect of transition metal redox can be most clearly seen in the differences

in phase selection between Li+ and Mg2+. At the fully intercalated AMnO2 com-

position, all low energy structures place the alkali ion into an octahedral site, with

the key difference that in the Li case, the Mn is in the Jahn-Teller active Mn3+ re-

dox state, while in the Mg case, the Mn is in the Jahn-Teller inactive Mn2+ state.

As a result, the structure of MgMnO2 is the highly symmetric O3-𝛿 phase, with

the similarly symmetric octahedrally-occupied 𝜆 is only slightly unstable, while the

LiMnO2 structure strongly favors the low-symmetry o-LiMnO2 geometry, which is

able to accommodate Jahn-Teller distortions much better than the 𝛿 or 𝜆 phases.

A similar effect can be seen in the the Na+ and Ca2+ cases at the AMn2 O4 com-

position. In CaMn2 O4 case, the Mn is fully in the Jahn-Teller active 3+ state,

while in the NaMn2 O4 case, half of the Mn remains in the Jahn-Teller inactive 4+

state. Correspondingly, Ca stabilizes the highly-distorted marokite-type structure,

while NaMn2 O4 exists in the more symmetric post-spinel phase. A detailed illustra-

tion of the Jahn-Teller distortions in Mn3+-containing structures as compared to pure
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Mn2+ and Mn4+ phases, which we calculate in close agreement with recent EXAFS

results[188], is available in Appendix G. While neither of these structures correspond

to the six canonical MnO2 polymorphs, they provide further evidence to the relation-

ship between redox-state-controlled coordination-environment distortions and phase

selection. Put together, the need for the transition-metal framework to accommo-

date both the change in the transition-metal redox state, and minimize electrostatic

repulsion between intercalants introduces a further degree of selectivity between in-

tercalant and the polymorphs it is able to stabilize.

The last important characteristic of alkali-mediated phase stabilization is the in-

teraction of intercalated phases and water, analogous to recently reported results in

MgV2 O5[189]. In pure MnO2 structures, the only phase that we predict to hydrate

exothermically is the layered 𝛿 phase, with even the fairly open 𝛼 phase preferring

to dehydrate. These results are consistent with the relaxed structure of the hydrated

phases - while the hydrated structures are initialized with many water molecules ori-

ented so as to create proton bridges with the oxygens in the MnO2 framework, relaxed

hydrated structures always minimize bonding between MnO2 and water, creating clus-

ters of water molecules that appear to be repelled from the MnO2 structure itself.

Similar structural changes occur in 𝛿 also, but it is likely that the medium-range van-

der-Waals interactions with the water layer are stronger than between MnO2 layers,

stabilizing hydration even in the absence of direct bonding between MnO2 and water.

In the presence of alkali cations, the behavior of water in the structures changes

dramatically, as water is now able to bind to the highly-soluble alkali cations. As

discussed earlier, the Li+ and Mg2+ -intercalated 𝛼 phase is unstable due to the low

coordination of the alkali cations. When these structures are hydrated up to 0.25 mol

H2 O/mol MnO2 however, the water coordinates the cations so as to increase their

coordination from 4- and 5- fold for Li+ and Mg2+ to 6- fold and 7-fold respectively. As

the water compensates the undercoordination with a partial solvation shell, hydration

helps to stabilize the intercalated 𝛼 phase, as can be seen in Figures 4-2a and 4-2d.
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Conversely, in the relatively well-coordinated Na+ and Ca2+ 𝛼 phases, hydration has

a negligible effect on phase stability, while in the well-coordinated K-intercalated 𝛼,

hydration is endothermic even at dilute K content. Thus, we may conclude that

the most important effect of water is to stabilize alkali cations in otherwise unstable,

undercoordinated environments, helping stabilize less dense MnO2 frameworks. While

we did not consider larger tunnel structures in this work, it is possible that this

stabilization of undercoordinated alkali intercalants by water may explain the success

of synthesis recipes for the larger [2x3], [2x4] and [3x3] tunnel analogs of the 𝛼 phase

by the cointercalation of significant quantities of Na+ and water[190, 191, 192, 193].

Similarly, the energetic balance of alkali coordination by the MnO2 framework and

co-intercalated water explains the diversity of birnessite and buserite minerals, all

variants of the layered 𝛿 phase with varying degrees of alkali solvation.[194, 195]

4.4.2 Proton-stabilized phases: 𝛾 and R

While alkali intercalation explains the stability of 𝛼, 𝛿, and 𝜆 -MnO2 , the two remain-

ing frameworks, R and 𝛾, are never ground states for any level of alkali incorporation.

In the case of Li+ and Mg2+, the formation energy of R and 𝛾 with respect to the

true thermodynamic ground state is small, as can be seen in Figures 4-2a and 4-2d,

which is consistent with experimental reports of metastable R- and 𝛾- type Li𝑥MnO2

[155]. Nonetheless, it does not appear that any level of lithiation can truly thermo-

dynamically stabilize the R or 𝛾 type framework.

We may speculate that one possible mechanism explaining the formation of rams-

dellite is based on the effect of Coleman protons and the contribution of their con-

figurational entropy to free energy at relatively high temperatures. Based on the the

stability map shown in Figure 4-3c, one route by which R-MnO2 could form is through

the entropically stabilized R-type H0.5MnO2 . Indeed, a R-type phase at this com-

position has been previously observed as a transient state in ramsdellite growth, as

well as proton insertion into ramsdellite[153, 77]. In both cases, this phase has been

termed “groutellite” by analogy to the metastable R-type groutite MnOOH phase.
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Single-crystal ramsdellite can be synthesized through hydrothermal processing of a

Li𝑥MnO2 precursor in strong acid[155, 53], which further suggests that acid-mediated

delithiation may lead to the formation of a protonated intermediate, which at high

temperatures would favor the R-MnO2 framework. The incorporation of protons into

MnO2 frameworks during acid-induced ion extraction may be key to the formation of

the relatively dense R-MnO2 structure, which much like 𝛽, is too dense to be stabi-

lized by the intercalation of significant quantities of any cation larger than H+.

One alternate mechanism for the formation of the R and 𝛾 phases involves the

formation of Ruetschi defects. While these defects are metastable, and have been

shown to irreversibly anneal out of the structure[176], Ruetschi defects are typically

present in electrolytic manganese oxide (EMD), which predominantly consists of the

𝛾 phase[153]. The typical concentration of Ruetschi defects found in EMD is 0.05-0.09

% [176, 179], at which composition we indeed find 𝛾 or R to be the stable form of

MnO2 based on the stability map in Figure 4-3c. We may speculate that the origin of

the trapped protons is two-fold. First, as EMD is typically grown by electrodeposition

at high rates from an acidic solution of MnSO4 and H2 SO4[158], the deposition of

MnO2 solid from Mn2+ ions involves the deprotonation of H2 O[196]. At high deposi-

tion rates, any incomplete deprotonation would lead to a fraction of hydroxyl groups

in the deposited structure, which would lead to the formation of Ruetschi defects, or

metastable Coleman protons. After they are formed however, it is very difficult for

Ruetschi defects to anneal out of the structure. To do so, they must reform a water

molecule, which then must be transported through the EMD bulk. However, the [2x1]

and [1x1] tunnels making up the 𝛾-MnO2 structure are small, such that the activation

barrier for water to diffuse through the structure is very high, based on the energy

required to place a water molecule in a R or 𝛾-phase tunnel. Consequently, after

their initial formation, Ruetschi defects likely remain trapped in the EMD structure,

thereby stabilizing it against transformation to the 𝛽 ground state phase.

Put together, the Ruetschi-defect and Coleman-protons may both stabilize R and
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𝛾, as can be seen in Figure 4-3c. Thus, while the two mechanisms are distinct and are

likely to arise in differing synthesis environments, both can lead to the formation of

R or 𝛾, suggesting that the careful characterization of proton content in MnO2 may

reveal identifying the formation mechanisms for these two phases.

Circumstantial evidence of the importance of protons in the formation of R and

𝛾 can be found in existing in situ data. Shen et. al.[162] observe a series of transfor-

mations from Na-birnessite precursors to other MnO2 phases by in situ diffraction.

The first observed pathway, which forms 𝛽 from the birnessite precursor at high tem-

perature and in highly acidic media, involves initial layer collapse due to chemical

desodiation and/or dehydration, followed by a transformation from 𝛿 to R/𝛾 and

eventually 𝛽. It is likely that the acid-induced chemical desodiation of the structure

simultaneously destabilizes the 𝛿-MnO2 framework, as can be seen in Figure 4-2b,

and leads to the incorporation of protons into the MnO2 structure. The proton incor-

poration leads to the formation of R/𝛾-MnO2 at high temperature, which transforms

to the 𝛽 ground state as the protons are slowly annealed out. Consistent with this

interpretation, the authors observe a change of the endpoint phase from 𝛽 to 𝛼 and

a disappearance of the R/𝛾 intermediate when the reaction is done in a more basic

environment and at a higher external sodium chemical potential. hile alternate ex-

planations of these observed pathways are certainly possible, we hypothesize that this

quasi-equilibrium thermodynamic interpretation of the generally slow transformation

process provides a compelling energetic foundation for phase transformations such as

that reported by Shen et. al. in this system.

4.5 Selectivity of off–stoichiometric stabilization

Todorokite MnO2 is a unique structure among the transition metal oxides owing to

its exceptionally high porosity, and more specifically, large channel size. While todor-

okite is typically defined as a 3 by 3 tunneled manganese oxide mineral, its true
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atomistic structure has not been previously resolved. As most functional applications

of todorokite, from molecular sieving to charge storage, depend on the precise geome-

try of its large conductive tunnel, this ambiguity presents a fundamental challenge to

the development of structure-property relationships for this phase. Using high angle

annular dark field (HAADF) imaging, my collaborators revealed the inhomogeneous

structure of todorokite-MnO2, resolving the diversity of tunnel sizes coexisting even

in well-crystallized particles[197]. Here, I rationalize the formation and persistence

of this distribution of tunnel sizes using first-principles thermochemical calculations,

demonstrating the stabilization of a range of todorokite-like environments by the in-

tercalation of partially solvated Mg2+ cations. Our results not only help resolve the

structural character of the todorokite MnO2 phase, but also suggest generalizeable

principles determining the selectivity of off–stoichiometric structure-selection.

In this section, we refer to the todorokite family of structures as 𝜏 -MnO2, where

a structure with a N by 3 tunnel framework is denoted as belonging to the 𝜏(Nx3)

phase. As the 𝜏(2x3) and 𝜏(4x3) structures are crystallographically constrained to

appear as doubled cells, we model their behavior as an ordered integrowth of a 2 by

3 and 4 by 3 tunnel, which we refer to the as the 𝜏(2x3 + 4x3) phase.

Experimentally, the 𝜏 -MnO2 family of structures form from aqueous, Mg2+–containing

solutions[190, 194, 197]. As alkali ions and hydration have been recently discussed as

thermodynamic structure–directing agents in MnO2 frameworks[90], we have investi-

gated the role of Mg2+ in driving the formation of the 𝜏 -MnO2 large tunnel structures.

Configurational enumeration of the 𝜏(3x3), 𝜏(1x3), 𝜏(2x3 + 4x3), and 𝜏(5x3) phases

across Mg𝑥MnO2 and Mg𝑥MnO2 · yH2O compositions reveals that in all cases Mg2+

occupies sites at the corner of the MnO2 tunnel. As can be seen in Figure 4-5a for

the example of the traditional 𝜏(3x3) todorokite structure, these sites provide the

maximal coordination of Mg2+ by lattice oxygens. When H2O is present, the oxygen

from the water molecule orients towards the Mg2+, further increasing its coordination,

approaching the typical 6–fold coordination environment found in octahedral Mg–O
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Figure 4-5: Stabilization of the 𝜏 -MnO2 phase by the co-intercalation of Mg2+ and
H2O. The partially desolvated Mg2+-H2O complex occupies tunnel corner sites, sta-
bilizing not only the (a.) traditional 3 by 3 tunnel todorokite structure, but also
a range of other 𝜏 -MnO2 structures such as the (b.) 5 by 3 tunnel structure. (c.)
Relative Gibbs free energies of formation of the 𝜏 -MnO2 phases at 200 𝑜C across the
Mg𝑥MnO2 · yH2O composition space with respect to the low–energy 𝛽, 𝛼, and 𝜆
Mg𝑥MnO2 phases. For each value of 𝑥, the solid lines denote the formation energy
of the non–hydrated Mg𝑥MnO2 structure, while the dashed lines denote the expected
formation energy for the most stable Mg𝑥MnO2 · yH2O structure. The free energy
of the N by 3 tunnel structures with either Mg2+ or H2O intercalation is consistently
higher than that of the other low-energy phases in the Mg-MnO2-H2O space. How-
ever, the co-intercalated 𝜏 -Mg𝑥MnO2 · H2O structures are much lower energy and
stable with respect to the 𝛽-MnO2 and 𝜆-MgMn2O4 endpoint phases.

complexes. This result is at odds with the picture of todorokite presented earlier[198],

which placed Mg2+ in the tunnel center site. However, but this earlier refinement was

highly uncertain in its chemical identification due to the similar X-ray scattering po-

tential of Mg and O. Our analysis suggests that instead, the tunnel center is much
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more likely to be occupied by a water molecule.

While Mg2+ appears to strongly prefer the tunnel corner site, this site occupancy

does not uniquely constrain the remaining Mn–O framework. In general, the hy-

drated Mg2+ ions occupying tunnel corner sites must be sufficiently separated from

each other to avoid steric repulsion, but they do not directly interact with the Mn–O

framework outside of the tunnel corner, leaving the overall tunnel size unconstrained.

Consequently, a range of tunnel sizes exhibit the same behavior with partially hy-

drated Mg2+ occupying tunnel corner sites, such as in the 𝜏(5x3) structure shown in

Figure 4-5b. Similar behavior can even be observed in the smaller 2 by 2 tunnel found

in the 𝛼-MnO2 phase, although the strong electrostatic repulsion between adjacent

Mg2+ ultimately destabilizes this smaller–tunnel phase[90].

The favorable Mg2+–O coordination afforded by the tunnel corner site and hy-

dration significantly stabilizes the Mg–intercalated 𝜏 -MnO2 structure. The formation

energies of these phases with respect to the 𝛽–MnO2 and 𝜆–MgMn2O4 endpoint

phases shown in Figure 4-5c reveal that while the 𝜏 -Mg𝑥MnO2 phases have high for-

mation energies for all tunnel sizes, 𝜏–Mg𝑥MnO2 · yH2O have much lower formation

energies, and in the case of 𝜏(3x3), are thermodynamically stable with respect to

𝛽–MnO2, 𝜆–MgMn2O4 and water at 200 𝑜C. This result suggests that the formation

of the 𝜏 -MnO2 phase by hydrothermal growth from a Mg2+–containing solution is

thermodynamically controlled and indeed driven by the compatibility of this phase

and the Mg2+-H2O complex.

The impact of the partially–solvated Mg2+-H2O complex in stabilizing the 𝜏 -MnO2

family of structures suggests a plausible explanation for the diversity of tunnel sizes

observed experimentally. The intercalated cation stabilizes the local Mn–O envi-

ronment corresponding to a tunnel corner, and strongly repels other cations owing

to its divalent charge, driving the formation of relatively large tunnel sizes. These

structure–selection criteria are satisfied to varying degrees by the 𝜏(3x3), 𝜏(1x3),
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𝜏(2x3+4x3), and 𝜏(5x3) structures. Accordingly, all these phases have relatively low

formation free energies as shown in Figure 4-5c. While we find the 𝜏(3x3) phase to

be lowest in free energy, the nucleation of this phase does not exclude the coher-

ent formation of domains corresponding to the other low–energy 𝜏 -MnO2 structure.

While the total energy of such a non–equilibrium domain in a macroscopic particle

is high, at the nucleation stage these diverse domains may be expected entropically.

Of course, an alternative explanation for the experimental results is that we simply

have not been able to resolve the configuration of the more complex, low–symmetry

𝜏(2x3+4x3) and 𝜏(5x3) structures as well as that of the 𝜏(3x3), as the relaxation

of the hydrated configurations in particular are fairly uncertain and prone to errors

due to numerous local–minima. In this case, we may still conclude that the various

𝜏 -MnO2 phases are stabilized by the partially–solvated Mg2+-H2O complex without

forming any bonding environments that would strongly prefer a particular tunnel size.

Thus, the todorokite–like structure formed experimentally is unequivocally thermo-

dynamically favored by the co-intercalation of Mg2+ and H2O, with disorder in tunnel

sizes arising as a consequence of the diversity of Mn–O frameworks which accommo-

date the stable Mg2+-H2O bonding environment.

A stark contrast to the lack of structure-selecting constraints and resulting poly-

typism in the todorokite family of structures is the unique 2 by 2 tunnel size observed

in hollandite MnO2 structures. The origin of this difference lies in the geometry of

stabilizing alkali intercalants in the tunnel structure, and their effectiveness at con-

straining degrees of freedom in the structure. Polytypism of the 𝜏(Nx3) family arises

from the fact that the partially solvated Mg2+ cation that stabilizes this tunnel oc-

cupies the tunnel corner site and only interacts strongly with the Mn-O framework

immediately adjacent to this single tunnel corner. The lack of strong bonds spanning

the width of the tunnel leaves the total tunnel size unconstrained, and results in a

range of large tunnel sizes close in energy to each other. In contrast, the 2 by 2 tunnel

seen in the hollandite structure is generally not stabilized by cations occupying corner

sites, and instead is found with larger cations such as K+ in the tunnel center site.
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These cations interact strongly with all sides of the Mn-O tunnel and thus constrain

its size. The unique stable cation site in hollandite thus suppresses polytypism and

promotes the formation of a single type of local environment. Generalizing from this

observation, we speculate that among intercalation-stabilized phases, the structural

selectivity provided by a stabilizing cation is directly proportional to the fraction of

structural degrees of freedom constrained by the cations’ local bonding environment.

4.6 Off–stoichiometry and nucleation effects

While off–stoichiometry can offer a route to stabilizing a diverse array of crystal struc-

ture types in the bulk, finite–size effects and the related issue of nucleation and growth

kinetics discussed in chapter 3 remain important in understanding the reaction path-

ways leading to the bulk endpoint phase. Phases stabilized at small particle size and

favored by nucleation kinetics may be favored as transient growth intermediates, and

could be extracted as synthesis products by quenching the growth process at an early

time before the reaction reaches completion. Just as off–stoichiometry offers a handle

on the relative stability of bulk phases, it also offers an avenue to control finite–size

stability and nucleation preference. To evaluate the joint effect of particle size and

composition, I construct higher dimensional phase diagrams, combining the role of

various cation chemical potentials discussed in chapter 4, with the finite–size effects

discussed in Chapter 3. The resulting phase stability map charts out the phases sta-

bilized across relevant chemical potentials and particle sizes, offering an exhaustive

list of phases potentially obtainable by nucleation and growth in a synthesis medium

defined by the set of considered chemical potentials. This analysis offers a direct view

of hydrothermal synthesis from a medium containing a number of ionic species and

proceeding through a nucleation and growth process.

A rigorous test of the predictive power of the quasi–thermodynamic picture of

synthesis is a direct comparison between computed growth pathways and a synthesis
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experiment conducted under the same conditions. In the following section, I describe

two such tests, focusing on the nucleation and growth of manganese oxide polymorphs

from sodium- and potassium- containing aqueous solutions. The experimental data

for this work, described in detail in the associated publications[199, 200], was provided

primarily by Bor-Rong Chen, Praneetha Selvarasu, Laura Schelhas, Lauren Garten,

and Kevin Stone. Here, I present my contribution to the theoretical analysis of these

systems and growth processes.

The relevant molar thermodynamic potential 𝜓 for hydrothermal growth from

aqueous solution combines the finite–size thermodynamic potential derived in chapter

3, with the potential derived to account for off-stoichiometry earlier in chapter 4, and

is given as

𝜓 = 𝑔𝑏 − 𝑛𝐴𝜇𝐴 + 𝑛𝑒𝑒𝜑+
𝛾𝜈

𝜌𝑟

where 𝑔𝑏 is the molar bulk Gibbs free energy of formation. This potential accounts for

the incorporation of 𝑛𝐴 external ions at a chemical potential of 𝜇𝐴 into the growing

phase. As the incorporation of cations is a reductive process, the relative stability of

oxidized and reduced phases depends on the external electronic potential, 𝜑, and 𝑛𝑒,

the number of electrons transferred in the formation reaction. Finally, the energy of a

finite size particle with effective particle radius 𝑟 and molar density 𝜌 depends on its

surface energy 𝛾, scaled by its Wulff shape factor 𝜈 (𝜈 = 𝐴𝑟
𝑉

= 3 for a sphere). This

construction is equivalent to that derived in chapter 3, with the difference that the

potential is normalized to yield the molar free energy, replacing the particle volume 𝑉

and surface area 𝐴 by a ratio of the two. In terms of conventional solution handles, the

redox potential 𝜑 is measured as the oxidation-reduction potential (ORP), while the

chemical potential of protons, 𝜇𝐻+ is represented by pH (𝜇𝐻+ = −2.303𝑘𝐵𝑇 pH)).

The chemical potentials of other cations, 𝐴+, can be mapped to their concentra-

tions through conventional activity models or a simple ideal–solution approximation

(𝜇𝐴+ = 𝜇0
𝐴+ + 𝑘𝐵𝑇 ln[𝐴+]). By evaluating phases stabilized in 𝜓 across all particle

sizes and experimentally–obtainable potentials, we obtain a full list of possible syn-
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thesis products favored during some stage of growth, as well as the solution conditions

necessary to obtain each phase.

Within the manganese oxide system, there are a large number of competing phases

with phase transitions which offer a difficult benchmark for the ability of this theory

to reproduce synthesis behavior. We focus on two systems in particular, Na-Mn-O-H

and K-Mn-O-H, chosen on the basis of existing synthesis literature and the exper-

imental accessibility of predicted phase boundaries in an aqueous growth medium.

In both cases, we examine the role of increasing alkali ion potential on the synthesis

product obtained from aqueous precipitation, accounting for the effect of size–effects

on nucleation preference. To do so, we construct phase diagrams with axes of al-

kali chemical potential and 1/𝑟, the inverse particle radius, at a fixed solution pH

and oxidation potential. Naturally, the solution pH and oxidation potential can be

systematically changed and chosen to lie anywhere within the higher–dimensional

thermodynamic stability field of the target phase, where the dimensions capture all

thermodynamic handles. However, as our goal is to compare our theoretical predic-

tions to experimental growth results, we choose the pH and oxidation potentials to

match those measured experimentally at the beginning on the synthesis, where we

assume initial nucleation and phase selection to occur.

4.6.1 Computational methodology for interfacial energies

To resolve the size–dependent potential 𝜓, and obtain data quantitatively compara-

ble to experiment, three methodological changes are necessary with respect to that

described in section 4.2.

First, instead of a universal correction to the Mn oxidation potential, it is neces-

sary to rely on the more accurate SCAN referencing scheme discussed in chapter 2.

Second, it is necessary to include the vibrational contribution to the free energy
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of Mn–O phases with respect to that of the aqueous Mn2+ and MnO−
4 ions. This

contribution is approximately constant and equal to -0.063 eV/mol at room tem-

perature, based on the experimental entropy of 𝛽-MnO2 (reference formation Gibbs

free energy of -4.837 eV/mol[201] and enthalpy of -5.408 eV/mol[202], entropy of Mn

+ O2 reference states 2.1 meV/mol K). The differences in vibrational free energies

between A𝑥MnO2 phases are small enough not to affect the relative free-energies of

these phases (see Appendix F), justifying the use of this single constant free-energy

term.

Finally, it is necessary to compute surface energies for the various MnO2 phases in

order to approximate the size–dependent term of 𝜓. Due to computational limitations,

we only directly compute the surface energies of MnO2 and MnOOH polymorphs as

representative structures for the interfacial behavior of Mn4+ and Mn3+–containing

phases. To obtain these energies, we construct surface slab models of the interface fol-

lowing the same procedure as described in Chapter 3. As the relevant surface energy

for hydrothermal growth is that of a hydrated surface, we also compute the energy

of all surfaces with an adsorbed monolayer of water. However, these calculations

frequently yield unphysical dissociated water molecules on MnO2 surfaces, forcing us

to rely on vacuum surface energies for all subsequent analysis. The result of this nec-

essary simplification is that all surface energies are likely somewhat overestimated.

Nonetheless, as we only rely on the relative surface energies of competing phases, the

qualitative trends in the computed surface energies are still informative.

To approximate the contribution of surface energy to the free energy of the lay-

ered 𝛿-A𝑥MnO2 · yH2O phases, we rely on an interpolation derived from 𝛿-MnO2 and

𝛿-MnOOH, whose surface energies are resolved explicitly. Specifically, we interpolate

the shape factor 𝜈 and total surface energy term of the thermodynamic potential

(𝛾𝜈
𝜌𝑟
) as a function of 𝑥 between 𝛿-MnO2 (𝑥 = 0) and 𝛽-MnOOH (𝑥 = 1) Within

a broken–bond approximation, the surface energy of a 𝛿-A𝑥MnO2 · yH2O structure

is dominated by the removal of weak interlayer interactions, with some contribution
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of cleaving the MnO2 layer itself. The strength of Mn-O bonds scales with the Mn

oxidation state. The strength of interlayer interaction is determined by the fraction

of the layer occupied by cations forming ionic bonds spanning the MnO2 layers, ver-

sus weak van der Waals interactions between the MnO2 layers themselves. As the

strength of both the inter- and intra- layer interactions to first order only depend on

the quantity of monovalent cations in the layer, we approximate the surface energy

term in 𝜓 for 𝛿-A𝑥MnO2 · yH2O as a function of 𝑥 by a linear combination of the

surface-energy term derived for 𝛿-MnO2 and 𝛿-MnOOH, weighted by the quantity of

cations or equivalently, the average Mn oxidation state.

In the case of 𝛼-A𝑥MnO2, we rely on the surface energy of pure 𝛼-MnO2 as the

cation content of all relevant 𝛼-A𝑥MnO2 phases is low, such that the structure and

energy of any interface is unlikely to be significantly different from that of the pure

endpoint phase. While cation segregation to the interface is in principle possible,

resulting in surface enrichment and significantly different surface energy, such a pro-

cess is unlikely due to the strong electrostatic repulsion between A+ cations in the

𝛼-MnO2 tunnel and the favorable coordination environment provided by the 𝛼-MnO2

framework.

While the numerous approximations involved in the computation of the A𝑥MnO2

surface energies mean the resulting energies are not quantitatively precise, the most

basic behavior of surface energies in this system is determined by the type of bonds

that are broken within each structure - strong metal-oxygen bonds in the case of the

3D-bonded phases such as 𝛽 and 𝛼, versus weak van-der-Waals bonds in the case

of 𝛿. As a result, the surface energies of these two families of structures differ by

an order of magnitude, as can be seen in Table 4.1, such that even with the rough

approximations presented here, the general trends in surface-energy controlled phase

stabilization remain valid.
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Phase 𝛾 (J m−2) 𝜈 𝜌 (Mn/Å3)
𝛽-MnO2 1.54 3.85 0.036
R-MnO2 1.33 3.53 0.034
𝛼-A𝑥MnO2 1.19 5.35 0.030
𝛿-MnO2 0.12 12.77 0.030
𝛿-K0.33MnO2 0.14† 9.79† 0.023
𝛿-K0.50MnO2 0.18† 8.31† 0.023
𝛿-K0.75MnO2 0.25† 6.08† 0.021
𝛿-NaMnO2 0.56† 3.77† 0.027
𝛾-MnOOH 0.84 3.85 0.030
𝛼-MnOOH 0.65 4.34 0.029
𝛽-MnOOH 0.56 3.77 0.027
Mn3O4 1.53 3.30 0.038

Table 4.1: Computed and interpolated vacuum surface energies of MnO𝑥 phases.
† The surface energies and shape factors of 𝛿-A𝑥MnO2 phases are derived from an
interpolation of the surface energy term (𝛾𝜈

𝜌𝑟
) and shape factor 𝜈 for 𝛿-MnO2 and

𝛽-MnOOH. The surface energies of hydrated layered phases are taken to be the same
as those of the unhydrated phases.

4.6.2 Transition from 𝛽-MnOOH to Na-birnessite

In the case of sodium–containing manganese oxides, the most commonly observed

phase is layered birnessite 𝛿-Na𝑥MnO2 · yH2O.While the hollandite–type 𝛼-Na0.125MnO2

phase is computationally predicted to be stable, as can be seen in Figure 4-4, it has

not been reported experimentally. The growth of sodium birnessite can be accom-

plished in a moderately oxidizing solution starting with a Mn2+SO4 precursor, with

the oxidation strength set for example by ammonium persulfate (APS), and sodium

and pH controlled by the addition of NaOH. Under these conditions, corresponding

to an oxidation potential of approximately 250 mV, pure birnessite forms at pH 12

and higher, with a concentration of Na+ in excess of 1M. Lowering the pH slightly to

10 results in a sodium–free layered MnOOH product, with a structure corresponding

to the layered 𝛽-MnOOH phase, and further reductions in pH result in hausmannite

Mn3O4. At pH 11 a mixed phase product consisting of 𝛽-MnOOH and 𝛿-Na𝑥MnO2 ·
yH2O forms. While birnessite and hausmannite are thermodynamically stable under

some solution conditions, 𝛽-MnOOH is always metastable the bulk, suggesting that

the justification of its growth requires a closer analysis of the nucleation and growth
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process itself.
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Figure 4-6: Phase selection in the growth of manganese oxides from a sodium-
containing solution under fixed oxidation potential. a. Bulk stability of various proton
and sodium containing manganese oxides as a function of pH and aqueous sodium
potential. b. Effect of nano–scale size effects on the stability of these manganese
oxide phases, mapping the energetics relevant for phase selection during nucleation.
† The finite-size stability of Mn3O4 is not shown as the surface energy of Mn3O4 is
highly uncertain. ‡ 𝛾-MnOOH and Mn2O3 are computed to be nearly degenerate in
energy under these conditions, such that their relative stability is uncertain.

The pH–dependence in synthesis observed experimentally can be well–explained

by considering the finite–size energetics in the Na-Mn-O-H system. The phase di-

agram of 𝜓 corresponding to this synthesis environment, shown in Figure 4-6, il-

lustrates the transition in nucleation preference from birnessite 𝛿-Na𝑥MnO2 · yH2O

to 𝛽-MnOOH to Mn3O4, even though 𝛽-MnOOH is never favored in the bulk. In

fact, as can be seen in Figure 4-6a, the birnessite 𝛿-Na𝑥MnO2 · yH2O product is not

stable even at a 10M aqueous concentration of Na+, meaning that it is also a bulk–

metastable synthesis product at the synthesis conditions under which it is grown.

Only the formation of hausmannite Mn3O4 below pH 9 is can be explained by bulk

thermodynamics alone. The origin of the layered products at higher pH values is evi-

dent from the finite–size phase diagram shown in Figure 4-6b. The 𝛽-MnOOH phase
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is the favored phase at the nanoscale in a narrow pH window around pH 10, suggesting

that under these conditions it would nucleate first and may be retained if the reaction

is quenched quickly enough, in close agreement with experiment. Moving to higher

pH values, birnessite 𝛿-Na𝑥MnO2 · yH2O becomes the favored nucleation product,

consistent with its experimental observation above pH 11. The equilibrium product

under these conditions, 𝛼-Na0.125MnO2 only becomes stable at relatively large parti-

cle sizes, suggesting that the formation of this phase is kinetically suppressed due to

the ease to nucleating the competing birnessite phase.

4.6.3 Stepwise crystallization of 𝛼-K𝑥MnO2 and 𝛽-MnO2

Another system offering an opportunity to test size–dependent phase selection is

the potassium manganese oxides. When sodium is replaced with potassium, the 𝛼–

hollandite phase becomes significantly more stable, as discussed in an earlier section

of this chapter. Correspondingly, growth of manganese oxides from a potassium–

containing solution typically results in 𝛼-K𝑥MnO2, although layered birnessite–type

structures can also be obtained[156, 182, 157, 183, 184]. Furthermore, starting with

the highly oxidized KMn7+O4 precursor rather than the Mn2+SO4 used in the previous

synthesis helps to achieve higher oxidation potentials in solution and probe a differ-

ent region of phase space, where for example the pure MnO2 phases are expected be

stable. Following previously reported synthesis procedures[156, 182, 157, 183, 184],

we obtain a manganese oxide product hydrothermally from a solution of KMnO4,

HMnO4, and HNO3 with a ORP of 1200 mV and pH 2, focusing on solutions with

[K+] < 10−6M and [K+] = 0.2M. We monitor phase evolution in the crystallizing

product using in-situ x–ray scattering, and compare to the quasi–thermodynamic

stability map of the K-Mn-O-H system as a function of K+ potential and particle

size. The comparison of the order of phases observed in-situ, and the order of phases

predicted by the size–dependent phase diagram offers a direct test of how well our

quasi–thermodynamic analysis is able to predict a real growth pathway.
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Figure 4-7: Phase selection in the growth of manganese oxides from a potassium-
containing solution under fixed oxidation potential. a. Bulk stability of various
proton and sodium containing manganese oxides as a function of pH and aqueous
potassium potential. b. Effect of nano–scale size effects on the stability of these
manganese oxide phases, mapping the energetics relevant for phase selection during
nucleation. c.,d. Phase evolution during the hydrothermal growth of manganese
oxide from solutions with [K+] < 10−6M (c.) and [K+] = 0.2M (d.) as mapped
by in-situ x-ray scattering. The 𝛿’ and 𝛿” phases denote partial disorder in the
layer stacking. 𝛾’ denotes a disordered integrowth of the R and 𝛽 phases which was
not explicitly considered in the finite–size phase diagram due to the complexity of
resolving surface energies of disordered phases.

A comparison of the phases predicted to be size–stabilized and observed in-situ

is illustrated in Figure 4-7. Within the experimentally relevant range of potassium

potentials, the only bulk–stable products are the 𝛽-MnO2 and 𝛼-K𝑥MnO2 phases, as

can be seen in Figure 4-7a. Taking into account finite–size effects and nucleation pref-

erence however reveals a much richer phase diagram, as can be seen in Figure 4-7b.

The layered 𝛿-MnO2 and 𝛿-K0.33MnO2 · 0.66H2O phases are favored at the small-

est sizes and by initial nucleation. At intermediate particle sizes and low potassium
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potentials, the ramsdellite R-MnO2 phase are stabilized. Finally, at particle sizes

exceeding approximately 10nm in radius, the bulk-stable 𝛽-MnO2 and 𝛼-K𝑥MnO2

phases become stable.

Experimental results in the low potassium region, shown in Figure 4-7c, give close

agreement with the predicted order of phase formation. Initially, a 𝛿-MnO2 phase

nucleates, albeit with significant disorder in its layer stacking as could be expected

from the weak van-der-Waals interactions between the otherwise non–interacting O-

Mn-O layers. At intermediate reaction times, a disordered 𝛾’ phase forms, which

consists primarily of R-MnO2 domains, with approximately 20% intergrowth of 𝛽-

MnO2. While the surface energy of this phase is not explicitly known, it is reason-

able to expect that it would be similar to that of R-MnO2 owing to their structural

similarity. Finally, the equilibrium endpoint of the synthesis is the 𝛽-MnO2 phase.

This pathway is qualitatively consistent with the progression predicted by the size–

dependent phase diagram, offering support for the predictive power of the underlying

quasi–thermodynamic analysis.

The higher-potassium region reveals a somewhat more complicated picture. The

size–dependent phase diagram predicts a progression of phases starting with the nu-

cleation of 𝛿-K0.33MnO2 · 0.66H2O, proceeding to the formation of R-MnO2 and 𝛽-

MnO2, and finally settling on 𝛼-K0.125MnO2. In contrast, experimentally, only the 𝛿-

K0.33MnO2 · 0.66H2O starting point and 𝛼-K0.125MnO2 endpoints are observed. This

discrepancy is consistent with the assumptions of the quasi–thermodynamic analysis.

The size–dependent phase diagram provides a highly restricted list of phases which

may form. However, kinetic barriers not included in the finite–size analysis may al-

ways suppress the formation of a predicted phase. In the case of K-MnO2 growth, we

may speculate that the formation of R-MnO2 and 𝛽-MnO2 intermediates is suppressed

because their formation would involve the segregation of all the potassium in the sys-

tem into the solution, as K+ defects are very unstable in these structures. Thus, in

a diffusion–limited regime, only the 𝛿-K0.33MnO2 · yH2O and 𝛼-K0.125MnO2 phases
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are accessible. Nonetheless, this observed discrepancy highlights the importance of

resolving kinetic obstacles to otherwise thermodynamic pathways to the prediction of

practical synthesis pathways.

4.7 Conclusion

To summarize, in this chapter I addressed the role of off–stoichiometry in determining

phase selection based on a case study of manganese oxides.

I first described the coupling between intercalation reactions and structure se-

lection during MnO2 synthesis, focusing in particular on the 𝛽, 𝛼, R, 𝛾, 𝛿, and 𝜆

polymorphs of MnO2, synthesized from alkali and alkali-earth containing aqueous

solutions. I have identified the compositions and solution conditions that could be

expected to stabilize each of the common MnO2 frameworks, and identified likely

mechanisms leading to the formation of these polymorphs. Specifically, the 𝛼 phase

is stabilized by Na+, Ca2+, K+ and hydration due to its ability to highly coordinate

cations with framework oxygens or inserted H2O. The 𝜆 phase is stabilized by Li+ and

Mg2+, which prefer the small, low coordination sites in this structure. The 𝛿 phase

is stabilized by hydration and in particular Na+. To explain these results, I have

highlighted the key importance of (1) the compatibility between available interstitial

sites and cation bonding preference, (2) the ability of the transition metal framework

to accommodate the valency of the intercalant, and (3) the ability of water to form

a partial solvation shell around the intercalated alkali, on the stabilization of MnO2

frameworks by alkali intercalation. Finally, I identified (4) the key importance of

protons in the formation of the R and 𝛾 forms of MnO2, both during hydrothermal

processing and electrochemical deposition.

Second, I explored the selectivity of off–stoichiometry in guiding phase selection,

contrasting phases whose structural degrees of freedom are well–constrained by an
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intercalated ion, to the case of the polytypic todorokite phase. Precisely understand-

ing such nanostructural features in materials is essential to the rational assessment of

structure-property relationships. Through atomic resolution imaging[197] and DFT

calculations, my collaborators and I have demonstrated that Mg2+-stabilized MnO2

todorokite should not be seen as a pure 𝜏(3x3) tunnel structure but rather as a

polytypic 𝜏(Nx3) family, where N is an integer generally less than or equal to 6,

with 3 by 3, 4 by 3 and 5 by 3 tunnels appearing most frequently. We rationalized

this intrinsic polytypism by the non-specific stabilization of 𝜏(Nx3) structures by

the co-incorporation of Mg2+ and water into the MnO2 tunnels during hydrothermal

synthesis. The resolution of the precise structural character of todorokite provides

an opportunity for the precise evaluation of structure-property relationships in this

phase, connecting the unique distribution of large tunnel sizes to functionality in

catalysis, charge storage, and molecular sieving. More generally, we anticipate that

the relationship we derived between constrained structural degrees of freedom and

polytypism can be applied to the structural features of synthetic todorokites sta-

bilized by other cationic complexes, as well as other transition metal oxide phases

stabilized by cation intercalation and hydration.

Finally, I described two experiments validating the quasi–thermodynamic view

of synthesis proposed in chapter 1. Based on a case study of the crystallization

of manganese oxides, my collaborators and I have shown that this analysis consis-

tently identifies synthetically accessible metastable phases, and the conditions under

which they may be obtained. However, certain intermediate phases predicted by

this analysis do not form, likely due to limitations on diffusion on the timescale of

particle growth. The particle–size/alkali–potential phase diagrams derived here to

map phase stability throughout nucleation and growth greatly restrict the space of

potential synthesis products, but still do not account for phases made inaccessible

by the slow kinetics of solid–solid transformations. Nonetheless, the close agreement

achieved between the predicted synthesis pathways and experimental observations

lends significant credibility to the predictive power of the quasi–thermodynamic view
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of synthesis developed here, and suggests promising directions for further work in

understanding materials growth.
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Chapter 5

Functionality from metastability -

MnO2 based catalysis

In this chapter, I present an example of a functional metastable material, whose

unique properties arise from kinetically–trapped structural features. In manganese

oxides, tetrahedrally–coordinated Mn is only observed in the reduced Mn3O4 phase,

but can be metastably retained in higher oxidation states by rapid electrochemical

oxidation. The resulting material forms a highly active oxygen evolution catalyst[203,

148]. In this chapter, I demonstrate that the superior catalytic performance of this

material originates from these metastable tetrahedral Mn sites.

The content of this chapter is based, often verbatim, on a collaborative manuscript

that is in preparation for publication. The work presented here consists of my the-

oretical analysis of the experimental results, which are available in full detail in the

referenced publication:

Z. Chan, D. A. Kitchaev, J. Nelson Weker, C. Schnedermann, K. Lim, G. Ceder, W.

Tumas, M. F. Toney, D. G. Nocera. “Electrochemical trapping of metastable Mn3+

ions for activation of MnO2 oxygen evolution catalysts.” [in preparation] (2017)
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5.1 Oxygen evolution catalysis

The widespread implementation of solar energy at the level needed for global energy

demand [204, 205] requires its efficient storage in the form of fuels [206]. The con-

version of water to H2 and O2 is one of the most energy dense carbon-neutral fuel

schemes to store solar energy[207]. Effective catalysts for the hydrogen evolution re-

action (HER) and oxygen evolution reaction (OER) require a design that manages the

coupling of electrons and protons so as to avoid high energy intermediates [208, 209].

Of these two proton-coupled electron transfer reactions, the OER is more kinetically

challenging because it requires the management of four electrons and four protons.

Oxidic catalysts of cobalt[210, 211, 212, 213, 214], nickel[215, 216, 217, 218, 219],

manganese[203, 220] and other earth-abundant metals [221, 222] allow OER to be

performed efficiently under a wide range of conditions including non-basic solutions,

where corrosion of the catalysts may be circumvented by self-healing[223]. The man-

ganese oxidic OER catalysts are particularly unique as they are distinguished by their

ability to perform OER in acid [203, 220, 148, 221, 222, 223, 224, 225, 226, 227, 228,

229]. The OER activity of MnO2 polymorphs is greatly enhanced when Mn3+ ions

are present in the lattice [53, 230]. The Mn3+ ions may be introduced by cycling the

potential of the MnO2 polymorph [231, 232]. Alternatively, the Mn3+ ions may also

be introduced chemically by using comproportionation of MnO2 with Mn(OH)2 to

produce a hausmannite-like intermediate (𝛼-Mn3O4) where Mn3+ ions are trapped in

tetrahedral sites [203].

In this work, MnO2 films activated with Mn3+, henceforth referred to as MnO*3+
2 ,

are generated by the comproportionation of Mn4+ and Mn2+, induced by a multistep

electrochemical deposition of Mn(OH)2 onto birnessite 𝛿-MnO2 between 1.1V and

-0.4V versus NHE. Upon re–oxidation of these films back to a MnO2 state, ex situ

X-ray absorption spectra indicate an average Mn oxidation state of +3.6 to +3.8, re-

spectively, instead of the expected +4.0 of MnO2. X-ray absorption spectroscopy and

other XPS studies on CV deposited MnO2 films also estimate an average oxidation
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state of +3.6-3.8, which is consistent with the presence of Mn3+ [231, 232]. However,

while Mn3+ appears to be present in the material and phenomenological known to

enhance OER activity, the role of Mn3+ in activating films is not understood or why

such a reduced state would persist under oxidizing conditions.

Our computational analysis reveals that Mn3+ in tetrahedral oxygen lattice sites

are kinetically stable, and that the Mn3+ sterically strains the lattice raising the 2p O

valence band above the Mn3+(Td) and Mn4+(Oh) valence bands with a commensurate

lowering of the metal-based conduction bands. Oxidation of tetrahedral Mn3+ is thus

more difficult than that of oxygen. These results rationalize why Mn3+ is observed

to persist at the onset of OER in MnO2 polymorphs and why the presence of Mn3+

enhances OER.

5.2 Computatonal methods

To characterize the electronic structure of MnO*3+
2 catalyst, in particular focusing

on accurately reproducing the relative energy levels of the transition metal and oxy-

gen states, we rely on hybrid density functional theory calibrated using the GW

approximation[233]. This methodology has been recently reported to accurately

reproduce the properties of insulators[234] with mixed Mott-Hubbard and charge–

transfer behavior, such as the MnO*3+
2 system at hand. Specifically, we calibrate the

fraction of exact Hartree–Fock (HF) exchange, 𝛼EX, introduced into a HSE–type hy-

brid exchange–correlation functional[34] to reproduce the Kohn–Sham gap obtained

from a G0W0 calculation:

𝐸XC = (1 − 𝛼EX)𝐸PBE
x + 𝛼EX𝐸

HF
x + 𝐸PBE

c

where 𝐸XC is the exchange–correlation energy and PBE refers to the Perdew-Burke-

Ernzerhof exchange–correlation functional[9]. We choose an exact exchange fraction

value of 𝛼EX = 0.35 based the band gap of 𝛼-Mn3O4, computed in G0W0 to be 3.0
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eV, in reasonable agreement with previous calculations[235] and experiment[236, 237,

238]. By calibrating to 𝛼-Mn3O4, we aim to capture the behavior of both tetrahe-

drally and octahedrally coordinated Mn, which are all present in this structure. We

note that the value obtained by calibration to the birnessite-type MnOOH is also 𝛼EX

= 0.35, while that obtained by calibration to the experimental band gap of 𝛼-Mn3O4,

or the purely octahedral birnessite MnO2 structure is 𝛼EX = 0.29. This difference

however does not lead to any qualitative changes in the calculation outcomes to the

best of our knowledge. All calibration curves are available in Appendix H.

To investigate the redox behavior of mixed tetrahedally and octahedrally–coordinated

Mn within an oxide lattice, we study the oxidation behavior of the 𝛼-Mn3O4 struc-

ture, as it contains both types of Mn environments, and is structurally similar to the

MnOx catalyst. We follow a computational methodology previously reported for iden-

tifying defect–induced redox behavior in transition-metal semiconductors[239, 240] -

starting with the 𝛼-Mn3O4 structure, we remove electrons from the system one by

one, compensating the charge with a homogeneous jellium background, and allowing

the system to locally relax while keeping the overall lattice fixed. We then track the

oxidation states of the Mn and O atoms in the system by tracing the evolution of their

magnetic moment, as the magnetic moment is a precise signature of Mn2+, Mn3+,

Mn4+, as well as O2- and O-.

All first–principles calculations are performed using the Vienna Ab-Initio Simula-

tion Package (VASP)[5, 6] using the projector–augmented wave method[8], a recipro-

cal space discretization of 15 Å-1 and a plane–wave cutoff of 650 eV. All calculations

are converged to 0.01 eV Å-1 on forces, and 10-8 eV on total energy to ensure that a re-

liable minimum is found. Structural models for Mn3O4, as well as MnO2 and MnOOH

used in the calibration are obtained from the Inorganic Crystal Structure Database

(ICSD)[19], with magnetic orderings chosen based on small supercell enumerations as

suggested by previous benchmarks for the MnO2 system[151].
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5.3 Impact of Mn(Td) on electronic structure
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Figure 5-1: Electronic structure of the activated catalyst, based on an oxidized 𝛼-
Mn3O4 hausmannite structure as a model system containing both octahedral and
tetrahedral Mn-O environments. a. Schematic representation of the 𝛼-Mn3O4 haus-
mannite and 𝛿-MnO2 structures, illustrating their common underlying face-centered-
cubic oxygen framework, and similarity in octahedral Mn structure. The unique
tetrahedral Mn sites in 𝛼-Mn3O4 are highlighted. b. Evolution of oxidation states of
Mn and O as electrons are removed from the 𝛼-Mn3O4 model system. c. Schematic of
the band structure of the activated catalyst system, derived from the “𝛼-Mn3O4-3e−”
model. The Td and Oh sections of the band diagram represent tetrahedral and oc-
tahedral Mn environments, while the Jahn-Teller orbital depicts the relative position
of the Oh LUMO accounting for structural relaxation through Jahn-Teller distortion.

The catalysis mechanism underlying the superior performance of the activated

𝛿-MnO2 films (i.e., 𝛿-MnO*3+
2 ) can be understood by consideration of the electronic

structure derived from the various local Mn-O ligand fields. Ex-situ PDF analysis

reported previously[148] indicates that the activated 𝛿-MnO*3+
2 catalyst comprises

𝛼-Mn3O4 hausmannite-like and 𝛿-MnO2 birnessite-like phases, and does not con-

tain any other known crystalline MnO2 polymorph phases. Both of these structures

comprise face-centered-cubic oxygen frameworks with Mn occupying octahedral and

tetrahedral interstitial sites[90], as illustrated in Figure 5-1a. Previously reported
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XAS characterization[148] establishes the presence of Mn3+ or Mn4+ sites in the acti-

vated 𝛿-MnO*3+
2 film. Understanding the effect of the Mn3+ on the electronic structure

of 𝛿-MnO*3+
2 is thus key to revealing the source of superior catalytic activity.

While the exact structure of an amorphous film is not amenable to a precise

atomistic description, electronic behavior of the activated catalyst can be modeled

by electronic titration of hausmannite 𝛼-Mn3O4 from its initial Mn2.66+ average oxi-

dation state, to Mn4+. As the 𝛼-Mn3O4 structure contains both the tetrahedral and

octahedral Mn environments of interest, and no others, it provides a first-order ap-

proximation of the electronic structure of the catalyst, which can inform a discussion

of the enhanced activity resulting from Mn3+ incorporation into a native Mn4+ oxidic

lattice. Thus, oxidized 𝛼-Mn3O4 provides a tractable local environment model of the

oxidized, partial tetrahedral structure of 𝛿-MnO*3+
2 .

The oxidation behavior of this structural model, shown in Figure 5-1b, provides

a picture of the relative stability of various oxidation states in the mixed tetrahe-

dral/octahedral 𝛿-MnO*3+
2 structure. From the initial hausmannite starting point, all

tetrahedral Mn exists in the 2+ oxidation state whereas octahedral Mn exists in the

3+ oxidation state. The valence band is dominated by a tetrahedral Mn2+(Td) state,

while the octahedral manganese ions are in Jahn-Teller distorted, high-spin Mn3+(Oh)

state, as expected for hausmannite[241]. As the structure is oxidized, electrons are

removed from the high-energy tetrahedral Mn states forming tetrahedral Mn3+(Td)

alongside the octahedral Mn3+(Oh) states. The next oxidation step removes elec-

trons from the octahedral manganese sites, forming Mn4+(Oh). Once 3 electrons per

formula unit are removed from the Mn3O4 structure, all octahedral manganese are

in the Mn4+(Oh) state, while all tetrahedral manganese ions are in the Mn3+(Td)

state. At this point the valence band is dominated by oxygen states, rather than

tetrahedral Mn3+(Td) states, indicating that the oxidation of tetrahedral Mn3+(Td)

is more difficult than that of oxygen. Consistent with this result, upon further oxi-

dation, electrons are extracted from O2p orbitals, while the tetrahedral sites remain
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as Mn3+(Td) (Figure 5-1b). Indeed, after the onset of oxygen oxidation, some of

the octahedral Mn regains some Mn3+(Oh) character. Thus, with the observation of

the energy ordering of a O valence band to higher energy than that of manganese

valence bands, we conclude any tetrahedral Mn in the activated film would remain

as Mn3+(Td) even under highly oxidizing conditions, forcing oxygen electrons to the

valence band edge even for an average Mn oxidation state below Mn4+, as is observed

in the in situ XAS data published elsewhere[242]

A schematic illustration of the electronic structure of the activated film, derived

from the fully oxidized 𝛼-Mn3O4 structural model, is given in Figure 5-1c. Consis-

tent with the results of the electronic titration calculation (Figure 5-1b), the highest

occupied molecular orbital (HOMO) is dominated by O2p states, while the lowest un-

occupied molecular orbital (LUMO) is comprised of antibonding states of tetrahedral

Mn3+(Td). Octahedral Mn is oxidized from Mn3+(Oh) to Mn4+(Oh) at a higher po-

tential than that of the tetrahedral Mn2+/3+(Td) transition; the origin of this order

of oxidation potentials lies in the stabilization of octahedral Mn3+(Oh) by Jahn-Teller

distortion. In the undistorted octahedral environment found with Mn4+(Oh) the un-

occupied antibonding e𝑔 state is shifted up in energy and lies above the LUMO of

tetrahedral Mn3+(Td). A more subtle effect on energy ordering arises from the im-

pact of local tensile strain as adjacent tetrahedral and octahedral environments are

oxidized. As Mn3+(Td) states initially form from Mn2+(Td), the average Td Mn-O

bond length decreases from 2.04 Åto 1.98 Å. Upon oxidation of the nearby octahedral

environments to Mn4+(Oh), the strong Mn-O bonding in the octahedra stretches the

bonds in the tetrahedral environment, increasing the average Td Mn-O bond length

to 2.16 Å. This local strain confers more ionic character to the Td Mn-O interaction

and lowers the energy of the antibonding Td LUMO, further decreasing the energy

gap between the occupied O2p states and unoccupied Mn states. This decrease in

energy gap leads to a further facilitation of the OER, as these stabilized empty states

accept the electrons released from reductive elimination of O2.
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Figure 5-2: Band structure alignment between the activated catalyst model structure
(𝛼-Mn3O4-3e−) and ideal 𝛿-MnO2 birnessite, based on the characteristic features of
the Mn4+(Oh) environment present in both structures. The alignment reveals the
presence of high-energy oxygen states in the activated catalyst structure, visible as
an additional set of occupied oxygen states ranging up to 0.6 eV above the Fermi level
of 𝛿-MnO2 birnessite.

An important feature of the electronic structure of the activated catalyst is the

relative position of the HOMO oxygen band versus that of pure 𝛿-MnO2 birnessite.

We align the band structures of the two structures using characteristic features of the

Mn4+(Oh) environment present in both structures, effectively measuring the position

of the occupied oxygen states with respect to the transition metal 𝑑-bands shared

by both structures. Based on this alignment (Figure 5-2), we conclude that the

activated catalyst contains higher energy oxygen states than pure 𝛿-MnO2 birnessite,

with the oxygen band in the catalyst extending up to 0.6 eV above the Fermi level
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of birnessite. Note that while the absolute values of the HOMO-LUMO gaps may be

overestimated by the computational methodology employed here, their relative values

are reliable. The presence of these higher-energy oxygen states can be rationalized

by the significant tensile strain experienced by oxygen bridging Mn3+ and Mn4+

environments, as this strain decreases the Mn-O orbital overlap and destabilizes the

bonded state.

5.4 Impact of Mn(Td) on catalyst performance

The observation of tetrahedral Mn in the fully oxidized and activated 𝛿-MnO*3+
2 film

gives valuable insight into the electronic structure of the activated catalyst and pro-

vides a rationale for superior performance in the presence of Mn3+ in enhancing OER

catalysis on MnO2 polymorphs. Qualitatively, Mn3+ is well known to promote oxy-

gen evolution [203, 243, 244, 245, 246], but has been difficult to isolate in neutral

and acidic conditions[247]. Based on the Mn Pourbaix diagram[173], Mn2O3 and

MnOOH may only be stable under alkaline conditions, while under acidic conditions,

the only stable oxidation states of manganese are Mn2+ and Mn4+. Correspondingly,

Mn3+, if formed within an oxide lattice, typically disproportionates to form Mn2+

and Mn4+ bellow pH 9 [247, 173, 248, 165]. One unique feature of our catalyst is that

Mn in tetrahedral sites is kinetically trapped, and in a fully oxidized structure, the

tetrahedral Mn is forced to remain as Mn3+(Td). Indeed, in the oxidized 𝛿-MnO*3+
2

film, where all octahedral Mn is fully oxidized to Mn4+(Oh) and tetrahedral Mn is

fully oxidized to Mn3+(Td), no disproportionation reaction is possible nor is it ob-

served. This result is supported by the experimental XAS studies of the activated

material[242] that show a persistent average Mn oxidation state of Mn3.6+−3.8+, with

only Mn3+ and Mn4+ in the fully oxidized film under anodic conditions.

The persistence of the metastable tetrahedral Mn species in the oxidized film is

consistent with the migration behavior of Mn in rocksalt-derived oxides such as haus-

mannite and birnessite. Previous studies have found that Mn migration through the
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structure proceeds through hops between adjacent Td and Oh sites. However, Mn2+

is the only species that is able to migrate between these Td and Oh sites in the struc-

ture, while Mn3+ and Mn4+ are immobile[165, 249]. Thus, Mn3+ “migrates” only by

disproportionating into Mn2+ and Mn4+, after which the Mn2+ ion moves through

the structure[250]. As no disproportionation reaction is possible in the fully oxidized

𝛿-MnO*3+
2 film, we speculate that the Mn is kinetically locked in its metastable Td site.

The role of the activation procedure described previously[203, 148] is to create ki-

netically stabilized, tetrahedral Mn3+ states. Each cathodic pulse results in a surface

layer of Mn3O4, through the comproportionation of freshly-deposited Mn(OH)2 with

𝛿-MnO*3+
2 surface layers. Upon rapid, low-temperature oxidation through the electro-

chemical extraction of any protons or the partial redissolution of Mn, the film is unable

to recrystallize into a typical, fully octahedral 𝛿-MnO2 structure, and maintains some

Mn Td character. These sites create Mn3+(Td) states, immune to disproportionation,

unlike other manganese oxides under acidic conditions.

The electronic structure of the activated film, shown in Figure 5-1c, suggests a

mechanistic role for Mn3+(Td) states in driving oxygen evolution through both the

generation of reactive oxygen states, and a decreased HOMO-LUMO gap. The acti-

vated film has the general structure of a charge-transfer insulator, with the HOMO

dominated by particularly weakly-bound O 2p states, while the LUMO consists of

antibonding states within the Mn3+(Td) environment. Such an electronic structure

has been generally correlated to high oxygen evolution activity[251]. Mechanistically,

in such a structure, electronic excitations create oxygen holes (Mn𝑛-O → Mn𝑛−1-O·),
forming highly reactive oxyl radicals, which are known to be critical intermediates in

the PCET transformation of H2O to O2 [245, 252, 250, 253, 254, 255, 256], and in

the proposal of reductive coupling [257, 258] and excess charging in Li batteries [259].

The generation of oxyl radicals resulting from a high lying O 2p valence band, with

the population of oxygen radicals inversely proportional to the size of the HOMO-

LUMO energy gap, is an emerging precept for the origin of enhanced OER activity
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in oxidic metal catalysts [260]. While pristine birnessite 𝛿-MnO2 has similar charge-

transfer character to the activated film, the oxygen in 𝛿-MnO2 is significantly more

bound than in the activated catalyst, as evidenced by the lower absolute energy of the

oxygen band. Furthermore, the HOMO-LUMO gap is calculated to be between 2.8

and 3.4 eV, which results in a very small population of reactive oxygen radicals. In

contrast, the metastable Mn3+(Td) states of 𝛿-MnO*3+
2 create low-lying metal states,

with a calculated HOMO-LUMO gap of 1.9 eV, which can be further decreased by

local tensile strains likely present around these tetrahedral sites.

The redox behavior of the activated 𝛿-MnO*3+
2 material is similar to that observed

in disordered Li-excess materials which have recently received significant attention as

high-capacity cathodes for Li-ion batteries. The competition between Mn3+/4+ and

oxygen oxidation found in the 𝛿-MnO*3+
2 catalyst is analogous to the activation of oxy-

gen redox preferentially to transition metal oxidation in Li-excess cathodes[261, 257].

In both cases the redox behavior is controlled by unique local bonding environ-

ments, with strained metal-oxygen bonds in this material, and poorly hybridized

Li-O-Li environments in Li-excess cathodes leading to the formation of reactive oxy-

gen states[259, 262]. Similarly, transition metal oxidation is suppressed in both cases

by constraining metal-oxygen bond lengths to that of the reduced state[263]. The

result of these mechanisms is a promotion of oxygen evolution from the disordered,

metastable material, which, while detrimental to reversible performance in Li-ion bat-

teries, is the functional objective of an oxygen evolution catalyst.

5.5 Conclusion

To summarize, I have argued that metastable tetrahedral Mn resists oxidation to

Mn4+ and thus promotes the evolution of oxygen from an activated 𝛿-MnO*3+
2 cat-

alyst. My collaborators and I have shown that the incorporation of Mn3+, which

typically disproportionates in oxide lattices, is enabled by the comproportionation of
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Mn4+ in the form of MnO2, and Mn2+ in the form of Mn(OH)2. The kinetic trapping

of Mn3+ is thus only possible via this comproportionation effect which requires the

generation of OH− and the presence of Mn2+. Furthermore, we have shown that

Mn3+ is stabilized in a Td ligand field, introducing a local strain into the oxide lattice

that produces a HOMO level primarily dominated by O 2p valence states and an

unoccupied metal-based LUMO state with an attenuated HOMO-LUMO gap. These

factors together contribute to enhanced OER activity by facilitating oxyl radical for-

mation for reductive coupling to produce oxygen. More generally, the identification

of a highly–strained, electrochemically active metastable local environment motivates

a further exploration of similar metastable materials for catalysis applications.
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Chapter 6

Concluding remarks

In this thesis, I have proposed, implemented, and validated a first–principles frame-

work for evaluating the synthesizability of inorganic materials. I have sought to

analyze synthesis from a quasi–thermodynamic perspective, with the hypothesis that

phase selection in the formation of a solid is guided by local equilibrium. I have

shown that it is possible to obtain the set of possible synthesis products, as well as

the conditions required for the formation of each of them, from the ground states of

a thermodynamic potential appropriately chosen to represent the synthesis reaction.

In chapter 2, I discussed the first–principles methods necessary to implement

this quasi–thermodynamic scheme with sufficient accuracy. I identified and bench-

marked the new strongly–constrained and appropriately–normed (SCAN) meta–GGA

exchange–correlation functional as uniquely well suited for the computation of structure–

sensitive thermodynamics. Furthermore, I developed a thermodynamic referencing

scheme for SCAN in order to alleviate errors in transition metal electron transfer

inherent to a non–empirical semi–local functional, establishing a general method pro-

viding sufficiently accurate thermochemistry for the analysis of synthesis.

In chapters 3 and 4, I proceeded to validate the quasi–thermodynamic picture of

synthesis by rationalizing known synthesis recipes for the polymorphs of FeS2 and

MnO2, obtained through hydrothermal growth. I demonstrated that phase selection
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in these two systems can be rationalized by considering the quasi–thermodynamic

effect of finite–size stability, controlled by adsorption of spectator–ions from solution,

and bulk off–stoichiometry. Finally, I confirmed that the joint effect of finite–size sta-

bility and bulk off–stoichiometry yields an accurate prediction of synthesis pathways

and outcomes in two new manganese oxide syntheses.

Finally, in chapter 5, I provided an example of unique materials functionality

enabled by metastability. Analyzing a recently reported manganese oxide oxygen

evolution catalyst, I showed that the high catalytic activity observed originates from

metastable tetrahedral Mn3+ ions retained in the structure from a reduced spinel–type

precursor phase. The unique electronic structure provided by these metastable local

environments suggest both a new direction in the development of oxygen evolution

catalysts, and motivates the further development of metastable materials as unique

functional materials.

A remaining issue in this analysis of synthesis is the question of kinetic phase

retention once the system evolves outside of a given phase’ region of stability. A

closely related question is that of kinetic obstacles to the formation of locally stable

phases, as observed in chapter 4. Taking the view of a reaction system evolving from

precursor to product along some reaction coordinate, and a local minimization of its

free energy, an equivalent formulation of these questions is how do kinetic obstacles

to phase transformation map to the the energy along the reaction coordinate and

affect the accessible degrees of freedom for local relaxation. While this question may

be addressed directly through molecular dynamics or constrained migration simula-

tions, these methods can only provide case-by-case insight at a significantly lower

throughput than the quasi–thermodynamic analysis developed here. Thus, an alter-

native, more robust approach to the question of kinetic limitations is necessary. For

example, diffusion–limited growth may potentially be modeled as a modification in

the local chemical potential of the diffusion–limited specie, or may correspond to a

constraint on local structure and composition as in the example discussed in chapter
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5. Resolving these truly kinetic features in a scalable quasi–thermodynamic manner

would complete the broad analysis of synthesizeability described in this thesis, and

allow for quantitatively–accurate computational synthesis prediction.
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Appendix A

Reference data for benchmaking the

SCAN functional

Table S1: Formation enthalpy (eV/atom) of main group

compounds

System Experiment[95] PBE SCAN PBE error SCAN error
AlAs -0.61 -0.487 -0.595 -0.12 -0.01
AlCl3 -1.82 -1.51 -1.783 -0.31 -0.04
AlF3 -3.90 -3.552 -4.113 -0.35 0.21
AlN -1.61 -1.409 -1.728 -0.20 0.12
Al2O3 -3.47 -3.017 -3.504 -0.45 0.03
Al2S3 -1.50 -1.061 -1.233 -0.44 -0.27
Al2Se3 -1.18 -0.846 -0.981 -0.33 -0.20
Al2Te3 -0.68 -0.451 -0.496 -0.23 -0.18
BaO -2.86 -2.481 -2.829 -0.38 -0.03
BaO2 -2.19 -1.853 -2.124 -0.34 -0.07
BaS -2.38 -2.081 -2.352 -0.30 -0.03
BeO -3.14 -2.762 -3.215 -0.38 0.08
BeS -1.21 -1.061 -1.338 -0.15 0.13
Be3N2 -1.22 -1.078 -1.399 -0.14 0.18
CaCl2 -2.75 -2.403 -2.725 -0.35 -0.03
CaF2 -4.21 -3.900 -4.456 -0.31 0.25
CaO -3.29 -2.968 -3.353 -0.32 0.06
CaS -2.45 -2.155 -2.432 -0.30 -0.02
GaAs -0.37 -0.352 -0.374 -0.02 0.00
GaCl3 -1.36 -1.111 -1.272 -0.25 -0.09
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GaF3 -3.01 -2.609 -3.076 -0.40 0.07
GaN -0.81 -0.480 -0.655 -0.33 -0.16
GaS -1.09 -0.652 -0.699 -0.44 -0.39
GaSb -0.22 -0.165 -0.153 -0.06 -0.07
GaSe -0.83 -0.595 -0.606 -0.24 -0.22
Ga2O3 -2.26 -1.858 -2.187 -0.40 -0.07
Ga2S3 -1.07 -0.664 -0.746 -0.41 -0.32
Ga2Se3 -0.85 -0.589 -0.632 -0.26 -0.22
GeS -0.39 -0.333 -0.222 -0.06 -0.17
GeSe -0.48 -0.249 -0.171 -0.23 -0.31
InAs -0.31 -0.249 -0.317 -0.06 0.01
InN -0.10 0.082 -0.109 -0.18 0.01
InS -0.70 -0.509 -0.646 -0.19 -0.05
InSb -0.16 -0.131 -0.174 -0.03 0.01
InTe -0.50 -0.298 -0.308 -0.20 -0.19
In2O3 -1.92 -1.600 -1.952 -0.32 0.03
In2S3 -0.74 -0.557 -0.692 -0.18 -0.05
KC -2.26 -1.964 -2.236 -0.30 -0.02
KF -2.94 -2.699 -3.097 -0.24 0.16
KSb -0.43 -0.443 -0.53 0.01 0.10
KSb2 -0.37 -0.304 -0.354 -0.07 -0.02
K2O -1.25 -1.031 -1.27 -0.22 0.02
K2O2 -1.28 -1.066 -1.259 -0.21 -0.02
K2S -1.31 -1.068 -1.253 -0.24 -0.06
K2S2 -1.12 -0.940 -1.103 -0.18 -0.02
K2Se -1.36 -1.110 -1.284 -0.25 -0.08
K3As -0.48 -0.335 -0.439 -0.15 -0.04
K3Bi -0.60 -0.382 -0.460 -0.22 -0.14
K3Sb -0.47 -0.418 -0.507 -0.05 0.04
K5Sb4 -0.44 -0.444 -0.53 0.00 0.09
LiCl -2.12 -1.816 -2.095 -0.30 -0.03
LiF -3.19 -2.923 -3.37 -0.27 0.18
Li2O -2.07 -1.837 -2.113 -0.23 0.04
Li2O2 -1.64 -1.416 -1.636 -0.22 0.00
Li2S -1.52 -1.341 -1.527 -0.18 0.01
Li2Se -1.45 -1.267 -1.436 -0.18 -0.01
Li3Bi -0.60 -0.535 -0.601 -0.06 0.00
Li3N -0.43 -0.369 -0.510 -0.06 0.08
Li3Sb -0.83 -0.637 -0.699 -0.19 -0.13
MgCl2 -2.21 -1.864 -2.161 -0.35 -0.05
MgF2 -3.88 -3.550 -4.053 -0.33 0.17
MgO -3.11 -2.715 -3.121 -0.40 0.01
MgS -1.79 -1.433 -1.658 -0.36 -0.13
MgSe -1.52 -1.257 -1.440 -0.26 -0.08
MgTe -1.08 -0.879 -0.991 -0.20 -0.09
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Mg3Bi2 -0.32 -0.208 -0.266 -0.11 -0.05
Mg3Sb2 -0.49 -0.370 -0.415 -0.12 -0.08
NaCl -2.13 -1.813 -2.098 -0.32 -0.03
NaF -2.97 -2.700 -3.137 -0.27 0.17
NaSb -0.33 -0.333 -0.404 0.00 0.07
NaTe3 -0.35 -0.388 -0.473 0.04 0.12
Na2O -1.43 -1.219 -1.476 -0.21 0.05
Na2O2 -1.32 -1.077 -1.293 -0.24 -0.03
Na2S -1.26 -1.074 -1.271 -0.19 0.01
Na2S2 -1.03 -0.833 -1.003 -0.20 -0.03
Na2Se -1.18 -1.074 -1.257 -0.11 0.08
Na2Se2 -0.97 -0.834 -0.994 -0.14 0.02
Na3As -0.53 -0.423 -0.528 -0.11 0.00
Na3Bi -0.46 -0.384 -0.452 -0.08 -0.01
Na3Sb -0.53 -0.441 -0.523 -0.09 -0.01
RbCl -2.26 -1.952 -2.217 -0.31 -0.04
RbF -2.89 -2.639 -3.036 -0.25 0.15
RbSb -0.52 -0.433 -0.523 -0.09 0.00
RbSb2 -0.35 -0.304 -0.354 -0.05 0.00
Rb2O -1.17 -0.919 -1.164 -0.25 -0.01
Rb2S -1.25 -1.009 -1.198 -0.24 -0.05
Rb3Sb -0.45 -0.365 -0.459 -0.09 0.01
SiO2 -3.13 -2.980 -3.195 -0.15 0.07
SiS2 -0.88 -0.657 -0.748 -0.22 -0.13
SiSe2 -0.61 -0.376 -0.493 -0.23 -0.12
SnO -1.48 -1.290 -1.412 -0.19 -0.07
SnO2 -1.97b -1.652 -1.976 -0.32 0.01
SnS -0.57 -0.443 -0.417 -0.13 -0.15
SnS2 -0.53 -0.379 -0.419 -0.15 -0.11
SnSe -0.47 -0.436 -0.365 -0.03 -0.10
SnSe2 -0.43 -0.348 -0.353 -0.08 -0.08
SrO -3.07 -2.739 -3.117 -0.33 0.05
SrO -2.19 -1.892 -2.177 -0.30 -0.01
SrS -2.45 -2.151 -2.439 -0.30 -0.01
Sr2Bi -1.08 -0.761 -0.867 -0.32 -0.21
Sr2Sb -1.11 -0.864 -0.970 -0.25 -0.14
MAE 0.217 0.084

Table S2: Formation enthalpy (eV/atom) of transition

metal compounds

System Experiment[95] PBE SCAN PBE error SCAN error
AgO -0.06 -0.107 -0.265 0.05 0.20
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Ag2O -0.11 -0.096 -0.189 -0.01 0.08
Ag2S -0.11 -0.062 -0.069 -0.05 -0.04
Ag2Se -0.15 -0.079 -0.079 -0.07 -0.07
CdCl2 -1.35 -1.097 -1.322 -0.25 -0.03
CdF2 -2.42 -2.159 -2.654 -0.26 0.23
CdO -1.34 -1.031 -1.325 -0.31 -0.02
CdS -0.78 -0.643 -0.736 -0.14 -0.04
CdSb -0.07 -0.051 -0.062 -0.02 -0.01
CdSe -0.75 -0.633 -0.692 -0.12 -0.06
CdTe -0.48 -0.464 -0.477 -0.02 0.00
Cd3As2 -0.08 -0.103 -0.114 0.02 0.03
CoF2 -2.39 -1.702 -2.137 -0.69 -0.25
CoF3 -2.10 -1.712 -1.901 -0.39 -0.20
CoO -1.23 -0.672 -0.909 -0.56 -0.32
CoS -0.43 -0.273 -0.146 -0.16 -0.28
CoSb3 -0.17 -0.192 -0.156 0.02 -0.01
CoSe -0.32 -0.275 -0.176 -0.05 -0.14
Co3O4 -1.32 -0.987 -1.071 -0.33 -0.25
Co3S4 -0.53 -0.430 -0.350 -0.10 -0.18
CrN -0.65 -0.343 -0.673 -0.31 0.02
CrO2 -2.07 -1.900 -2.337 -0.17 0.27
CrS -0.81 -0.468 -0.824 -0.34 0.01
Cr2O3 -2.36 -1.926 -2.392 -0.43 0.03
CuF2 -1.88 -1.517 -1.891 -0.36 0.01
CuO -0.82 -0.600 -0.791 -0.22 -0.03
CuS -0.28 -0.199 -0.250 -0.08 -0.03
CuSe -0.21 -0.137 -0.143 -0.07 -0.07
Cu2O -0.58 -0.414 -0.501 -0.17 -0.08
Cu2Sb -0.04 0.011 0.011 -0.05 -0.05
Cu2Se -0.21 0.013 0.030 -0.22 -0.24
Cu2Te 0.07 0.086 0.098 -0.02 -0.03
Cu3N 0.19 0.282 0.267 -0.09 -0.08
Cu3Sb -0.02 0.067 0.084 -0.09 -0.10
FeF2 -2.46 -1.916 -2.443 -0.54 -0.02
FeO -1.41 -0.877 -1.191 -0.53 -0.22
FeS -0.52 -0.515 -0.365 -0.01 -0.15
FeSe -0.39 -0.281 -0.100 -0.11 -0.29
Fe2O3 -1.71 -1.172 -1.155 -0.54 -0.56
Fe3O4 -1.66 -1.122 -1.706 -0.54 0.05
HfN -1.91 -1.752 -1.982 -0.16 0.07
HfO2 -3.95 -3.566 -4.026 -0.38 0.08
HgCl2 -0.77 -0.605 -0.735 -0.17 -0.03
HgO -0.47 -0.294 -0.427 -0.18 -0.04
HgS -0.30 -0.135 -0.137 -0.17 -0.16
HgSe -0.24 -0.215 -0.195 -0.03 -0.04
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HgTe -0.22 -0.171 -0.168 -0.05 -0.05
LaCl3 -2.78 -2.414 -2.775 -0.37 0.00
LaN -1.57 -1.33 -1.627 -0.24 0.06
LaS -2.36 -2.17 -2.378 -0.19 0.02
La2O3 -3.72 -3.468 -3.876 -0.25 0.16
La2S3 -2.51 -2.201 -2.468 -0.31 -0.04
NbN -1.22 -1.077 -1.249 -0.14 0.03
NbO2 -2.75 -2.447 -2.785 -0.30 0.04
NiF2 -2.25 -1.656 -1.98 -0.59 -0.27
NiO -1.24 -0.472 -0.765 -0.77 -0.48
NiSb -0.34 -0.273 -0.289 -0.07 -0.05
NiSe -0.31 -0.287 -0.255 -0.02 -0.05
Ni3S2 -0.42 -0.374 -0.393 -0.05 -0.03
PdCl2 -0.69 -0.482 -0.68 -0.21 -0.01
PdO -0.44 -0.445 -0.754 0.01 0.31
PdS2 -0.28 -0.268 -0.369 -0.01 0.09
PtO -0.37 -0.242 -0.485 -0.13 0.12
PtO2 -0.57 -0.465 -0.757 -0.11 0.19
PtS -0.42 -0.411 -0.613 -0.01 0.19
PtS2 -0.38 -0.351 -0.494 -0.03 0.11
Pt3O4 -0.4 -0.440 -0.690 0.04 0.29
ScAs -1.39 -1.375 -1.521 -0.01 0.13
ScCl3 -2.40 -2.125 -2.427 -0.28 0.03
ScF3 -4.22 -3.931 -4.469 -0.29 0.25
Sc2O3 -3.94 -3.559 -4.002 -0.38 0.06
TiAs -0.78 -0.926 -1.017 0.15 0.24
TiCl4 -1.7 -1.597 -1.812 -0.1 0.11
TiN -1.58 -1.723 -1.996 0.14 0.42
TiO2 -3.26 -3.048 -3.487 -0.21 0.23
TiS -1.41 -1.427 -1.552 0.02 0.14
TiS2 -1.41 -1.280 -1.459 -0.13 0.05
Ti2O3 -3.15 -2.896 -3.307 -0.25 0.16
VN -1.13 -0.976 -1.149 -0.15 0.02
VO2 -2.47 -2.346 -2.742 -0.12 0.27
YAs -1.68 -1.553 -1.753 -0.13 0.07
YCl3 -2.59 -2.290 -2.612 -0.30 0.02
YF3 -4.45 -4.112 -4.726 -0.34 0.28
ZnCl2 -1.43 -1.149 -1.339 -0.28 -0.09
ZnF2 -2.64 -2.318 -2.751 -0.32 0.11
ZnO -1.81 -1.445 -1.728 -0.37 -0.08
ZnS -1.07 -0.811 -0.921 -0.26 -0.15
ZnSb -0.08 -0.032 -0.015 -0.05 -0.06
ZnSe -0.85 -0.716 -0.780 -0.13 -0.07
ZnTe -0.61 -0.470 -0.475 -0.14 -0.14
Zn3As2 -0.28 -0.144 -0.123 -0.14 -0.16
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Zn3N2 -0.05 0.114 -0.034 -0.16 -0.02
ZrN -1.89 -1.683 -2.009 -0.21 0.12
ZrO2 -3.80 -3.360 -3.939 -0.44 0.14
ZrS2 -1.96 -1.519 -1.760 -0.44 -0.20
MAE 0.204 0.122

Table S3: Structure selection in ionic binary com-

pounds

Legend

∙ PBE and SCAN energy values, where given, indicate the energy difference, in
eV per atom, between the crystal structure preferred by the functional and that
of the experimentally–reported ground state. In cases where no energy is given,
the crystal structure chosen by the functional agrees with the experimentally–
reported ground state.

∙ AB denotes an incorrect ground state in PBE only

∙ AB denotes an incorrect ground state in SCAN only

∙ AB denotes an incorrect ground state in PBE and SCAN

∙ Source: ICSD denotes only a single known structure in the ICSD

PBE SCAN
Chemistry (eV/at.) (eV/at.) Spacegroup ICSD ID Source

Main group compounds

Al2O3 R3̄c 9770 (+80 others) [121]
Al2S3 -0.002 -0.003 P61 300213 [264]
Al2Se3 Cc 14373 [265]
AlAs F4̄3m 67784 (+7 others) [266]
AlF3 R32 30274 (+4 others) [267]
AlN P63mc 31169 (+21 others) [268]
AlP F4̄3m 24490 (+6 others) [266]
AlSb F4̄3m 24804 (+9 others) [266]
AsS P21/c 15238 (+11 others) [269]
AsSe P21/c 2056 (+5 others) ICSD
BaCl2 -0.024 Pnma 15705 (+3 others) [270]
BaF2 Fm3̄m 41649 (+5 others) [271]
BaI2 Pnma 15707 (+2 other) [271]
BaO Fm3̄m 26961 (+7 others) [272, 273]
BaO2 I4/mmm 24248 (+4 others) [274]
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BaS Fm3̄m 30240 (+6 others) ICSD
BaSe Fm3̄m 43655 (+6 others) [275]
BaSe3 P4̄21m 16359 [276]
BaTe Fm3̄m 29152 (+4 others) [277]
BaTe2 I4/mcm 75555 (+2 other) ICSD
BaTe3 P4̄21m 36366 ICSD
BeBr2 Ibam 92584 ICSD
BeF2 P6222 9481 (+3 others) [278]
BeO P63mc 15620 (+31 others) [272, 273]
BeS F4̄3m 44724 (+3 others) [273]
BeTe F4̄3m 53945 (+2 other) [273]
Bi2O3 P21/c 2374 (+7 others) [279]
Bi2Te3 R3̄m 15753 (+6 others) [280]
BiCl3 -0.056 -0.009 Pna21 2866 (+2 other) [281]
BiSe P3̄m1 20458 (+2 other) [282]
BiTe P3̄m1 30525 (+4 others) [283]
Ca2As3 P2/c 43876 ICSD
Ca3N2 Ia3 34678 (+5 others) [284, 285, 286]
CaBr2 -0.021 -0.007 Pnnm 14220 (+11 others) [287]
CaCl2 -0.002 Pnnm 26158 (+6 others) [287]
CaF2 Fm3̄m 28730 (+19 others) [252]
CaI2 P3̄m1 52280 ICSD
CaO Fm3̄m 26959 (+13 others) [288, 273]
CaS Fm3̄m 28902 (+16 others) ICSD
CaSe Fm3̄m 41957 (+7 others) [266]
CaTe Fm3̄m 41958 (+5 others) [266]
Cs2O R3̄m 27919 ICSD
Cs3As P63cm 409668 ICSD
CsBr -0.040 Pm3̄m 22174 (+4 others) [289]
CsCl -0.048 Pm3̄m 22173 (+6 others) [289]
CsF Fm3̄m 44288 (+2 other) [289]
CsI -0.032 Pm3̄m 44291 (+8 others) [289]
Ga2O3 -0.005 -0.017 C2/m 34243 (+4 others) [290]
Ga2S3 Cc 488 (+3 others) [291]
Ga2Se3 Cc 35028 (+3 others) ICSD
GaAs F4̄3m 41674 (+24 others) [266]
GaN P63mc 25676 (+19 others) [266]
GaP F4̄3m 41676 (+17 others) [266]
GaSb F4̄3m 41675 (+14 others) [266]
GaSe P6̄m2 71082 (+4 others) [292, 293]
Ge3N4 -0.004 P63/m 23672 [294, 295, 296]
GeO2 P42/mnm 9162 (+22 others) [297]
GeSe -0.011 -0.004 Pnma 17006 (+9 others) [298]
GeSe2 P21/c 614 [299]
GeTe R3m 43202 (+25 others) [300]
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In2S3 I41/amd 23844 (+3 others) [301]
In2Te3 F4̄3m 180867 (+7 others) [302]
In3Te4 R3̄m 44655 ICSD
InAs F4̄3m 24518 (+22 others) [266]
InN P63mc 25677 (+9 others) [266]
InP F4̄3m 24517 (+13 others) [266]
InSb F4̄3m 24519 (+25 others) [266]
InTe -0.013 -0.020 I4/mcm 606 (+8 others) [303, 304]
K2O Fm3̄m 44674 (+4 others) ICSD
K2O2 Cmce 25527 (+3 others) ICSD
K2S Fm3̄m 26735 (+3 others) [305]
K2Se Fm3̄m 60440 (+2 other) ICSD
K2Te Fm3̄m 60441 (+4 others) ICSD
K2Te3 Pnma 2453 (+2 other) ICSD
KBr Fm3̄m 18015 (+6 others) [266]
KCl Fm3̄m 18014 (+37 others) [266]
KF Fm3̄m 52241 (+3 others) [266]
KI Fm3̄m 22158 (+5 others) [266]
KSe P6̄2m 73172 ICSD
Li2In Cmcm 51961 ICSD
Li2O Fm3̄m 22402 (+11 others) [306]
Li2O2 P63/mmc 25530 (+3 others) [307]
Li2S Fm3̄m 54396 (+7 others) [308]
Li2Sb P6̄2c 100020 ICSD
Li2Se Fm3̄m 60433 (+5 others) ICSD
Li2Te Fm3̄m 60434 (+3 others) ICSD
Li3As P63/mmc 26878 (+3 others) [309]
Li3Bi Fm3̄m 58797 (+2 other) [310]
Li3N -0.008 P6/mmm 34280 (+20 others) [311]
Li3Sb -0.007 Fm3̄m 44900 (+2 other) [310]
LiBr P63mc [312]
LiCl -0.025 Fm3̄m 26909 (+5 others) ICSD
LiF -0.006 Fm3̄m 18012 (+8 others) ICSD
LiI P63mc 414242 [313]
LiO2 Pnnm 180561 ICSD
LiPb Pm3̄m 104762 (+4 others) ICSD
LiSi I41/a 78364 (+4 others) [309]
LiTl Pm3̄m 104789 (+4 others) [314]
MgBr2 P3̄m1 52366 (+3 others) ICSD
MgCl2 R3̄m 26157 (+3 others) [315]
MgF2 P42/mnm 394 (+22 others) [316]
MgI2 P3̄m1 52279 (+2 other) ICSD
MgO Fm3̄m 9863 (+51 others) [266, 273]
MgS Fm3̄m 28903 (+10 others) [317, 273]
MgSe -0.020 -0.017 Fm3̄m 53946 [273]
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MgTe P63mc 52363 (+4 others) [266, 273]
Na2In C2221 106857 ICSD
Na2O Fm3̄m 60435 (+3 others) ICSD
Na2O2 P6̄2m 25526 (+4 others) ICSD
Na2S Fm3̄m 56024 (+5 others) [318]
Na2S5 Pnma 38349 ICSD
Na2Se Fm3̄m 54281 (+5 others) ICSD
Na2Te Fm3̄m 60437 (+4 others) ICSD
Na3As P63cm 79586 (+6 others) [319]
Na3Bi -0.002 -0.002 P63/mmc 26881 [320]
Na3P P63/mmc 26884 (+3 others) [321]
Na3Sb P63/mmc 26882 [320]
NaBi P4/mmm 58816 (+2 other) ICSD
NaBr Fm3̄m 18013 (+7 others) [266]
NaCl Fm3̄m 18189 (+25 others) [266]
NaF Fm3̄m 29128 (+8 others) ICSD
NaGe P21/c 43275 ICSD
NaI Fm3̄m 44279 (+6 others) [266]
NaO2 -0.001 -0.001 Pnnm 26583 (+5 others) [322]
NaO3 Imm2 85587 (+3 others) ICSD
NaP -0.005 P212121 14009 [323]
NaPb I41/acd 105156 ICSD
NaS P63/mmc 43407 (+3 others) [324]
NaS2 I4̄2d 2586 ICSD
NaSb P21/c 26473 ICSD
NaSe P63/mmc 43408 ICSD
NaSe2 I4̄2d 402584 ICSD
NaTe Pbcn 61382 ICSD
NaTl Fd3̄m 105169 (+12 others) [325]
P2O5 -0.005 Pnma 16611 (+4 others) [326]
P2S5 P1̄ 23843 (+3 others) ICSD
P2Se5 P21/c 74546 ICSD
P4S7 P21/c 23842 (+3 others) ICSD
P4Se5 Pna21 16140 ICSD
PSe P21/c 74878 ICSD
PbBr2 -0.029 Pnma 36170 ICSD
PbO P4/nmm 15466 (+20 others) [327]
PbSe Fm3̄m 38294 (+24 others) [328]
Rb2O -0.003 Fm3̄m 77676 (+3 others) ICSD
Rb2S -0.159 Fm3̄m 29208 [329]
RbBr Fm3̄m 18017 (+5 others) [266]
RbCl Fm3̄m 18016 (+8 others) [328]
RbF Fm3̄m 53828 [266]
RbI Fm3̄m 22168 (+5 others) [266]
Sb2O5 C2/c 1422 (+2 other) [330]
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Sb2S3 Pnma 22176 (+25 others) [331]
Sb2Te3 R3̄m 2084 (+3 others) [332]
SbO2 -0.002 Pnna 919 (+6 others) [333, 334]
SeCl P21/c 37018 ICSD
SeO2 P42/mbc 24022 (+7 others) [335]
SeO3 P4̄21c 18180 [336]
SiC F4̄3m 24217 (+9 others) [337, 338]
SiO2 -0.011 P3221 174 (+138 others) [339]
Sn3N4 Fd3̄m 89525 ICSD
SnBr2 -0.003 Pnma 411177 ICSD
SnCl2 Pnma 15452 (+2 other) [340]
SnF2 -0.002 C2/c 308 (+3 others) [341]
SnF3 Fm3̄m 33786 ICSD
SnI2 -0.034 -0.013 C2/m 2831 ICSD
SnO P4/nmm 15516 (+5 others) [327]
SnO2 P42/mnm 9163 (+29 others) [342]
SnS Pnma 24376 (+18 others) [343]
SnSe Pnma 16997 (+32 others) [343]
SnSe2 P3̄m1 43594 (+6 others) [344]
SnTe Fm3̄m 52489 (+23 others) [345]
SrBr2 -0.014 P4/n 26092 (+2 other) [346, 347]
SrCl2 Fm3̄m 18011 (+3 others) ICSD
SrF2 Fm3̄m 40414 (+5 others) [348]
SrI2 -0.027 -0.008 Pbca 15101 (+4 others) [347]
SrO Fm3̄m 26960 (+10 others) [266, 273]
SrO2 -0.029 -0.011 I4/mmm 24249 (+2 other) [349]
SrS Fm3̄m 28900 (+16 others) [266]
SrSe Fm3̄m 28901 (+4 others) [266]
SrTe Fm3̄m 53950 (+3 others) [266]
Te2O5 P21 2523 ICSD
Te3As2 C2/m 18208 (+3 others) [350]
TeF6 Pnma 67609 (+2 other) ICSD
TeO2 -0.011 P41212 25706 (+10 others) [351]
TeO3 -0.022 R3̄c 27019 (+4 others) [352]
TePb Fm3̄m 38295 (+44 others) [353]
TlBr -0.043 -0.004 Pm3̄m 44936 (+4 others) [354]
TlCl -0.043 Pm3̄m 29107 (+5 others) [354]
TlF -0.007 Pbcm 16112 (+9 others) [355]
TlI -0.023 Cmcm 26761 (+8 others) [354]
TlTe I4/mcm 69027 (+7 others) [356]

Compounds containing transition metals

AgBr -0.041 Fm3̄m 52246 (+8 others) [266, 357]
AgCl -0.028 Fm3̄m 56538 (+5 others) [266, 357]
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AgF -0.009 -0.012 Fm3̄m 18008 [266]
AgI -0.005 F4̄3m 52361 (+11 others) [357]
AgO -0.036 P21/c 69095 [358]
AgSe -0.092 -0.164 F4̄3m 52601 (+2 other) ICSD
AsRh Pnma 42572 (+3 others) ICSD
AsRu Pnma 42577 (+2 other) ICSD
CdCl2 R3̄m 30255 (+3 others) ICSD
CdF2 Fm3̄m 28731 (+4 others) ICSD
CdO Fm3̄m 24802 (+14 others) [266, 273]
CdS P63mc 31074 (+22 others) [266, 359, 360, 273]
CdSe F4̄3m 41528 (+6 others) [266, 360, 361, 273]
CdTe F4̄3m 31844 (+39 others) [266, 360, 273]
CoAs Pna21 15065 (+9 others) [362]
CoN F4̄3m 79936 (+2 other) ICSD
CoO -0.206 -0.056 Fm3̄m 9865 (+22 others) [363]
CoP Pnma 43249 (+4 others) ICSD
CoS -0.142 -0.073 P63/mmc 29305 (+6 others) [364]
CoSb P63/mmc 76118 (+11 others) ICSD
CoSe -0.129 P63/mmc 42541 (+8 others) [365]
CrAs -1.303 P63/mmc 1261 [366]
CrN -0.030 Fm3̄m 37412 (+9 others) [367]
CrO -0.279 -0.328 Fm3̄m 61633 (+2 other) ICSD
CrP Pnma 42079 (+12 others) ICSD
CrS -0.027 P1 16718 [368]
CrSb P63/mmc 53210 (+9 others) ICSD
Cu2Se -0.093 -0.097 Fm3̄m 56025 [369]
Cu3N Pm3̄m 25675 (+14 others) [370]
CuBr -0.004 F4̄3m 23989 (+5 others) [371, 357]
CuCl -0.016 F4̄3m 23988 (+4 others) [357]
CuI -0.002 F4̄3m 9098 (+12 others) [371, 357, 372]
CuO C2/c 69095 [358]
CuS P63/mmc 26968 (+13 others) [373]
CuSe -0.005 -0.008 Cmcm 240 (+20 others) [374]
CuTe Pmmn 42591 (+5 others) [375]
FeAs Pnma 15009 (+16 others) ICSD
FeN F4̄3m 41258 ICSD
FeO -0.093 -0.077 Fm3̄m 27856 (+14 others) ICSD
FeP Pna21 15057 (+7 others) ICSD
FeS -0.274 -0.077 P63/mmc 29302 (+5 others) [364]
FeSb P63/mmc 53535 (+3 others) ICSD
FeSe P4/nmm 26889 (+47 others) [376]
FeTe P4/nmm 44753 (+4 others) [377]
HfN Fm3̄m 53025 (+16 others) [378]
HgO Pnma 14124 (+3 others) [379]
HgS P3121 31129 (+8 others) [380]
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HgSe F4̄3m 24175 (+11 others) [360, 273]
HgTe F4̄3m 31845 (+28 others) [360, 273]
LaN -0.012 -0.003 Fm3̄m 44684 (+16 others) [381, 382]
LaS Fm3̄m 29394 (+10 others) [383]
MnAs -0.035 P63/mmc 9497 (+9 others) [384]
MnN -0.052 I4/mmm 106932 [385]
MnO -0.122 -0.039 Fm3̄m 9864 (+14 others) ICSD
MnP Pnma 30412 (+12 others) ICSD
MnS -0.122 -0.052 Fm3̄m 18007 (+24 others) [386]
MnSb P63/mmc 53970 (+22 others) ICSD
MnSe -0.144 -0.048 Fm3̄m 24251 (+16 others) [387]
MnTe -0.107 -0.078 P63/mmc 43541 (+17 others) [388]
MoAs -0.001 -0.006 Pnma 43188 (+2 other) ICSD
MoP P6̄m2 76367 (+4 others) ICSD
NbAs I41md 16585 (+3 others) ICSD
NbN -0.038 -0.043 P63/mmc 76384 (+3 others) [389, 390, 391, 392]
NbP I41md 76027 (+2 other) ICSD
NiAs P63/mmc 29303 (+6 others) [393]
NiO Fm3̄m 9866 (+29 others) ICSD
NiS -0.085 R3m 29312 (+11 others) [364]
NiSb P63/mmc 29304 (+11 others) ICSD
NiSe P63/mmc 29310 (+10 others) [394]
NiTe P63/mmc 42557 (+8 others) [395]
PRu Pnma 109139 (+2 other) ICSD
PdO P42/mmc 24692 (+3 others) [327]
PtO -0.093 -0.188 P42/mmc 26599 (+2 other) [327]
PtS P42/mmc 31131 (+4 others) ICSD
PtS2 P3̄m1 41375 (+6 others) ICSD
SbRh Pnma 991 (+4 others) ICSD
SbRu Pnma 990 ICSD
ScAs Fm3̄m 1331 (+4 others) [396]
ScF3 R32 36011 (+31 others) [397]
ScN Fm3̄m 26948 (+7 others) [398]
ScP Fm3̄m 77798 (+4 others) [399]
ScSb Fm3̄m 1335 (+5 others) [396, 400]
TaAs I41md 44068 (+3 others) [401]
TaN -0.005 P6̄2m 1396 (+5 others) [402, 403]
TaP I41/amd 108656 ICSD
TiAs P63/mmc 16773 (+2 other) [396]
TiN Fm3̄m 26947 (+26 others) ICSD
TiO -0.181 -0.202 Fm3̄m 40125 (+10 others) [404, 405]
TiP P63/mmc 24337 (+2 other) ICSD
TiS -0.137 -0.155 R3̄m 25561 [406, 407]
TiS2 P3̄m1 26861 (+16 others) [408]
TiSb P63/mmc 76406 (+2 other) [409]

140



TiTe -0.058 -0.018 P63/mmc 653080 [409]
VAs -0.007 Pna21 42445 (+5 others) [410]
VN -0.191 -0.126 Fm3̄m 22321 (+22 others) [411]
VO -0.075 -0.010 Fm3̄m 28681 (+10 others) [404, 412]
VP -0.007 P63/mmc 42444 (+2 other) [410]
VSb -0.005 P63/mmc 23910 [413]
YAs Fm3̄m 44087 (+6 others) [414]
YN Fm3̄m 37413 (+5 others) [398]
YP Fm3̄m 77857 (+4 others) [399]
YSb Fm3̄m 43632 (+6 others) [400]
ZnO P63mc 26170 (+56 others) [266, 273]
ZnS F4̄3m 41985 (+19 others) [266, 273]
ZnSe F4̄3m 41527 (+26 others) [266, 273]
ZnTe F4̄3m 31843 (+19 others) [266, 273]
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Appendix B

Derivation of the reference entropy of

ions in solution

First, consider H3O+ in a solution at a set pH. By the definition of pH, the chemical

potential of H3O+ can be written as

𝜇H3O
+ = 𝜇0

H3O
+ + 𝑘B𝑇 log 𝑎H3O

+ = 𝜇0
H3O

+ − 2.3𝑘B𝑇 pH

where the reference state chemical potential 𝜇0
H3O

+ corresponds to a 1M solution of

H3O+ at standard state conditions (temperature 𝑇0). By the ideal solution model,

this reference chemical potential can be written as

𝜇0
H3O

+ = ℎH3O
+ + 𝑘B𝑇0 ln

1

𝑀w

= ℎH3O
+ − 𝑘B𝑇0 ln𝑀w

Thus, the chemical potential of H3O+ at any pH is given by

𝜇H3O
+ = ℎH3O

+ − 𝑘B𝑇0 ln𝑀w − 2.3𝑘B𝑇 pH
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giving an entropy of

𝑠H3O
+ = −𝜇H3O

+ − ℎH3O
+

𝑇
= 𝑘B

𝑇0
𝑇

ln𝑀w + 2.3𝑘B pH

The chemical potential of OH- is set by the equilibrium of H3O+, OH- and H2O:

𝜇OH− = 2𝜇H2O − 𝜇H3O
+ = 2ℎH2O − ℎH3O

+ + 𝑘B𝑇0 ln𝑀w + 2.3𝑘B𝑇 pH

Once again, we can solve for the entropy of OH- to yield:

𝑠OH− = −𝜇OH− − ℎOH−

𝑇
=
ℎOH− + ℎH3O

+ − 2ℎH2O

𝑇
− 𝑘B

𝑇0
𝑇

ln𝑀w − 2.3𝑘B pH =

=
∆ℎ0w
𝑇

− 𝑘B
𝑇0
𝑇

ln𝑀w − 2.3𝑘B pH
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Appendix C

Example calculation of surface energy

accounting for adsorption

To illustrate the interplay between the terms introduced in the thermodynamic model

and their relative importance, we derive the adsorbed surface energies for two exam-

ple surfaces at pH 5.5.

In pyrite, under these conditions, we find that the dominant surface is (210), ad-

sorbed with OH- ions. The energy of the clean (210) surface is 𝐸vac
slab/2𝐴 = 1.82 J m-2,

but this energy is significantly reduced by hydration and adsorption. The number

and geometry of OH- adsorption sites can be estimated from the “missing” S atoms

which would have coordinated the Fe on the surface. These sites occur at a density of

𝑁 sites
slab = 0.0787 Å-2. For each of these sites, the energy of mean–field H2O adsorption

is calculated to be ∆𝐸solv
slab = -0.596 eV per site. The energy of the competing OH- ad-

sorption (at pH 5.5) is calculated to be ∆𝐸ads,∞
OH− = -0.813 eV per OH-, where ∆𝐸ads,∞

OH−

accounts for adsorbate–solid interactions referenced to the chemical potential of the

OH- ion in solution at pH = 5.5, but not adsorbate–adsorbate interactions or config-

urational entropy. To find the total energy of the adsorbed surface, we minimize the
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total energy of the interface with respect to OH- coverage, combining the properly ref-

erenced adsorbate–solid interactions in the form of ∆𝐸ads,∞
OH− −∆𝐸solv

slab = -0.217 eV, the

adsorbate–adsorbate interactions in the form of the Debye–Huckel term 𝑉 el, and the

configurational entropy. We find that the optimum occurs at 9% coverage, where the

Debye-Huckel repulsion contributes 0.140 eV per OH-, and the entropy contributes

-0.138 eV per OH- at the preset 473K temperature. Put together, the adsorption

lowers the surface energy by 0.024 J m-2 with respect to the pure hydrated surface

(1.069 J m-2), giving a final surface energy of 1.045 J m-2.

In marcasite, one important OH-–stabilized facet is the (110) surface. The vacuum

energy of this surface is 1.66 J m-2, brought down to 1.19 J m-2 by hydration. Following

the same broken–bond–counting metric as before, we estimate the density of OH-

adsorption sites to be 0.086 Å-2, with ∆𝐸ads,∞
OH− −∆𝐸solv

slab = -0.770 eV per OH-. We find

that the optimal coverage is 16%, with the Debye-Huckel repulsion term contributing

0.333 eV per OH- and configurational entropy contributing -0.111 eV per OH-. Thus,

OH- adsorption lowers the surface energy by 0.124 J m-2, yielding a final surface

energy of 1.061 J m-2.
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Appendix D

Relaxed adsorption geometries for

FeS2 pyrite and marcasite
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Figure D-1: Relaxed dilute adsorption geometries on pyrite. The relaxed ge-
ometries of H3O+ and OH- adsorbed onto the major facets of FeS2 pyrite. In all cases,
the charge of the adsorbate is compensated by a countercharge in the vacuum, and
replicated on the opposite side of the slab (not shown) to ensure that the calculation
cell has no net dipole, following the calculation methodology described in the main
text.
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Figure D-2: Relaxed dilute adsorption geometries on marcasite. The relaxed
geometries of H3O+ and OH- adsorbed onto FeS2 marcasite. In all cases, the charge
of the adsorbate is compensated by a countercharge in the vacuum, and replicated
on the opposite side of the slab (not shown) to ensure that the calculation cell has
no net dipole, following the calculation methodology described in the main text.
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Appendix E

Derivation of Mn-O aqueous chemical

equilibria

We take the solution at a fixed pH, zero applied potential, and 298 K in equilibrium

with the standard hydrogen electrode, which gives:

𝜇H+ = −2.3𝑘B𝑇 pH

𝜇𝑒− = 0

The stability maps in Figure 4 are then defined by the reactions:

(1) MnO2 + 𝑥A+ + 𝑥𝑒− → A𝑥MnO2

(2) MnO2 + 𝑥H+ + 𝑥𝑒− → H𝑥MnO2

(3) 3MnO2 + 4H+ + 4𝑒− → Mn3O4 + 2H2O

(4) MnO2 + 4H+ + 2𝑒− → Mn2+(𝑎𝑞) + 2H2O

(5) MnO2 + 2H2O → MnO−
4,(𝑎𝑞) + 4H+ + 3𝑒−
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The corresponding reaction energies, in terms of the Gibbs free energies of formation

of the various components are:

∆𝐺1 = 𝐺𝑓
A𝑥MnO2

−𝐺𝑓
MnO2

− 𝑥𝜇𝐴+

∆𝐺2 = 𝐺𝑓
H𝑥MnO2

−𝐺𝑓
MnO2

+ 2.3𝑥𝑘B𝑇 pH

∆𝐺3 = 𝐺𝑓
Mn3O4

− 3𝐺𝑓
MnO2

+ 9.2𝑘B𝑇 pH + 2𝐺𝑓
H2O

∆𝐺4 = 𝐺𝑓

Mn2+
(𝑎𝑞)

−𝐺𝑓
MnO2

+ 9.2𝑘B𝑇 pH + 2𝐺𝑓
H2O

∆𝐺5 = 𝐺𝑓

MnO−
4,(𝑎𝑞)

−𝐺𝑓
MnO2

− 9.2𝑘B𝑇 pH− 2𝐺𝑓
H2O
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Appendix F

Thermal effects on MnO2 and

MnOOH polymorphism
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Figure F-1: The free energy of the R, 𝛾, 𝛼, 𝛿 and 𝜆 – MnO2 with respect to the 𝛽
reference state, accounting for the DFT–derived enthalpy (∆H), zero–point energy
(∆Ezpe), and phonon free energy (∆Fphonon). Note that configurational entropy is not
included as we assume zero defect concentration at the MnO2 composition.
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Figure F-2: The free energy of the ground state R, 𝛼, 𝛿 and 𝜆 –type MnOOH with re-
spect to the 𝛽–type reference state, accounting for the DFT–derived enthalpy (∆H),
zero–point energy (∆Ezpe), and phonon free energy (∆Fphonon). Note that config-
urational entropy is not included as at the MnOOH composition, we assume the
H–sublattice to be fully occupied.
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Appendix G

Jahn-Teller distortions in Mn3+

compounds
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Figure G-1: Jahn-Teller distortions in several structures, illustrating bond length dis-
tortion in Mn3+ states in agreement with recent EXAFS results[188], and a relative
lack of distortion in Mn2+ and Mn4+ states, as well as the relatively complex order-
ings that arise as a result of the distortion. a. Mn3+ distortions in the orthorhombic
LiMnO2 ground state structure as compared to the hypothetical metastable b. 𝛿
layered and c. 𝜆 spinel structures. d. Bond lengths in the 𝛿 MgMnO2 phase illus-
trating a lack of distortions in Mn2+ states. e. Mn3+ Jahn-Teller induced ordering
in marokite CaMn2O4. f. Charge and Jahn-Teller distortion ordering in the mixed
valent Mn3+-Mn4+ postspinel NaMn2O4 structure. Lack of asymmetric bonding in
Jahn-Teller inactive Mn4+ phases: g. 𝜆 spinel and h. 𝛽 pyrolusite.
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Appendix H

Calibration of Hartree-Fock exchange

fraction for MnO2
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Figure H-1: Calibration of the fraction of Hartree–Fock exchange used in hybrid
density functional theory calculations based on the band-gap obtained from a single
shot G0W0 calculation.
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