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Abstract

Ever increasing demand for more radiation resistant detectors from experiments
such as those at the Large Hadron Collider has pushed the development of novel
radiation resistant technologies. Recent developments in the laser processing of
diamond have led to the construction of the first 3D diamond detectors: diamond
detectors with graphitic electrodes embedded in the sensor material bulk rather
than on the surface. This technology also presents interesting properties for the
medical field, where 3D diamond detectors are also of interest.

This thesis details some of the steps that were carried out between the fabrication
of some of the first 3D diamond devices to the present day production and testing of
the first 3D pixel devices and the first use of 3D diamond devices in Particle Physics
experiments. This progress has in part been pushed by improvements in the laser
processing techniques allowing the production of columns with lower resistances
and more consistent properties.

This thesis describes the fabrication of a number of these devices and details the
experiments that these devices have undergone in a number of different conditions
at the Diamond Light Source (Oxford), the Rud̄er Bošković Institute (Zagreb), the
Paul Scherrer Institute (Zürich), and the test beam facilities at CERN.

This thesis also describes the simulations that were carried out to replicate the
data obtained from some of the earlier devices, and hence understand how charge
is collected in 3D diamond detectors and to explain some of the observed behavior
of these devices.
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1. Motivation

1.1 The LHC accelerator complex

CERN, the Organization Européenne pour la Recherche Nucléaire, (formerly known
as the Conseil Européen pour la Recherche Nucléaire) has, since its foundation in
1954 [1], been pushing the frontiers of scientific understanding in the fields of Nu-
clear Physics and High Energy Physics. This has resulted in the construction of a
range of particle accelerators and colliders. Currently there are several accelera-
tors in operation at CERN [2], the largest of these being the Large Hadron Collider
(LHC), which has been providing proton and heavy ion collisions for the detectors
located around its 27 km circumference: A Toroidal LHC ApparatuS (ATLAS), the
Compact Muon Solenoid experiment (CMS), the LHC beauty experiment (LHCb)
and A Large Ion Collider Experiment (ALICE). Due to the extremely high energy of
the protons in the LHC, a series of smaller accelerators is used to raise the energy of
protons before injection into the LHC ring.

The protons used for LHC Physics begin their journey at LINAC2, from which
they are injected into the booster ring, the Proton Synchrotron (PS), followed by
the Super Proton Synchrotron (SPS), and finally the LHC. The protons enter the
LHC as two beams traveling in opposite directions with an energy of 450 GeV, after
which they are accelerated to an energy of 7 TeV before they are made to collide at
four points around the circumference of the LHC. Alternatively protons from the
SPS can be sent to the beam lines such as H6 in the experimental hall of the north
area [3], where they can be used in experiments to test detector devices, such as
those described later in this thesis. The full complex is shown in Fig. 1.1.
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Figure 1.1: The accelerator complex at CERN [4]

1.2 Particle detection with the ATLAS experiment

Radiation is detected by its interaction with matter. When radiation passes through
a detector it generates a signal that can be read out. The phenomena involved in
generating this signal generally involve soft electrons and photons, as well as other
nuclear, atomic or molecular excitations.

Many different methods are used in order to detect particles. The ATLAS experi-
ment (Fig. 1.2) employs a selection of these techniques to reach an improved under-
standing of a large number of important topics in High Energy Physics (HEP), the
most important of which has been to gain an understanding of electroweak sym-
metry breaking [5]. This eventually lead to the discovery of the Higgs boson [6]
achieved simultaneously with the CMS experiment [7].
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Figure 1.2: The ATLAS detector [8]

Due to the high energy and luminosity of the LHC, it is also envisioned that the
ATLAS detector will be able to probe more exotic theories such as Super-Symmetry
and Technicolor theories [5], either demonstrating their existence or excluding some
versions of these theories by setting limits on some of their parameters (e.g. cou-
pling strengths to standard model particles, or new particle masses).

ATLAS also provides high precision measurements of model parameters such
as the masses of the W boson and the top quark as well as triple gauge couplings
and also be able to investigate phenomena such as CP Violation and rare decays of
the B system [5].

The ATLAS detector consists of several sub-detectors that employ different de-
tection techniques and technologies to determine an array of information about par-
ticles produced in the collision events. The ATLAS experiment can broadly be di-
vided into three sections. The outermost section is the muon system, designed to
track the muons produced in the LHC interactions as muons are the only detectable
particles that can travel through the inner detector layers. Inside the muon system
are the hadronic and electromagnetic calorimeters. These are used to measure the
energies of hadrons and electrons produced in the LHC interactions. Inside the
calorimeters is the ATLAS inner detector. The work described in this thesis con-
cerns the development of tracking detectors to be used in the inner layers of the
inner detector.
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1.2.1 Inner detector

Figure 1.3: The full structure of the ATLAS inner detector at the start of the LHC
operation [9]

The ATLAS inner detector (shown in Fig. 1.3) consists of 3 parts: the pixel detector,
the semiconductor tracker and the transition radiation tracker. All these sections are
composed of end-caps to detect particles with high pseudorapidities (pseudorapid-
ity is a measure of the angle collision products travel relative to the beam pipe, with
η = 0 perpendicular to the beam axis and η = ∞ parallel to the beam axis) as well
as barrel layers (the layout of which is shown in Fig. 1.4) to detect particles at low
pseudorapidity. The main purpose of the inner detector is to track particles to de-
termine the position of the vertex from which they originate, and to measure their
momentum by measuring how much their tracks are bent by the magnetic field due
to the solenoid magnet seen in Fig. 1.2.

The pixel detector (PD) consists of a number of Silicon sensors with a thickness
of 250 µm n doped bulk material with n+ implants on the readout side and p-n
junctions on the back side (a more detailed description of these concepts is given in
Section 2.1), arranged in 3 barrel layers and 6 end cap discs (3 on each side of the
interaction point). Each sensor consists of 2880 pixels, each of size 400×50 µm2 and
are based on the FE-I3 chip [10]. The sensors overlap slightly in order to provide

17



complete coverage. The innermost layer of this detector (and hence the one most
prone to radiation damage) is called the B-Layer.

Figure 1.4: Schematic diagram of the inner detector showing the position of the
barrel components with respect to the beam pipe at the start of the LHC running [9]

To study events among the debris caused by having ∼ 60 collisions per bunch
crossing it is necessary to have an accurate tracking system. This is particularly
important for long lived particles (τ > 10−13 s), such as B mesons. As these particles
typically travel a distance of the order of a few millimeters from a primary vertex
(the location of the proton-proton collision that produced them) before decaying
at a secondary vertex. Consequently, it is necessary to determine with very high
accuracy whether these particles are produced at a primary vertex (during a proton-
proton collision) or at a secondary vertex (due to the decay of a long lived particle
produced in a proton-proton collision).

The material the particles have to travel through should be minimized to reduce
the likelihood of the particles being absorbed or deflected by the detector material.
To achieve the required precision and to reconstruct the curvature of the tracks due
to the magnetic field, it is also necessary to have at least 3 measurements for each
particle track.

However due to the extreme conditions at such a small distance from the in-
teraction point, radiation damage to the innermost layer of the pixel detector is
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expected to greatly reduce its performance and even cause some of the modules to
fail. To counteract this problem, a new layer of pixel modules was designed: the
Insertable B-Layer (IBL), to be placed between the B-Layer and a reduced diame-
ter beam pipe during the LHC long shutdown 1 (2013-2014) [11]. The IBL contains
Silicon detectors which use both planar and 3D geometries.

Outside of the pixel detector is the Semiconductor Tracker (SCT) which consists
of 4 barrel layers and 18 end-cap discs, providing a minimum of 4 tracking points
per particle. The modules of this detector are made up of 1 layer of single sided
micro-strip Silicon p-on-n sensors. Both the PD and the SCT detectors are based on
the same detection principles, described in Section 2.1.

The outermost element of the inner detector is the Transition Radiation Tracker
(TRT).It consists of a barrel and two endcaps containing straw tubes each with 4
mm diameter which are used for tracking [12]. This subdetector is also capable
of particle identification by detecting the transition radiation generated when the
particles pass through the filling material between the straws [13].

1.2.2 The ATLAS upgrade program

It is expected for the LHC to remain in operation until ∼ 2035, however as technol-
ogy improves and the aging hardware of the experiment starts to degrade due to
radiation damage and damage cause by the interaction of atoms and dust particles
in the atmosphere, it is expected to undergo a series of long shutdowns to allow the
detectors to be upgraded in order to replace malfunctioning and radiation damaged
parts of the detector to allow for better performance.

The first of these long shutdowns (LS1) has finished, allowing operations to re-
sume in 2015. During this shutdown the main goals were to replace the beam pipe
to reduce its diameter, thus allowing the Insertable B-Layer (IBL) to be inserted be-
tween the new beam pipe and the current B-Layer.

This upgrade was necessary as the B-Layer was designed for a peak luminos-
ity of 1034 cm−2s−1, however it was realized that the peak luminosity could reach
at least 2 × 1034 cm−2s−1. It is therefore expected for the LHC to achieve an inte-
grated luminosity of of 50 − 100 fb−1 before LS2 [14]. This means that the hard-
ware will be subjected to a much greater integrated luminosity before the detectors
can be replaced, hence making this measure necessary [11]. During this period the
Fast TracKer (FTK) was also implemented to use a system of electronics to perform
global track reconstruction in order to make this information available for the level-
2 trigger [15].

The second long shutdown is expected to start in late 2018, with data taking to
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resume in 2021, at which point the peak luminosity is expected to reach 2− 3× 1034

cm−2s−1 allowing the ATLAS experiment to achieve a total integrated luminosity of
300− 400 fb−1 before the next long shutdown [14]. This would increase the number
of interactions per bunch crossing from the current value of ∼ 20 up to ∼ 55 and
∼ 80 [16]. During this shutdown it is planned to upgrade the muon system by
replacing the innermost end cap layer with a new small muon wheel [17]. The
calorimeter system will need to be upgraded to provide better triggering due to the
increased interaction rate.

LS3 is expected to commence in 2023, with data taking to resume in ≈ 2026 [16];
this will be the era of the High Luminosity LHC (HL-LHC). This upgrade is ex-
pected to take the peak luminosity up to 5 × 1034 cm−2s−1 with the aim of bring-
ing the total integrated luminosity of the LHC up to 3000 fb−1 over the following
decade. However this upgrade will bring with it unprecedented challenges as it is
expected that the interaction rate will reach 200 interactions per bunch crossing, and
will require the ATLAS components to withstand extreme amounts of radiation.

To overcome these challenges several upgrades are to be carried out during this
shutdown, replacing most of the detector electronics. An important part of this
upgrade will involve the inner detector. It will need to be completely replaced with
new technology that will allow it to withstand the increased radiation dose at the
HL-LHC as well as increased granularity in order to provide good performance
with the expected increase in pileup. It is also desired for the detector to be more
modular, in order to allow sections of it, particularly the innermost layers, to be
replaced with minimal disruption to the rest of the experiment [18].

Various options are being considered for the inner pixel layers, including planar
Silicon, 3D Silicon, CMOS [19] and diamond if it can be proven as a viable technol-
ogy, with the aim of reducing thickness of material, effects of radiation damage and
cost [20]. Several different layouts are also being considered in order to take ad-
vantage of the physics that will be available at the HL-LHC. Some of these options,
such as an LHCb style vertex locator for b and τ tagging [21] will require detec-
tors that are extremely radiation resistance that current technology would struggle
to achieve. Work will also need to be carried out to upgrade the trigger system to
allow it to cope with the vast volume of data that will be generated.

3D diamond detectors present an interesting prospect for future upgrades of the
ATLAS tracker as it would be a technology that combines the radiation hardness of
diamond as a material, with the radiation hardness of the 3D detector geometry. It is
hoped that this combination of approaches will provide detectors that are radiation
hard enough to survive in this hostile environment, particularly those encountered
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close to the interaction point in the future HL-LHC. Diamond detectors are already
in use as beam monitors in a number of the LHC experiments, and Silicon devices
taking advantage of a 3D geometry are already present in the ATLAS IBL.

1.3 Medical applications

Significant progress has been made in cancer treatment in recent years due to the
development of new radiotherapy techniques. One such technique is stereotac-
tic radiotherapy, where radiation beams are aimed at tumors from different direc-
tions in order to maximize the dose received by the tumors while minimizing the
dose received by the surrounding tissue, hence reducing the damage to this tissue.
Normally this is achieved by having a rotating radiation source, such that a small
volume of tissue (the target of the therapy) is always being irradiated while the
surrounding tissue is only irradiated for a short period of time, reducing the risk
of collateral damage. However for this technique to be used successfully it is im-
portant to have highly accurate patient positioning to maximize the radiation dose
to the affected area and minimize the dose received by nearby healthy tissue. Due
to the small size of these beams (5-40 mm) a small deviation can result in the af-
fected area receiving only a small amount of radiation with the bulk of it going to
nearby healthy tissue [22]. A radiotherapy machine used at the Christie hospital in
Manchester is shown in Fig. 1.5. A particle accelerator is located behind the wall
which produces high energy photons which then travel down from the overhang-
ing section shown in the picture towards the surface where a diamond detector is
placed and where a patient would normally be. A section of the back wall can rotate
allowing the beam to enter the patient from different directions.

Using diamond detectors as dosimeters for these treatments presents an inter-
esting prospect of future improvement of these techniques. Using semiconductor
detectors for dosimetry would allow for the real time measurement of delivered
dose and the position of the beam, allowing for quick correction if any problems are
discovered. Among these options diamond especially is an interesting material as
it is tissue equivalent (Z = 6, compare to Zeff = 7.42 for human tissue) allowing to
easily convert the dose received by the detector to the dose received by the patient,
as well as being non toxic. These detectors can also be very small (1-2 mm) in size
and thus could be placed very close to the affected area. In this case a 3D geometry
also allows for a reduction in the applied voltage, which is safer to operate.
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Figure 1.5: A stereotactic radiotherapy machine used at the Christie hospital in
Manchester, with a diamond sample ready for testing.

1.4 Principles of radiation detection

Particles are detected as they deposit energy into the detector material by inter-
acting with it through either the strong, electromagnetic or weak forces (gravity is
many orders of magnitude weaker on the scale of elementary particle interactions,
and hence can safely be ignored). They can do this in a variety of ways depending
on the particle properties.

1. Photons, electrons and muons generally interact only via the electromagnetic
force; they are not hadrons and hence cannot interact via the strong force, and
the electromagnetic force is orders of magnitude stronger than the weak force,
allowing it to dominate. Electrons and photons have a short radiation length,
meaning that in general they do not travel far within the detector and produce
electromagnetic showers. Muons have a long radiation length and therefore
typically travel all the way through the detector mostly unimpeded, losing
only a small amount of energy producing an ionization track.

2. While hadrons can interact via the strong force, the nuclear strong force is a
short range force. Therefore hadrons can travel further into the detector before
they are stopped. Charged hadrons can also interact by the electromagnetic
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force, creating an ionization track in the material similarly to electrons, how-
ever they typically travel much further in the material before they initiate a
hadronic shower by undergoing a nuclear interaction with a nucleus in the
detector.

3. Neutrinos are a class of particles that can only interact via the weak force. This
means that they are extremely unlikely to interact with any detector they pass
through, however if a large enough number of these particles is present, a small
proportion can be detected as they interact with matter via the weak force. This
allows some experiments to broadly determine their properties, however it is
not possible in practice for experiments such as those at the LHC to measure
individual neutrinos, production of these particles has to be deduced by ob-
serving events where not all the energy can otherwise be accounted for.

4. Finally there are many hypothesized particles that interact through none of
these forces. It is therefore impossible to directly measure their properties in
experiments. However, like neutrinos their existence can be deduced by the
observation of events where not all the energy can be accounted for. These
can be differentiated from neutrinos by using the detectable products of the
interaction to determine the properties of the particle(s) required to account
for the missing energy.

There are a number of different ways to take advantage of particle properties
and how they interact with matter in order to be able to measure the momentum,
energy, position and charge of the particles as they pass through a detector medium.
Thus many different categories of detectors have been invented to take advantage
of different interaction to measure these particle properties [23].

1.4.1 Photons

The energy loss of photons is dominated by three different phenomena, depending
on the energy of the photon and the material through which it is passing through:

Pair production

For photon energies higher than two times the rest mass of an electron, a photon
can produce an electron-positron pair. This can only happen as the electrons travels
close to a massive charged object, in order to conserve momentum [23]. This process
becomes dominant for photon energies E ∼ 10mec

2.

For very high energy photons, where the produced electrons have an energy
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high enough to undergo radiative energy losses, this step initiates an electromag-
netic shower where the electrons undergo bremsstrahlung and the resulting pho-
tons can also undergo pair production. The positrons that are produced can annihi-
late with an electron in the surrounding matter. A diagram of the pair production
process is shown in Fig. 1.6.

e-		

γ	

e+		

Figure 1.6: A high energy photon producing an electron-positron pair.

Compton scattering

For intermediate photon energies, energy loss is dominated by the Compton effect;
an incoming photon can interact with a quasi free atomic electron, the electron re-
coils from the interaction at an angle φ while the photon is scattered by and angle θ
as shown in Fig. 1.7 [23].

ATOM	
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γ	

γ	

φ	

θ	

Figure 1.7: The Compton effect, a photon is scattered at an angle as it transfers some
of its energy to an atomic electron
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Photoelectric effect

ATOM	

e-		

γ	

Figure 1.8: The emission of an atomic electron due to a photon with an energy
higher than the work function of the material

Finally, when the photon energy is very low (∼ few eV), but still higher than the
binding energy of atomic electrons, photons can be absorbed as they interact with
an atom, resulting in the emission of an atomic electron; a diagram of this phe-
nomenon is shown in Fig. 1.8.

1.4.2 Charged particles

As shown in Fig. 1.9, the energy loss of charged particles in matter follows the
Bethe-Bloch equation for energies in the range 0.1 < βγ < 104:

−
〈
dE

dx

〉
= Kz2

Z

A

1

β2

[
1

2
ln

2mec
2β2γ2Tmax
I2

− β2 − δ(βγ)

2

]
(1.1)

At higher energy, the energy loss is dominated by the emission of photons (brems-
strahlung) as shown in Fig. 1.9, and therefore it can initiate an electromagnetic
shower as described previously.
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Figure 1.9: Stopping power for positive muons in copper, showing that the bulk of
the radiation loss at high energy is due to radiative losses, at low energy it is due
to nuclear effects, while at intermediate energies it is described by the Bethe-Bloch
function [24]

Figure 1.10: Energy loss versus particle momentum in the ALICE TPC at 13 TeV.
The lines show the expected mean energy loss according to Bethe-Bloch [25].
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2. Semiconductor particle detectors

2.1 Semiconductor theory

While individual atoms can have electrons in discrete energy levels, if a large num-
ber of atoms is brought together to form a crystal the degenerate levels of the con-
stituent atoms will split into a large number of closely spaced energy levels, essen-
tially forming a continuum. These bands are separated by a set of energy levels
from which electrons are forbidden (the energy gap Eg). The upper band is called
the conduction band, and the lower band is called the valence band [26].

Materials can be broadly separated into 3 different categories based on their
band structure and how the bands are filled:

1. Conductors are a class of material where either the bands overlap, or one of
the bands is partially filled in the lowest energy state allowing charge to flow.
Metals fall into this category.

2. Insulators are materials in which the conduction band is completely empty
while the valence band is completely filled, not allowing charge to flow freely.
In insulators, the bandgap is large (>10 eV), meaning that electrons are not
easily excited from the valence band to the conduction band.

3. Semiconductors are a similar class of material to insulators, but the bandgap is
small (∼ few eV) enough to allow electrons to be easily excited to the conduc-
tion band. The distinction between semiconductors and insulators is usually
made based on their resistance at room temperature [27].

2.1.1 Defects, doping and charge trapping in semiconductors

For a perfect semiconductor crystal with no impurities or defects (known as an in-
trinsic semiconductor), charge does not flow through the material unless an electron
is excited from the valence band directly to the conduction band either due to ther-
mal excitations or radiation incident on the semiconductor, creating a pair of mobile
charge carriers; a negative electron and a positive hole.
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In practice however, it is impossible to have a perfectly pure material and thus
defects and impurities are introduced in the material which affect the properties of
the material.

Defects in a semiconductor crystal can be classed in three broad categories [28]:

1. Substitutional impurities; where an atom in the lattice has been replaced by an
atom of a different element

2. Native defects; these are defects in the crystal lattice, such as vacancies or in-
terstitial atoms

3. Complexes; these are defects formed when two or more defects are combined

Polycrystalline materials are also used for semiconductor devices, and the grain
boundaries in this type of material also affect the device performance.

Some defects are generated during crystal growth, for example contaminants
during the growth process will result in substitutional impurities, whereas some
defects will be introduced afterwards. For example, when the material is irradiated,
an atom can be displaced from its lattice site by a high energy particle, producing a
vacancy-interstitial pair (known as a Frenkel pair [29]). A more detailed explanation
of radiation damage is presented in Section 2.1.1.3.

2.1.1.1 Doping

In some cases, impurities are purposefully added to the material to change its con-
ducting properties. This is known as doping. Impurities can be added either during
growth to create a crystal with a uniform concentration of dopants, or through an
implantation or diffusion process after the crystal growth if dopants are required
only in certain areas of the device. These processes are central to the current silicon
centered semiconductor industry as they are used to produce p/n junctions [30].

Dopant atoms can be either donors or acceptors.

• Donors have a state close to the conduction band from which an electron can
be excited and become mobile, creating an excess of electrons in the material.
Materials with an excess of donors are known as n-doped semiconductors.

• Acceptors have a state close to the valence band which can easily accept an
electron from the valence band, creating a mobile hole, resulting in an excess
of holes in the material. Materials with an excess of acceptors are known as
p-doped semiconductors.

Both of these allow current to flow through the material by greatly reducing the
energy required to create one type of charge carrier. The type of doping that is used
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depends on the desired properties of the material for specific applications.
A key application of this is the creation of p/n junctions, regions of p-type and

n-type material connected together, allowing current to flow easily in only one di-
rection [26].

On one side of the junction there is a large number of holes, while the other
side contains a large number of electrons. The charge carriers on each side of the
junction diffuse into the other material, while nearby donor and acceptor atoms
remain uncompensated, creating an electric field due to the resulting space charge
in the material.

Devices containing a p/n junction can be operated with both a positive (for-
ward) bias, in which case the current increases rapidly as the applied voltage is
increased, and negative (reverse) bias, where the current is very small until a criti-
cal bias is reached, at which point the junction breaks down.

Silicon particle detectors are generally operated as a reverse bias p/n junction.
When a reverse bias is applied it greatly reduces the carrier concentration in a region
close to the junction, called the depletion region. This region increases in size as the
reverse bias is increased. This means that when a particle hits the device it creates
electron-hole pairs, resulting in a current pulse as they drift towards the electrodes
which is measurable due to the low leakage current.

2.1.1.2 Charge trapping

Defects and impurities can also introduce various states within the bandgap of the
material, that can trap one type of charge carrier. The presence of this sort of defect
can have important effects on the electrical properties of the device.

Diamond particle detectors in HEP experiments are generally operated as in-
trinsic devices. The presence of defects is undesirable, as they act as charge traps:
if the trap is shallow (usually refers to trap states that are ionized at room temper-
ature [29]) then the charge carrier can be excited back into the conduction band by
the thermal energy in the material, thus arriving at the electrodes at a delayed time
(∼ 1 µs). This causes a reduction of the original signal, as well as some noise after
the pulse.

If the trap is deep, a lot of energy is required to excite the charge carrier back into
the conduction band (such as a UV photon). In this case, if no UV light is present,
the charge carrier can remain in the trap indefinitely [31], thus passivating the traps
and improving the signal collected from the detector. The process of irradiating the
detector to passivate the traps is known as pumping or priming [32].

In diamond, due in part to the large bandgap, a large number of the traps are
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deep traps. This allows the device to operate at room temperature with a low in-
trinsic concentration of charge carriers even after heavy radiation damage [33].

For silicon however, the lower bandgap means that more of the radiation in-
duced traps are shallow, causing them to have a greater effect on the performance
of the device. However it has been shown that lowering the operating temperature
of the devices reduces the thermal excitations in the material meaning that trapped
charges are less likely to be de-trapped [34]. This allows devices to work after larger
radiation doses.

2.1.1.3 Radiation damage

As previously described the performance of semiconductor devices can deteriorate
due to radiation. The damage is primarily caused when a hadron or high energy
lepton displaces a primary knock on atom (PKA), creating a Frenkel pair (an inter-
stitial atom and a vacancy) [29], as well as potentially displacing other atoms from
their lattice site if there is enough energy.

In diamond this process normally takes ∼ 0.05 ps and only forms point defects,
with almost all the energy dissipated after 60 fs. Some of the resulting vacancies and
interstitials can then undergo thermal diffusion and eventually recombine, or form
complexes with other defects [35]. For other semiconductor materials like Silicon
however amorphous pockets can be created, leading to more extended defects [36].

Depending on the material used and the incident particle type, nuclei in the
detector can also undergo nuclear reactions.

Radiation damage causes increases in leakage current. This is due to the defect
states produced by the radiation which have energies that are close to the middle
of the band gap. This causes problems, as in a small band gap material, the energy
required to excite these centers into producing electrons or holes is low and hence
they can be thermally excited, resulting in a leakage current. Defects caused by
radiation damage can also affect the doping of the material which then requires
significantly higher voltages to achieve full depletion by creating defects that can
then combine with dopant atoms, changing their properties. This can eventually
lead to type inversion, where p-type material becomes n-type material or vice versa.

In diamond, however, since it is a large band gap material, these states require a
high energy to be excited. This is not achievable by thermal excitation alone under
normal operating conditions, and therefore results in a lower leakage current [37].

Above a certain temperature, defects can start to migrate through the lattice un-
til they reach sinks (such as dislocations), they combine with their counterparts
and annihilate, thus becoming inactive (e.g. the recombination of a Frenkel pair),
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or they can combine with other defects forming complexes. Alternatively, exist-
ing complexes may be dissociated into their components, and these components
will start migrating separately [29]. The process of heating a material, allowing the
constituent atoms atoms to migrate, improving the material properties is known as
annealing.

It has been shown that after heavy irradiation of diamond samples, their perfor-
mance can be significantly improved by annealing the sample [38]. This resulted in
a recovery of up to 70% of the charge lifetime.

2.1.2 TCAD simulation of semiconductor devices

Sentaurus TCAD (Technology Computer Assisted Design) was used for the simu-
lations described in this thesis. This is a software package that can simulate the
behavior of semiconductor devices in a large range of circumstances. The package
contains a large amount of data about common semiconductor materials, and given
a set of initial conditions can compute properties of a device, such as the carrier con-
centration and the electric field, using the governing equations of semiconductors.

The equations used by TCAD to simulate the behavior of semiconductor devices
are the Poisson equation:

εs∇ · E = q(p− n+N) (2.1)

The Electron Continuity equation:

∂n

∂t
=

1

q
∇ · Jn + (G−R) (2.2)

and the Hole Continuity equation:

∂p

∂t
= −1

q
∇ · Jp + (G−R) (2.3)

where
Jp = qµnE − qDp∇p (2.4)

and
Jn = qµnE − qDn∇n (2.5)

are the current densities of holes and electrons respectively, εs is the permittivity
of the material, E is the electric field, q is the the electron charge, n is the electron
density, p is the hole density, G is the charge carrier generation rate, R is the charge
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carrier recombination rate, µn is the electron mobility and Dp and Dn are the dif-
fusion constants for hole and electrons respectively [26]. These equations can be
reduced to a summation, making them solvable by a computer. The TCAD package
uses the Newton method to solve them [39].

2.1.3 Ramo’s theorem

Ramo’s theorem is a method for calculating the current induced in a conductor
by a nearby moving charge if the motion of the charge is known, first derived by
Shockley [40] and Ramo [41]. According to Ramo’s theorem, the current induced
by a moving charge is given by

i = Eveeve (2.6)

where i is the instantaneous current at an electrode due the motion of a single
charge; e is the charge of the moving carrier; ve is the instantaneous velocity of the
charge and Eve is the component in the direction of v of the weighting field at the
position of the charge. The weighting field is defined as the electric field due to
the electrode if the charge is removed, the electrode being analyzed is raised to unit
potential and all other conductors are grounded.

Due to the linearity of Maxwell’s equations, the theorem is also valid if other
charges are present in the volume of the material. If numerous moving charges are
present, it is possible to obtain the induced current by summing the contributions
from all the individual charges [42].

2.1.4 Field dependent mobility

Drift velocity is linearly proportional to the applied field at low electric fields [26].
This means that assuming that the drift velocity is small compared to the thermal
velocity (∼ 107 cms−1 for silicon at room temperature [26]), it can be assumed that
the time interval between collisions is independent of the electric field, thus the
mobility can be defined as follows:

vdrift
E

= µn ≡
qτc
mn

(2.7)

for electrons, and a similar equation for holes, where vdrif is the drift velocity, E
is the electric field q is the charge of the carrier, τc is the time between collisions, and
mn is the effective mass of the electrons.
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The relationship between the drift velocity and the applied electric field was
empirically found to fit the equation:

vdrift =
vs

[1 + (ε0/ε)γ]1/γ
(2.8)

where ε is the electric field, γ is equal to 2 for electrons and 1 for holes, vs is the
saturation velocity, and ε0 is a constant [43].

2.1.5 Charge collection distance

The charge collection distance is the average distance that a charge carrier travels in
the device, it is a quantity used to quantify what proportion of the charge deposited
in a material is collected by electrodes.

The charge collection distance dcc is given by

dcc = q
L

Q
(2.9)

Where q is the charge collected, Q is the charge generated and L is the sam-
ple thickness [37]. This quantity should not be confused with the average distance
traveled before carriers get trapped dtrap given by the equation:

dtrap = µEτ (2.10)

Where µ is the average carrier mobility, E is the applied electric field, τ is the
mobility weighted average carrier lifetime,

The charge collection distance varies with electrode separation. In planar de-
vices if the electrode separation D >> dtrap then dcc ≈ dtrap, however if the charges
are unlikely to be trapped such that D << dtrap, then dcc ≈ D and this means that
all the deposited charge has been collected by the electrodes.

2.2 Planar detectors and detector geometries

3D detectors are a recent development, before the advent of the IBL, semiconductor
tracking detectors have always been planar devices. The general operating princi-
ple of these devices is to have contacts on opposite surfaces of the detector substrate
and using them to apply an electric field through the bulk of the material. This elec-
tric field causes the charge carriers generated by a particle hit to drift towards one
of the electrodes, with electrons and holes collected on opposite sides of the device.
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Diamond tracking detectors are generally built using intrinsic material, as it is
already highly resistive and has a very low leakage current in standard operating
procedures. Silicon however usually has a significant leakage current, and as such
silicon devices are made out of doped material, with implants with the opposite
dopant type on the surfaces, thus creating p/n junctions. Applying a reverse bias
creates a depletion region with no mobile carriers. Once a particle interacts with
this device it releases some charge carriers which produce a current pulse that is
detectable due to the lack of other carriers present.

A number of different detector geometries can be used for planar devices. One
such geometry is a simple pad detector, a detector with a low segmentation with
only one or a small number of readout channels with macroscopic dimensions. De-
vices like this are good for some applications such as beam monitoring, where the
motion of individual particles is not important [44], or for applications with low
position resolution requirements and a low event rate, such as Transient Current
(TCT) measurements to study the electrical properties of a material [45].

Pad devices are not good for applications where the motion of large numbers of
individual particles need to be known with high precision, and for this purpose the
detectors need to be highly segmented to acquire useful information. To achieve this
there are two possible approaches: strip devices which are highly segmented in only
one direction and pixel devices which are highly segmented in two dimensions.

Some strip devices currently in use consist of strips with a length of several
millimeters in one direction which are separated by < 100 µm in the other. One
example of a system that functions like this is the ATLAS SCT. This section of the
ATLAS inner detector is designed to provide 8 measurements along each track. This
sub-detector is composed entirely of silicon strip devices, with dimensions of 6.36×
6.4 cm2, and consists of 780 strips of 80 µm pitch [46]. These strips are generally
wirebonded to the readout electronics.

The highly segmented alternative to a strip geometry is a pixel geometry, where
the device is highly segmented in two dimensions, generally with a pitch of ∼ 100

µm in both directions, with each pixel individually bump-bonded to the readout
electronics. This process will be described in more detail in section 3.5. There are
many examples of this technology in operation in current experiments: the FE-I4
chip, with pixel dimensions of 50 × 250 µm2 makes an important contribution to
tracking in the ATLAS detector [47]. Likewise, the CMS ROC, consisting of 100×150

µm2 pixels is a vital part of the CMS tracker [48].

There are a number of advantages and drawbacks to each of these approaches.
Pixel devices are generally more expensive and require a more complex fabrication
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process. Due to the fact that the electronics has to be placed directly under the
sensor material, pixel devices are usually thicker than strip sensors in the active
region. This is a problem for tracking detectors as ideally they should measure the
position of the hit without affecting the motion of the particle and this is more likely
to happen with thicker devices.

(a) (b)

Figure 2.1: The effect of two simultaneous hits on a pair of perpendicular strip
detectors (a) and a pixel detector (b). The positions of the two hits are shown by
the green circles and the ghost hits in the strip case are shown by red circles. In the
strip case, without more information, it is not possible to determine which of the
four possible hit positions are real and which are not.

Strip devices are generally thinner than pixel devices as the readout electronics
are not required to be directly underneath the sensor. Thus for applications where
material thickness is critical this presents an advantage. They are also more simple
and cheaper to fabricate. The main disadvantage of these devices is that they only
provide position information in one direction. This is usually overcome by plac-
ing two sensors back to back with the strips angled with respect to each other. By
combining the information from the two sensors it is then possible to get a precise
position measurement in both directions. This presents a problem in a high lumi-
nosity environment where there are a number of simultaneous hits, as it can create a
number of ghost hits, as shown in Fig. 2.1. This problem becomes more prominent
as the rate of particle traversing the detector increases. In particle physics exper-
iments this means that, in general, detector layers closest to the interaction point,
which are subject to the highest particle fluence, consist of pixel devices. Further
from the interaction point the area that needs to be covered by detectors to cover
the same pseudorapitidy range greatly increases, and the fluence of the particles
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through the detectors decreases, this allows the use of strip devices as there is a re-
duced likelihood of ghost tracks, and it provides a great reduction in the required
detector cost.

2.3 3D detectors

Figure 2.2: The structure of a 3D detector with electrodes inside the bulk of the
detector material [49]
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Figure 2.3: A comparison between (a) 2D and (b) 3D device geometries. A 3D ge-
ometry allows the decoupling of the electrode separation and detector thickness,
allowing charges produced in the semiconductor to travel a shorter distance to be
collected without affecting the magnitude of the generated signal.

3D detector technology was first developed for silicon detectors [49] and has been
used in Particle Physics experiments. It currently makes up 25% of the ATLAS
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IBL [50]. 3D detectors are expected to play a greater part in future Particle Physics
experiments as they have been proven to be a viable technology.

In 3D detectors, rather than placing the electrodes on the surface of the detector
material, as is the case for planar detectors, the electrodes are fabricated within the
bulk of the material as shown in Fig. 2.2. In silicon, Deep Reactive Ion Etching
(DRIE) is used to remove material from the bulk creating columnar holes which are
filled with polysilicon and then doped [49].

3D detectors present a great advantage because the inter-electrode spacing is not
limited by the thickness of the wafer used. This means that electrodes can be placed
closer to each other, decreasing the distance that electrons and holes have to travel
before reaching an electrode, making them less likely to be trapped. A demonstra-
tion of these concepts is shown in Fig. 2.3. This results in a faster response time
and an increased radiation hardness of the detectors as well as a reduction of the
required bias voltage, while not compromising the size of the signal by reducing
the detector thickness.

2.4 Properties of diamond

As large collider experiments such as the LHC continue to be developed they are
required to reach higher energies and luminosities. These changes have the effect
of increasing the particle fluence through the detectors meaning that they will have
to remain in operation after higher radiation doses before they can be replaced. The
desire for these detectors to remain in operation for longer is driving the develop-
ment of new, increasingly radiation hard devices to be used in such experiments.

One way of increasing radiation hardness is to use a more radiation tolerant
material. A good candidate for a new detector material is diamond as it has some
interesting properties [37]:

1. it has a very high bond strength (43eV needed to displace an atom)

2. it has a large bandgap (5.5eV)

3. it has a very high thermal conductivity, allowing it to be cooled much more
effectively

The combination of these properties leads diamond to have a very high break-
down field and also make it very radiation resistant.

Having a high band gap (5.5 eV), means that diamond has a very low intrinsic
carrier concentration, and hence a very low leakage current. Diamond detectors
can therefore be fabricated by using intrinsic material and only need simple surface
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contacts, rather than requiring operation as a reverse bias diode. However this
also means that significantly more energy is needed to create an electron-hole pair
resulting in a lower signal. The large bandgap also means that the defect states,
produced as the detector suffers radiation damage, will not be as easily excited as
in silicon, so the negative effects of this type of radiation damage will be mitigated
by pumping the device, as described in detail in Section 2.1.1.2.

Diamond (5.7) also has a lower dielectric constant than silicon (11.9), hence it
has a lower capacitance, resulting in a much lower level of noise.

Advances in fabrication techniques have lead to the development of Chemical
Vapour Deposition (CVD) produced diamond which allows the production of high
quality polycrystalline (pCVD) diamond wafers, as well as large, high quality single
crystal (scCVD) diamonds. This fabrication process will be described in more detail
in Section 3.1.

Beam tests were carried out with pCVD diamond detectors and they were found
to have good position resolution (comparable to silicon detectors), and a signal to
noise ratio between 60:1 and 8:1 (depending on the shaping time of the electronics).
The samples were also found to retain a good signal to noise ratio after irradiations
of up to 1× 1015 pcm−2 [32].

Tests carried out at BaBar using two pCVD diamonds have shown that diamond
detectors can perform reliably over extended periods of time at high voltage, re-
maining stable with a very low leakage current (< 0.1 nA) without showing any
signal degradation [32].

Diamond detectors have also been used for the ATLAS beam condition monitors
(BCM) [51] as well as the DBM [52] due to their high radiation resistance. The BCM
and DBM are used in the ATLAS experiment to detect any anomalous beam events
that could cause background or damage to the inner parts of the detector.

The main requirements of these detectors are determined by the tough environ-
ment present at the LHC. They require very good radiation resistance, to withstand
a fluence of 1015 cm−2 particles over their expected ten year lifetime, and timing re-
quirements, due to bunch crossings in the LHC occurring every 25 ns; meaning that
these detectors require ≈ 1 ns rise time, ≈ 3 ns narrow width and ≈ 10 ns baseline
restoration [51].

Trapping centers lead to a significant negative impact on the charge collection
distance in diamond. Due to the large bandgap of diamond however, the trap states
will be relatively far from the conduction or valence bands, hence once a charge
carrier is trapped in one of these trapping centers, it will not easily be released.
Pumping the device in the appropriate environment (e.g. away from UV light) will
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have the effect of passivating the traps, and these traps will remain passivated until
they are exposed to enough energy to be released, for example using UV radiation
and it can remain in that state for many months [31].
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3. 3D diamond detector fabrication

3.1 Manufacture of diamond

Natural diamonds are expensive, are generally small in size and have inconsis-
tent electrical properties; it is therefore preferable to use synthetic diamonds grown
in the lab [37]. Diamonds were first synthesized in 1955 by high-pressure high-
temperature (HPHT) deposition [53]. This method of diamond synthesis produces
high purity single crystal diamonds, however it currently has its limitations, chiefly
the limited size of diamonds that can be grown and the extremely high cost of the
necessary apparatus [54]. Since then, another method of diamond synthesis has
been developed: Chemical Vapour Deposition (CVD). With this method it is possi-
ble to grow amorphous carbon with sp2 or sp3 bonds, as well as single crystal and
poly crystalline diamond [55]. The properties of the material grown depend on a
large number of factors, including the growth speed, the amount and distribution
of seed crystals and the gas mixture used.

The CVD process uses gas phase chemical reactions to synthesize diamonds.
They are usually grown on substrates of molybdenum, silicon nitride, tungsten car-
bide [54] or iridium [56] from a gas mixture containing a hydrocarbon (usuallyCH4)
to provide the carbon, and a hydrogen plasma. Atomic hydrogen generated in the
plasma breaks up the methane (as well as any long chain organic molecules that
may form) into reactive CH2 radicals which can then form the required bonds; it
preferentially etches graphitic sp2 carbon over the sp3 carbon that makes up the di-
amond lattice, and it also terminates the dangling bonds on the diamond surface
during growth, resisting the formation of sp2 bonded surface reconstructions. The
atomic hydrogen in the plasma also abstracts hydrogen bonded to the surface of
the diamond, producing sites where the methyl components can adsorb onto the
surface, allowing growth to continue [57].

CVD processes can be divided into two categories based on the type of excitation
that is used: Heated Gas CVD and Ionization Plasma CVD, and each of these two
categories can be split into a further two categories [58].
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Heated Gas CVD:

1. Thermal Induced: the gas phase is activated using a hot filament or surface
[54].

2. Chemical Induced: the energy is provided by the exothermic conversion of a
process gas [54].

Ionization Plasma CVD:

1. Electromagnetic Excitation: the gas mixture is excited using electromagnetic
waves, usually using either radio frequencies, microwave frequencies or a va-
riety of laser types, such as excimer (3000 THz); Nd:YAG (281 THz); CO2 (28.3
THz) [54].

2. Electrically Induced: Using DC plasma discharge between two electrodes; can
be either glow discharge or arc discharge based on the applied voltage [54].

Electrical properties of CVD diamonds vary with thickness, the charge collection
distance for example, which is often used as a measure of quality of the material,
varies with the thickness of the substrate [37]. It has also been shown that for pCVD
material the amount of grain boundaries varies with material thickness, with the
quality of material improving as the thickness of the wafer increases [59]. A cross-
section of polycrystalline material is shown in Fig. 3.1.

Figure 3.1: Cross-section of 100 µm thick pCVD diamond material [60].

Diamonds from three different manufacturers were used in this thesis: E6 [61],
which produce both single crystal (scCVD) and polycrystalline (pCVD) material,
II-VI [62], which produce pCVD material and IIa [63], which in the past produced
scCVD diamond, but have now left the industry. Recently AuDiaTec has started
diamond production and are a possible future source of diamonds for detector ap-
plications [64]. These are not the only organizations involved in the commercial
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production of CVD diamonds, however the others are currently unable to produce
enough diamonds of the desired quality in the required quantities.

Technological advancements to allow the production of electronic grade dia-
monds using an HPHT process are also being investigated, largely by New Dia-
mond Technologies (NDT) [65]. Early results are promising, but the technology is
not yet developed enough, and the diamonds produced are not yet of a high enough
and consistent quality to be used as detectors [66].

Figure 3.2: Photograph of graphitic arrays in a single crystal diamond sample taken
through crossed polarizers.

In recent years, the capabilities have been developed to allow laser microstruc-
turing of the diamond bulk [67, 68, 69]. This has raised the possibility of being able
to apply the radiation resistant 3D geometry to a material that is more radiation
resistant than silicon, hence creating detectors that have extreme radiation hard-
ness characteristics. This eventually led to the development of the first 3D diamond
detectors [70] [71].

In this case, electrodes are produced by using short, focused UV laser pulses to
induce graphitization of the diamond, producing a column as the sample is moved
with respect to the focal point of the laser, as shown in Fig. 3.3. One of the main is-
sues with this fabrication procedure is that as graphite is less dense than diamond,
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as soon as it is formed it expands, and hence it risks causing internal stress and
cracks in the diamond. This effect is demonstrated in Fig 3.2 as the high stress
region around a column changes the polarization of light passing through it, allow-
ing it to be observed when the sample is placed between crossed polarizers. Since
cracks can prevent some of the charge from reaching the collection electrode, this is
undesirable.

(a) (b)

(c)

Figure 3.3: Diagrams showing the fabrication of a graphitic column.

Most detectors produced so far have had the readout columns read out in lines.
One way to connect the lines of columns was to use a metalization layer on the
surface of the diamond. This requires the sample to be extremely clean as other-
wise the metalization may not adhere to the sample, hence making wire-bonding
impossible. Cleaning should only be done before graphitization to reduce the risk
of damaging the surface of the graphitic columns, which can affect the quality of
the contacts. For future tracking detectors it will be necessary to read out cells indi-
vidually; this will require the sample to be bump-bonded to a pixel chip, requiring
the production good metallic contacts to the columns.

Alternatively, detectors have been produced where the lines of readout columns
are connected using graphitic channels on the surface of the diamond [72] [73] [74].
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This solution however is only viable in the long term for applications where po-
sition resolution is less important, such as dosimetry. With this approach it is not
possible to read out columns individually and it is therefore not possible to reach a
sufficient position resolution.

3.2 Diamond cleaning

There is a significant amount of literature describing processes for the cleaning of
diamond. For diamond detectors to be viable, there needs to be a procedure for
depositing mechanically and electrically stable metal contacts on the surface of the
material. First of all the diamonds need to be cleaned. There are many different
methods described in the literature [75, 76, 77, 78, 79]. The consensus is that the
diamond should be cleaned of any non-diamond carbon and organic compounds
using a solution of either CrO3 + H2 SO4 [75] [77] [78] or H2O2 + H2SO4 [77]. Next
it is necessary to remove any metal impurities from the surface of the diamond
(which is especially necessary for the leftover Chromium if CrO3 was used). This is
achieved by using Aqua Regia (3HCl + HNO3) [75] [78] .

As progress has been made in the production of CVD diamonds, the quality of
the material and the surface finish received from the manufacturers have improved.
Therefore, metalization success for newer diamonds is less reliant on the cleaning
procedure used. It is still important however for old or recycled samples that have
been used in experiments and which have not always been within a cleanroom en-
vironment and have residues such as glue or epoxy on the surface. The procedure
used in Manchester is based on the procedure developed within the RD42 collabo-
ration and is as follows:

1. The sample is kept for ∼ 5 minutes in a boiling 3:1 HCl(≈ 37%):HNO3(≈ 70%)

mixture (aqua regia). This has the main purpose of removing any metallic
impurities on the surface of the sample.

2. The sample is kept for ∼ 5 minutes in a boiling 3:2 H2SO4(≈ 98%):HNO3(≈
70%) mixture. This mixture has the purpose of removing any non diamond
carbon on the surface of the sample.

3. The sample is kept for ∼ 5 minutes in a boiling 1:1 H2SO4(≈ 98%):H2O2(≈
30%) mixture (piranha etch). This is an oxygen rich mixture and has the pur-
pose of ensuring the surface bonds on the diamond sample are oxygen ter-
minated rather than hydrogen terminated, ensuring improved qualities of the
contact, as well as further cleaning the sample of any organic residue on the

44



surface. It is possible to test the surface termination in the lab, as if the sam-
ple is hydrogen terminated it will be somewhat hydrophobic, whereas if it is
oxygen terminated it will be hydrophilic.

4. The sample is thoroughly rinsed in de-ionized water between each of these
steps to remove any excess solution from the previous step.

5. These steps are then repeated a further at least once, but can be repeated again
if contaminants are found through optical inspection after the cleaning process.

Furthermore, if the sample is being recycled (i.e. if a previous metalization has
to be removed in order to deposit a new one to produce a different device), before
the cleaning steps using acids the metalization must be removed. It is preferable for
this to be done chemically as this will avoid damaging the surface of the sample,
and thus causing its electrical properties to deteriorate considerably. If this is not
possible it can be mechanically removed, however this procedure can produce some
subsurface damage, meaning that the surface layers of the sample (up to 10−15 µm
in depth) have to be removed using a plasma treatment to bring the sample back to
optimal performance.

Table 3.1 lists a few different surface impurities and metalizations, and the com-
bination of chemicals that has been used to remove them.

Surface contaminant Removal technique Treatment Details

Gold
I2 and KI based gold etchant
[80] or aqua regia

∼ 5 min treatment,
room temperature

Chromium
Cerium based chromium
etchant [81]

∼ 5 min treatment,
room temperature

Titanium
CP4 solution (∼ 1 : 1

HF:HNO3 diluted in water)
∼ 5 min treatment,
room temperature

Ti-Tungsten (W-Ti) Al-
loy

CP4 solution (∼ 1 : 1

HF:HNO3 diluted in water)
∼ 5 min treatment,
room temperature

Hardman Double Bub-
ble Epoxy [82]

Piranha Solution (3:1 H2SO4 :
H2O2)

∼ 20 min treatment,
no additional heating

Table 3.1: Removal method of various diamond surface impurities and metal-
izations
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3.3 Graphitization process

Laser induced graphitization of conductive channels in diamond has been devel-
oped over a number of years. Lasers can be used to produce graphitic structures
in diamond [83] [84]. More recently, as this process has been further developed,
the effects of varying the wavelength have been studied and it has been shown that
for this purpose, short pulse lengths improve the quality of the graphitic structures
by being better able to control the columns properties, making them more uniform
and reducing damage to surrounding material, and that such graphitic structures
are less dense than the surrounding carbon, leading to the formation of a surface
bulge [67]. This is a problem for 3D devices as this bulge could affect the metaliza-
tion of the device, and within the diamond bulk, the expansion of the the graphitic
material could lead to the development of cracks and high stress regions in the bulk
as shown in Fig. 3.2.

The potential to produce structures stretching further into the diamond bulk was
quickly realized, and it was determined that to minimize damage to the surround-
ing material laser pulses of < 150 fs are required [68]. These structures were found
to have a diameter of∼ few µm and depths of several hundred µm [85]. There were
still problems with the viability of this technique, chiefly a lack of homogeneity of
the produced structures and lack of control over the structure shape, which limited
how small the produced structures could become [69].

These structures will prove advantageous for the production of radiation detec-
tors. This lead to the first 3D diamond detectors realized with the fabrication of elec-
trodes within the bulk of the diamond, read out via a surface metalization [70] [71].
3D diamond detectors made entirely of carbon have also been realized, with colum-
nar electrodes connected together by graphitic channels along the surface of the dia-
mond [72] [73], this is advantageous as carbon is non toxic and connecting columns
using surface metalization has not always been successful and is dependent on hav-
ing a perfectly clean surface. This could be a preferable approach for detectors for
dosimetry, where the geometries required are similar to those used in prototype de-
vices [74]. For high energy physics applications, where a pixel readout is necessary
to achieve the desired position resolution, being able to produce a contact on the
detector with a surface metalization is still a requirement and hence this avenue
should not be neglected.

The quality of the produced electrodes in the first devices was not good, and
the production not reliable enough for these devices to achieve widespread use. A
number of studies were carried out to further develop this technique [86] [87] and
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to better understand the structure of the columns [88].

Significant advancements have been made in the laser graphitization of dia-
mond in recent years, chiefly by using a Spatial Light Modulator (SLM) to correct
any aberrations in the laser beam. As well as to account for the deformation of the
focal point at different depths within the diamond. This reduces the size of the fo-
cal point of the laser within diamond [89], allowing the production of smaller and
less resistive columns. This new process allows for better control of the focal point
of the laser allowing the production of arbitrarily shaped electrodes with smaller
dimensions, as well as the possibility of fabricating multiple electrodes simultane-
ously. This method has already lead to an improved column fabrication success rate
compared to previous devices [90].

Over the last few years a number of studies have been carried out to under-
stand how the parameters used for column fabrication (such as laser power, energy,
movement speed of the diamond through the focal point of the laser), affect the
quality of the column produced, the composition of the column (the sp2:sp3 car-
bon ratio) and the physical and electrical properties of the columns [86] [87] [91].
Further studies of the properties of the electrodes produced using a graphitization
process, particularly using the new SLM technology, are still ongoing and will be
described in more detail in Section 9.5.

Some studies have also been performed to achieve a different approach to pro-
ducing 3D diamond detectors, removing columns of material using a micropro-
cessing technique, such as reactive ion etching or electron beam induced etching
and producing contacts by electroplating the diamond with chromium [92]. These
processes present an interesting prospect for the future of 3D diamond technology,
by potentially greatly reducing the fabrication time of the columns and producing
electrodes with a greatly lowered resistance. However this process is still in the
early stages of development.

3.4 Surface contacts on diamond

3.4.1 Metal-semiconductor contacts

To produce a diamond detector (3D or otherwise) it is necessary to produce electri-
cal contacts on the diamond, these will either consist of a metal or a graphite like
material (a semi-metal [27]).

The contact produced can either behave like a Schottky diode [93]; providing
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rectifying behavior, or it can behave as an ohmic contact. Generally an ohmic con-
tact forms when the work function of the metal (energy needed to eject an electron
from the surface of the material) is lower than that of the semiconductor [94].

For detector applications, as well as many other applications of CVD diamond,
it is desired to produce well-characterized and stable ohmic contacts.

3.4.2 Production of surface contacts on diamond

There are two approaches that can be taken for producing surface contacts on di-
amond: by laser-writing a graphitic pattern on the surface in the same way as 3D
electrodes are produced, or by the deposition of a surface metalization. Laser writ-
ing has some advantages, mainly that it can be done as part of the laser processing
already required, it reduces the cleanliness requirement of the substrates (surface
impurities, as long as they do not obscure the diamond have no effect on this pro-
cessing), and it also allows detectors to be built entirely of carbon, which is ad-
vantageous for radiotherapy applications. However it also has drawbacks. It is
irreversible, meaning that it can not be used to produce simple contacts to test the
diamond quality before producing a device with the same sample. It is a process
that damages the surface of the diamond by converting the top layers into graphitic
material. It introduces some surface roughness to the sample, and it makes it more
difficult to bond to the diamond, especially when producing highly segmented de-
vices such as pixel detectors.

The alternative approach to surface graphitized contacts is to deposit a surface
metalization on the diamond which solves all the previously stated problems of
using graphitic surface contacts. There are a number of different ways to achieve
this as described below.

Before any processing can commence the sample must be thoroughly cleaned,
as any particles of dust or impurities on the surface will cause breaks in the metal-
ization as shown in Fig. 3.4. The cleaning procedure to be used is already described
in Section 3.2. Once a sample has been sufficiently cleaned, it is necessary to define
an area on the sample to metalize, this can be done using either a shadow mask or
a photolithographic process.

A shadow mask consists of having a layer of material between the source of the
metal atoms (either a sputtering target or metals for evaporation, the advantages
and drawbacks of each method will be discussed later) and the sample. This mate-
rial has holes machined into it where the metal atoms will pass through and adhere
to the surface of the device being processed. The advantages of this method are
that it is cheap and quick, ideal for depositing pads on the surface of samples to test
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Figure 3.4: Photo showing breaks in the metalization caused by impurities on the
surface of the diamond [95]
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Figure 3.5: A 6 inch diamond wafer with circles deposited on the surface used to
measure the quality of material produced [52]. The processing was done using a
shadow mask.

the quality of the material as shown in Fig. 3.5. However this method has many
drawbacks: the resolution of the masks is low and it is not possible to use it to pro-
duce highly segmented detectors. The mask is not stuck to the sample, meaning
that it is possible for the sample to move during processing, introducing defects to
the metalization and, due to the nature of the sputtering process, it means that if the
sample is not perfectly in contact with the mask, some metal will spread underneath
the mask, meaning that the contact will not be well defined.

The alternative to a shadow mask is to use a photolithographic process. Pho-
tolithography is a standard process in semiconductor device manufacture with many
different applications. The process used for diamond electrodes is:

• once the sample is sufficiently clean a layer of photoresist (generally a long
chain organic molecule or polymer dissolved in a solvent) is applied to the
sample by a spin-coating process

• the sample is held by a vacuum chuck, and some drops of photoresist are
placed on it

• the sample is then spun at ≈ 3000− 5000 rpm for 30− 60 seconds (with differ-
ent processes and applications having different requirements), this allows the
photoresist to spread evenly across the surface of the sample, with a thickness
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dictated by the rotation speed while the excess material is drained away.

This process leaves a bead of photoresist along the edges of the sample which can
be several times thicker than the rest of the photoresist. This can have a negative
impact on the later stages of processing at these edges, and is particularly prob-
lematic in diamond, due to the small size of the samples, meaning that steps have
to be taken to overcome this. This is overcome by placing the sample in a holder
with such that the top surface of the sample is at the same height as the surround-
ing parts of the holder, meaning that the beads would not form on the sample, or
ensuring that the sample moves more quickly, minimizing the size of the beads.

Once the sample has been spin-coated it is baked to allow the solvent in the pho-
toresist to evaporate and the photoresist to harden. After this the sample is exposed
to UV light through a photolithography mask. The masks used in Manchester con-
sist of a glass substrate with a thin layer of Chrome on it, with clear regions where
the metalization pattern appears. The mask is then brought in contact with the pho-
toresist covered sample and UV light is shone through the mask on the regions of
the device where metal is required. Depending on the machine used, it is also possi-
ble for the mask to be placed at a distance from the sample with optics being used to
project a UV image of the mask onto the sample [96], however, this method was not
used for any of the detectors described in this thesis. Exposure to UV light causes
the molecules in the photoresist to undergo a chemical reaction making them solu-
ble in a developing solution. The sample is then developed in developing solution,
dissolving all the photoresist in the regions where metal will be deposited.

Again depending on the application required it is also possible to use a pho-
toresist material that undergoes polymerization during exposure, leaving the unex-
posed areas more soluble to developing solution, however this was not suited for
the applications discussed in this thesis.

Once the photoresist mask has been finished, the sample then undergoes a short
(≈ 5 minutes) oxygen plasma treatment, which has the effect of further cleaning the
diamond surface, as well as making the surface bonds oxygen terminated rather
than hydrogen terminated. This improves the adhesion of the metal contacts. This
step is also carried out if a shadow mask is used rather than photolithography.

After the plasma treatment, metal contacts are deposited on the surface of the
diamond. Depending on what is required the composition of the metalization can
be changed. The metalization is done through either evaporation or sputtering.

Evaporation is carried out by heating a piece of metal in a vacuum to the point
where it slowly evaporates, the atoms that evaporate travel radially outwards and
adhere to the surfaces they land on, including the sample. The evaporation setup
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used in Manchester consists of a vacuum chamber which is served by a two stage
pump system consisting of a mechanical roughing pump and a diffusion pump.
The sample is placed in the vacuum chamber directly above a rotating stage allow-
ing the deposition of multiple metals without breaking the vacuum. The metals are
placed on this stage on a tungsten or molybdenum surface. Once the desired vac-
uum is reached (∼ 10−6 mbar) a current is passed through this surface causing it to
heat up past the melting point of the metal and eventually it becomes hot enough
to allow the metal to evaporate. Once a metalization layer has been deposited the
stage is rotated to allow the deposition of the next layer.

Sputtering consists of accelerating ions created as part of an RF plasma towards
a metal target, releasing atoms from that target which then travel towards and are
deposited on the sample. Sputtering is a much slower process that allows better
control of the thickness of the metal films, as well as allowing the deposition of
films thinner and more uniform than possible with evaporation. For the devices
described in this thesis, this was not required but was sometimes used due to better
availability of equipment.

The sputtering setup used consists of a vacuum chamber, with two slots allow-
ing for metal targets to be placed at the top of the chamber, while the samples to
be metalized are placed at the bottom of the chamber. The chamber is evacuated
using a two stage pump system and once it has been sufficiently evacuated a small
amount of argon gas is injected into the chamber (it is necessary for this to be a
noble gas to stop it reacting with the metal atoms). A radio frequency electric field
is applied to the chamber, separating electrons from their atoms creating a plasma
as the electrons and ions are accelerated up and down the chamber. Energetic ions
can then be accelerated and hit the metal targets causing individual atoms to be
displaced. These travel towards, and eventually land on the samples below.

For the samples discussed in this thesis, a two layer combination was used, the
first metal on the surface of the diamond determines the properties of the contact.
Usually carbide forming metals (such as chromium and titanium which are both
used in this thesis) produce low resistivity contacts [37] and have good adhesion.
These are topped by a layer of gold to protect the contacts from the atmosphere,
preventing degradation. Alternatively, if the sample is to be bump bonded, the
highly segmented metalization consisting of a small pad for each pixel, known as
the Under Bump Metalization (UBM) is usually a titanium-tungsten alloy [97].

Once the metal has been deposited, the sample undergoes a lift-off process,
where the photoresist is dissolved by acetone, removing any metal on top of it, leav-
ing metal only in the regions of the device where no photoresist was present [98].
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Finally the samples undergo an annealing step, where they are heated in an in-
ert atmosphere, this allows the atoms of the metal to diffuse a short distance into
the diamond, as well as allowing atoms to diffuse between the two layers of metal.
This improves the stability of the contact [99] [75], however it also makes the con-
tacts more difficult to remove as removing the metal atoms that have diffused into
the diamond is a non trivial endeavor. The temperature used is ≈ 450◦C, higher
temperatures can lead to the production of an alloy of the two metals used in the
contact, which is not desirable. This can be overcome to some extent by introducing
a third metal layer between the two already described as this will serve as a bar-
rier to diffusion [75], however this is not necessary for most applications and can
needlessly complicate the metalization process for negligible benefits. A series of
diagrams detailing the required steps for diamond metalization are shown in Fig.
3.6.
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Figure 3.6: The various steps required to produces surface contacts on a diamond
sample; the sample is thoroughly cleaned (a), it is then spin-coated in photo resist
and baked (b). The sample is then exposed to UV causing a reaction in the ex-
posed photoresist (c) which is then removed in a development step (d). A two layer
Chrome-Gold metalization is deposited on the sample (e), after which any excess
metal is lifted off the chip by removing the photoresist (f). Then finally the sample
is annealed by heating it at ∼ 450◦C making the contacts more stable.

3.5 Detector readout

Once metal contacts have been placed on the surface of the sensor it is necessary
to output the signal to a readout chip. This can be done using either wire-bonds or
bump-bonds depending largely on the structure of the detector.

Bump-bonds are required when pixels are individually read out by the chip.
There are many examples of pixel detectors which require the use of this technique:
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the inner three tracking layers of the ATLAS detector at the start of operation con-
sisted of Silicon devices with a pixel size of 50× 250 µm2 [12]; the upgraded LHCb
Vertex Locator (VELO), will consist of 55 × 55 µm2 pixels based on the TimePix
family of chips [100] [101]; the ATLAS diamond beam monitor (DBM) [52] and the
Insertable B-Layer [11] both have a pixel size of 50 × 250 µm2 based on the FE-I4
chip [47].

Pixel sensors are metalized on both sides; the readout side having a highly seg-
mented UBM, whereas the other side of the sensor generally only has one large pad
covering the whole device. A layer of photoresist is then deposited on the readout
chip and is exposed using a different mask. It is then developed, leaving gaps in the
photoresist where the bumps will be placed. After this, a thick (∼ 10 µm) layer of
solder is deposited on the device. The photoresist is removed and the device heated
in a reflow step to allow the solder bumps to take a spherical shape as shown in Fig.
3.7. This process is carried out on both the sensor and the chip, with the solder
material used depending on the limitations of the device. Solder bumps can also
optionally be placed on the UBM of the sensor. Finally the chip is aligned, placed
on the sensor and heated to the melting point of the solder allowing the creation of
electrical and mechanical contacts between the chip and the sensor material. This is
known as a flip chip assembly process [102]. Diagrams detailing the bump bonding
process are shown in Fig. 3.8.

Figure 3.7: SEM image showing the solder bumps on a pixel chip [103]
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Figure 3.8: The various steps required to bump bond a sensor to a pixel chip. The
chip is first cleaned and prepared (a), it is then spin-coated in photo resist and baked
(b). The chip is then exposed to UV causing a reaction in the exposed photoresist
(c) which is then removed in a development step (d). The solder metal is then
deposited over the chip (e), after which any excess solder is lifted off the chip by
removing the photoresist (f). The chip is heated in a reflow step allowing the re-
maining solder to form a bump (g). The chip is flipped and aligned with the sensor
(h) and is brought into contact with the sensor (i). Finally the chip is heated in an-
other reflow step (j) allowing the bump to connect to the sensor, the surface tension
also brings the detector and the chip into better alignment.
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When bump bonding is not necessary, it is generally easier and more convenient
to use wirebonding. This is normally possible when pixels are unnecessary, for
example with a smaller number of particles crossing the detector as a result of it
either being further away from the interaction point, such as the ATLAS SCT [104],
or simply having less interactions, such as the current LHCb VELO and tracker
systems [105] [106].

Another example where the low rate of particles crossing the detector planes al-
lows the use of simpler technology is the silicon telescope used to test the diamond
devices described in the later chapters of the thesis [107].

The majority of diamond devices described in subsequent sections are operated
as strip devices, with columns connected by metalization strips. The strips are then
wirebonded to the readout system. Of the remaining devices, some have been oper-
ated as 3D pad detectors, in these cases accurate position resolution was not neces-
sary as the samples were used to measure radiation doses or luminosities (Sections
6 and 9.1) while more recently some pixel devices have been produced (Section 9.4
and 9.6).

3.6 Readout systems used in experiments

A number of experiments and measurements have been performed during the course
of this project, and a number of devices have been manufactured, each measure-
ment setup having different readout chains.

3.6.1 IBIC readout chain

Two different sets of Ion Beam Induced Currant (IBIC) and Time Resolved Ion Beam
Induced Current (TRIBIC) measurements were carried out using a proton beam
at the RBI in Zagreb; the data was obtained using a self trigger on the signal, for
the TRIBIC data, the current induced by the incident photon was amplified by a
Cividec C2 2 GHz broadband current amplifier [108] and digitized with a Lecroy
Wavemaster-8500 5 GHz sampling scope [109] [110]. In the case of the IBIC mea-
surements, two adjacent channels were read out separately whereas for the TRIBIC
measurements, only one channel was read out.
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3.6.2 CERN test beam readout chain

A number of experiments were carried out using proton beams at CERN. The data
for these experiments was recorded using the Strasbourg Telescope [107]. The tele-
scope consists of 4 sets of Silicon strip detectors, each with 50 µm pitch, allowing for
precise positions measurements in the both the x and y axes, with the z axis along
the direction of the beam. Two 7 × 7 mm2 scintillators provide an external trigger
source [111].

The samples were read out using a VA2 read out chip [112], a low noise CMOS
amplifier array, with a 2 µm s shaping time, consisting of 128 channels, analogue
readout with DC coupling, with each of the readout strips connected to a different
channel of the chip.

3.6.3 Pixel chips

For future applications it is desirable for each cell to be read out individually instead
of reading out long lines of cells as a strip device. Therefore work was undertaken
to produce 3D diamond pixel devices based on both the CMS readout chip and the
ATLAS FE-I4 chip.

Each pixel cell generally has an analogue section consisting mainly of an ampli-
fier and a discriminator, which then outputs the data to the digital section of the
pixel (which can cover more than one pixel), which allows the data to be synchro-
nized and transferred from the chip to be stored and analyzed.

3.7 Summary of devices discussed

The following is a list of samples which have been used in the body of work de-
scribed in this thesis.

A detailed list and description of the photolithographic masks that have been
produced is given in section A, whereas a detailed description of the properties of
each sample is given in section B.

These devices can be divided into four groups:

1. Devices to study whether 3D diamond technology is viable.

2. Detectors produced for beam monitoring as part of CMS BCM

3. 3D diamond pixel detectors, proving that 3D diamond devices can function as
pixel detectors.
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4. 3D diamond devices that are being prepared for future measurements to test
whether smaller cell sizes are feasible.

Devices to test the viability of 3D diamond technology

Sample Name Mask Used Purpose of sample

Batch 2 scCVD Batch 2 Mask Sample tested to prove viability of 3D geometry in
single crystal diamond (Results described in section
5.2).

Batch 2 pCVD Batch 2 Mask Sample tested to prove viability of 3D geometry in
polycrystalline diamond (Results described in sec-
tion 5.3).

Manchester
Sample

Manchester
Mask

Sample used to study the effect of varying col-
umn fabrication parameters on the quality of the
columns produced [86]. It was subsequently mea-
sured at test beams, the results of which are de-
scribed in section 5.1.

Göttingen Sam-
ple

Manchester
Mask

Sample produced to test column resistivity ob-
tained using different column fabrication parame-
ters, results from which are described in section 9.5
and elsewhere [87].

Florence device Christie Mask This sample was used to take some measurements
at the Christie hospital in Manchester for dosimetry
studies which are briefly described in section 6.

Irradiation Sam-
ple

Manchester
Mask

This sample was produced to test the effect of heavy
irradiation on 3D diamond detectors. The resis-
tance of a subset of the columns produced was mea-
sured both before and after irradiation and the re-
sults are reported in section 8.

Multi-pattern sc-
CVD device

3D Multi-pattern
Strip Mask

Device used to compare the charge collection prop-
erties in single crystal diamond of different possi-
ble 3D detector geometries, chiefly square cells and
hexagonal cells. The results obtained from this sam-
ple are detailed in section 5.1.
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Multi-pattern
pCVD device

3D Multi-pattern
Strip Mask and
3D Multi-pattern
Pad Mask

Device used to compare the charge collection prop-
erties in polycrystalline diamond of different pos-
sible 3D detector geometries, chiefly square cells
and hexagonal cells. Measurements made with this
sample are described in section 9.2. These measure-
ments were carried out using a 3D Multi-Pattern
Strip metalization, this was then removed and the
sample was re-metalized with a 3D Multi-pattern
pad metalization, to perform some high rate stud-
ies.

Large Area 3D
Strip Device

Full 3D Strip De-
tector Mask

3D diamond device with a large active area, pro-
duced to prove whether the fabrication process
could be extended to produce large area devices.
Measurements made with this sample are described
in section 9.3.

Table 3.2: List of the various 3D diamond devices produced to test the viability of
this technology

Detectors for the CMS BCM

Sample Name Mask Used Purpose of sample

Manchester CMS
device

Christie Mask Sample laser processed and metalized in Manch-
ester, was then inserted into the CMS BCM. This
work is described in section 9.1.

Manchester-
Oxford CMS
device

Christie Mask Sample laser processed in Oxford and metalized in
Manchester, was then inserted into the CMS BCM.
This work is described in section 9.1.

Table 3.3: List of the 3D diamond devices that have been fabricated for the CMS
BCM
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3D diamond pixel devices

Sample Name Mask Used Purpose of sample

CMS Pixel de-
vice

CMS Pixel Mask This was the first successfully produced 3D dia-
mond pixel device and was manufactured to prove
that 3D diamond devices would function as pixel
detectors with current pixel chips. Work carried out
with this sample is discussed in section 9.4.

ATLAS FE-I4
Pixel device

Modified FE-I4
Pixel mask

This sample was produced to test whether 3D di-
amond technology would work when combined
with currently available pixel chips. Due to defects
in the diamond, the modified FE-I4 mask was pro-
duced to metalize this sample. Work carried out
with this sample is discussed in section 9.4.

Table 3.4: List of the 3D diamond pixel devices that have been produced

3D diamond devices for future studies

Sample Name Mask Used Purpose of sample

50 µm Pitch CMS
pixel device

50 µm Pitch CMS
pixel mask

Sample produced to test whether large area 3D di-
amond pixel detectors with 50 µm cells are feasible
and compatible with currently available pixel chips.
This device is discussed in section 9.6.

Table 3.5: List of the 3D diamond devices with 50 µm pitch being produced and
tested for future applications.
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4. Simulation of diamond devices

To run a simulation using TCAD, a mesh modeling a subsection of the desired de-
vice (e.g. one pixel) as a set of discrete nodes is created. Hence by applying the
governing equations of semiconductors to each node, it is possible to model the
behavior of the device.

A mesh for the device to be simulated is created and the boundary conditions
(e.g. electrode voltage) can be set, and the steady state properties such as the
electric-field pattern can be studied. The current-voltage (and similar) character-
istics can also be studied using a quasistationary simulation. In a quasistationary
simulation the system is solved for a steady state, after which the boundary condi-
tions are changed slightly and the system is solved again in a stationary state.

Time dependent (transient) simulations, such as a particle hitting the device,
can also be performed. First of all the device is brought to the initial state using a
quasistationary simulation. Then it is possible to simulate an initial distribution of
charge carriers (e.g. that caused by a particle hit). The transient simulation then
calculates the rate of change of carrier densities and potentials at each point in the
mesh after each time step. This is repeated for a pre-determined set of time steps.

In the case of a 3D detector geometry, the electric field is not constant through
the bulk material as is the case for planar detectors, but it varies as a function of
distance from the electrodes. As a result of this the electric field will be extremely
high near to the electrodes, therefore high field effects will need to be taken into
account.

Drift velocity is linearly proportional to the applied field at low electric fields,
[26] hence the time interval between collisions τc is independent of the applied field.
This only holds if the drift velocity of the carriers is small compared to their ther-
mal velocity. Therefore as drift velocity increases with increasing field, there is a
departure from the linear relationship as the drift velocity approaches the thermal
velocity. Eventually, at sufficiently high fields the drift velocity approaches a satu-
ration velocity as shown in Fig. 4.1 [26].
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Figure 4.1: Relationship between the drift velocities of electrons and holes to the
applied field in silicon [43].

4.1 Introduction of diamond model

As TCAD is a program primarily used by the semiconductor industry, which is
dominated by silicon technology, TCAD itself is optimized for silicon devices. Pa-
rameters needed to simulate other materials are included, however as diamond is
still not a widely used material in the semiconductor industry, there are no dia-
mond models present in TCAD. Thus before any detector device simulations can
be performed the parameters required to simulate diamond need to be added.

A new material is created in the parameter file used for the simulations, this
contained various properties required for accurate simulations. First of all, the di-
amond bandgap energy of 5.5 eV and a dielectric constant of 5.7 were used in the
initial simulation [113].

A field dependent mobility model is introduced into the simulation, following
the Caughey-Thomas model [43], using an electron saturation velocity vs,e = 9.6 ×
106 cms−1; a hole saturation velocity vs,h = 14.1 × 106 cms−1; low field electron
mobility µ0,e = 1714 cm2V−1s−1, and low field hole mobility µ0,h = 2064 cm2V−1s−1

as measured by Pernegger et al. [45].

To test the validity of this model, it is compared to experimental data, using the
data from Pernegger et al. [45]. This paper describes some transient current (TCT)
measurements performed on 470 µm thick diamond using α particles produced by
a collimated 241Am source, with an energy loss in the diamond of 5.38MeV. Alpha
particles with this energy stop ∼ 10 µm into the diamond, thus, by measuring the
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current pulse induced on the electrode on the opposite surface once an electric field
has been applied across the diamond, it is possible to measure the time taken for
charge carriers to cross the diamond as a function of electric field, and thus deduce
the mobility of the carriers as a function of the applied electric field. The properties
of both types of carriers can be measured by simply changing the polarity of the
field across the diamond, as one carrier type travels only a short distance to reach
the electrode by which it is collected. Such TCT measurements are ideal for testing
these parameters in simulations as the required geometry is simple, the electric field
is uniform and each carrier type can be studied individually. This experiment is
duplicated in the simulation. First of all a 3D mesh was created representing a
block of diamond with an electrode on each surface.

A mesh is a network of nodes that replicates the structure of the device, it is
defined by inputing the basic device structure, chiefly the dimensions and material
composition of the device to be simulated, as well as mesh spacing required for the
device, defining the separation of the nodes.

Figure 4.2: The mesh used for the TCT simulations, the electron density after an
alpha particle hit is also shown. The picture shows that for most of the device the
mesh spacing is quite large, however is gets progressively smaller close to the point
of the alpha particle hit.
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The simulations assume that the "quasi-Fermi" potentials (quantities propor-
tional to the natural logs of electron and hole concentrations) vary linearly between
each node, as this is an approximation it is therefore desirable for the mesh spacing
to be small. Reducing the mesh spacing however greatly increases the computa-
tion time. A good compromise for this is to use different mesh spacings in different
regions of the device, so that only areas with a high charge concentration or elec-
tric field have small mesh spacings whereas other areas have much larger spacings,
thus reducing the required simulation time [39]. Fig. 4.2 shows the mesh used for
the TCT simulations.

After the mesh is built and a quasistationary simulation is performed to bring
the device to the expected starting state, a charge density is introduced below one of
the electrodes to simulate an α particle hit as part of a transient simulation. A large
spike is observed in the current at the start of the simulation after the charge is
injected. This is due to the carriers that are traveling towards the nearest electrode.
Due to the limited response time of the electronics, and the processing performed
on the pulses to reduce noise, this spike does not appear in the experimental data.
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Figure 4.3: Comparison of the curves obtained using TCT measurements [45] and
the curves obtained using TCAD simulation. (a) is the current due to electron drift,
and (b) is the current due to hole drift.

Figure 4.3 shows that simulated pulse duration was in good agreement with the
experimental data. The tested sample appears to have a significant concentration
of space charge, causing the deviation from a flat top normally expected in TCT
measurements. In this case there is a negative space charge, this means that at the
start of the measurement there is a large amount of negative charge between the
electrons and the collection electrode, which causes the electrons to slow down and
hence produce a lower instantaneous current. As the electrons travel through the

65



material, they reach the point where there is an equal amount of space charge on ei-
ther side, which cancels its effect. After this the electrons see a space charge from the
opposite direction, which pushes them towards the collection electrode, increasing
their drift velocity and hence the instantaneous current observed, with the opposite
effect observed for holes. As the space charge is spread uniformly throughout the
material, these two effects cancel out and the pulse duration is unaffected by the
presence of the space charge. The experimental data was obtained on a single crys-
tal diamond sample fabricated when the procedure to produce such devices was
relatively new, meaning that the material quality was not optimal, and a number of
defects are present leading to the space charge. In the last decade however the pro-
duction process of scCVD diamond detectors has improved to the point where the
impurity concentration for electrical grade scCVD diamonds is < 5 ppb [114] with
a negligible amount of structural defects. It is therefore possible to neglect the effect
of space-charge observed in these measurements as it is not observed in modern
samples.
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5. Measurements and simulation of 3D
diamond detectors

The first 3D devices tested were made using scCVD diamond [70], this was because
scCVD material can achieve better charge collection, with fewer impurities (∼ 10%

of pCVD material [114]) and also does not have the complex crystal structure ob-
served in pCVD material, which has significant impact on the charge collection
within the diamond, with some regions providing better charge collection than oth-
ers, dependent on a number of factors including depth within the diamond [59].

Simulations of scCVD devices are also a useful stepping stone to full pCVD sim-
ulations. State of the art, unirradiated detector grade scCVD material currently has
a low amount of impurities, to the point where their effects are almost negligible in
the situations where the material is being studied.

Test beams campaigns were carried out on a number scCVD detectors: in 2011
an scCVD 3D diamond detector was measured at CERN using 120 GeV protons,
which can be treated as MIPs [111]. Other test beams were carried out with different
scCVD 3D diamond detectors, in 2013 and 2016 further test beams were carried
out at the Rud̄er Bošković Institute (RBI) in Zagreb using 4 and 4.5 MeV protons
respectively. Measurements were also carried out on a pCVD device using 120 GeV
protons at CERN to test the viability of pCVD material for the production of 3D
diamond devices.

5.1 IBIC, TRIBIC and photon measurements

Time Resolved Ion Beam Induced Current (TRIBIC) measurements are a powerful
technique to understand the signal generated by a device by hitting the device with
a particle beam and recording the current pulse generated by individual hits [115].
This differs from TCT measurements because ion beams can achieve a good posi-
tion resolution, in this case, the micro-beam used at the RBI can achieve a position
resolution of∼ 1 µm [116], thus making this a very powerful technique for studying
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charge carrier properties of devices that do not have a uniform electric field, as is
the case for 3D devices.

A selection of 3D diamond devices have been studied using this technique, most
notably in 2013 [110] and 2016 [117] testbeam campaigns. These measurements
were carried out to study the effects of varying fabrication parameters (such as cell
geometry and the effect of column diameter) in 3D diamond as well as to under-
stand charge collection in these devices.

The two measured devices discussed in this thesis are:

• An scCVD Manchester device (described in section B.1.3), used to study the
effects of different column fabrication parameters was measured using 15keV
photons at Diamond Light Source (DLS) and 4MeV at RBI

• An scCVD Multi-pattern device (described in section B.1.7), used to measure
the effect of varying cell geometry on the performance of the detector. This
was measured with 4.5MeV protons at RBI

Figure 5.1: Experimental setup of the diamond light source measurements. The left
most sample in the box is the 3D diamond sample that was measured. The laser
light indicates the approximate position where the photon beam would hit the de-
vice. During measurement the box is sealed to prevent ambient light from entering
and disturbing the measurement. The stage upon which the box is mounted then
moves in the plane perpendicular to the beam to allow the beam to hit the sample
at different positions

The data obtained at RBI was recorded by triggering on the signal itself using the
readout chain described in section 3.6.1. A significant amount of ringing noise was
present in the current pulses measured as part of the first dataset as a result of the
system not being optimized for transient current measurements [110]. To address
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this problem the sample measured in 2016 was mounted on a new PCB designed
for high frequency response [117], this successfully removed the ringing noise.

The Manchester sample was also tested at the B16 beamline at the Diamond
Light Source (DLS) [118] using a beam of 15 keV photons with a FWHM of 5 µm,
and a flux of 106 photonss−1, making this effectively a DC measurement. The sam-
ple was measured at 6 different voltages, however it was only possible to measure
two of the arrays due to time restrictions. During the measurements the samples
were placed in an sealed aluminium box. In order to allow the beam to enter the
box, slots were cut in the sides and the top of the box, and to prevent ambient light
entering the box and disrupting the measurements the sample, these slots were cov-
ered in aluminium foil. A photograph of this setup is shown in Fig. 5.1.

When the beam was turned on, a voltage was applied to the HV electrodes using
a CAEN power supply [119], while the current in the readout channels was read out
and recorded by Keithley [120].

5.1.1 Studies performed on the Manchester device

Device production

The Manchester device consists of a 4.7 × 4.7 × 0.5 mm3 diamond obtained from
E6 [61] containing four different arrays of columns manufactured using a range of
different beam fluences between ≈ 2 Jcm−2 and ≈ 5 Jcm−2, resulting in column
diameters ranging from ≈ 5 µm to ≈ 10 µm [86].

Each of the arrays consisted of area of 5x5 square cells with a pitch of 120 µm,
for a total of 244 columns each extending the entire length of the diamond. In each
array the signal columns are connected in 5 strips of 5 cells by a surface metalization,
making this a 3D strip device. In the arrays shown in Fig. 5.2 the signal columns
are the ones located in either horizontal or vertical lines of 5 columns. Similarly, all
the remaining columns on each array are connected together and are used to bias
the sample and are referred to as bias columns. Metalizations for both bias and
signal columns were placed on the same side of the device, and a series of dots was
placed on the reverse side of the device contacting each column individually. This
was done in order to more easily probe the resistivity of the columns.
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Figure 5.2: The four arrays of graphitic electrodes on the Manchester sample, the
energy densities are, clockwise from top left: 5 Jcm−2, 2 Jcm−2, 3.5 Jcm−2, 3 Jcm−2

After laser processing the sample was metalized using a standard photolitho-
graphic process (as described in Section 3.4). A titanium (≈ 35 nm) and gold (≈ 60

nm ) metalization was sputtered onto the sample, which was annealed for 5 minutes
in a nitrogen atmosphere at 250◦C.

Using the front side metalization, the sample was then wirebonded to a PCB.
Due to limitations of space and number of available readout channels, only two
readout channels were connected for each array. The aim of this was to obtain mea-
surements of charge sharing between two neighboring channels, as well as studying
the charge collection of the individual lines. The sample is shown in Fig. B.3.

70



Photon measurements

The signal observed in each cell was consistent to ≈ 10% for each applied bias
voltage. At higher voltages, signal collection was more uniform throughout the cell,
and significantly more charge was collected (up to 50%). This analysis is described
in more detail elsewhere [91].

(a) (b)

(c) (d)

Figure 5.3: The photon data. Two adjacent channels were read out separately at
different voltages, (a) data from channel 1 at −5 V, (b) data from channel 2 at −5
V, (c) data from channel 1 at −40 V, (d) data from channel 2 at −40 V. A bond wire
located above the sample is also visible in the data for channel 2 as long thin region
with a low signal

IBIC and TRIBIC measurements

The sample was tested at the Rud̄er Bošković Institute (RBI) using a beam of 4 MeV
protons, with a FWHM of ≈ 1 µm. A set of measurements was taken with this
setup with a combination of IBIC (Ion Beam Induced Current) measuring only the
total charge collected by each hit, and TRIBIC (Time Resolved Ion Beam Induced
Current), recording a current pulse for each hit position. Due to time constraints it
was only possible to measure one array, the array fabricated with an energy density
of 2 Jcm−2 was chosen as this was one of the arrays which was measured with the
photon data.

Again, two adjacent strips were connected in order to study the charge sharing
as well as the charge collected by individual cells. In this case a voltage was applied
to the signal columns which were then also read out, while the HV columns were
grounded. A photograph of the sample ready to be measured is shown in Fig. 5.4.
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Figure 5.4: The 3D diamond Manchester device in the RBI setup ready to be tested.
The beam enters from the top of the picture.

Charge collection in this case was greatly improved upon from the photon data,
with close to 100% charge collection efficiency at ±5 V and up to 120 ± 20% at ±40

V, with uniformly high charge collection throughout the whole cell, consistent with
full charge collection, as seen in Fig. 5.5. This was likely due to the different ion-
ization profiles of photons and proton microbeams. Similarly to the photon data,
a small amount of charge sharing was observed in the transition between the two
strips being studied.

(a) (b)

(c) (d)

Figure 5.5: Data obtained from the IBIC experiment. Two adjacent channels were
read out separately at different voltages, (a) data from channel 1 at −5 V, (b) data
from channel 2 at −5 V, (c) data from channel 1 at −40 V, (d) data from channel 2 at
−40 V. Some regions are highlighted in these plots. The highlighted region in (a) is
a working cell thats was chosen for further study, while the highlighted regions in
(c) and (d) show regions of low charge collection.
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(a) (b)

Figure 5.6: Percentage of charge collected in channel 1 (a) and channel 2 (b) as a
function of position at a bias of −40 V for both photon and IBIC data. There is a
small region where significant charge sharing occurs between the two strips being
measured

TRIBIC data was also taken with this sample, recording a transient current pulse
for each hit in a set of positions throughout the cell. The current pulse was amplified
using a Cividec C2 2 GHz broadband current amplifier and digitized with a Lecroy
Wavemaster-8500 5 GHz sampling scope.

Due to the setup not being optimized for these measurements a ringing noise
was observed in a significant portion of the pulses as shown in Fig. 5.9. It was how-
ever possible to remove this by carrying out a Fourier transform and eliminating
the relevant frequency. The total collected charge was then plotted as a function of
position as shown in Fig. 5.10.

TRIBIC simulations

TCAD simulations were then performed using the same parameters described in
Section 4.1. Three dimensional simulations were carried out on an area of the de-
vice equivalent to a quarter cell, this was limited due to time constraints as 3D sim-
ulations take significant computing resources and time, and getting the required
amount of points on a larger mesh would take too long. Due to the incident parti-
cles being 4 MeV protons, having a Bragg peak at ∼ 80 µm depth as shown in Fig.
5.7, the charge concentration generated is not uniform through the thickness of the
detector, for this reason it was decided that the use of a 3D geometry was necessary
for these simulations. An image of the mesh used is shown in Fig. 5.8.
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Figure 5.7: Energy deposited as a function of depth for a 4MeV proton in diamond
calculated using the data from the National Institute of Standards and Technology
[121]

(a) (b)

Figure 5.8: Mesh used for the TRIBIC simulations, (a) shows the full 3D mesh,
whereas (b) shows a 2D cut of the mesh at a depth of 80 µm, the absolute value
of the electric field is shown by the color scale. The finer meshing around the point
X=30, Y=30 is due to the simulated hit for this example occurring at that position.
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(a) (b)

(c) (d)

Figure 5.9: Comparison of the pulses obtained from the experimental data and the
simulation. The data shown in (a) and (b) are taken from the midpoint of the diago-
nal connecting the bias and signal electrodes, whereas (c) and (d) are measurements
from a position close to the bias electrode. (a) and (c) are measurements with a bias
voltage of 60 V whereas (b) and (d) were taken using a bias voltage of −60 V

Once the mesh was built, a quasistationary simulation was used to ramp the
voltage up to the required operating voltage, achieving the required starting condi-
tions, after which a charge is injected during a transient simulation. In this scenario,
in order to approximate a Bragg peak, the particle induced charge region was split
into two, with a low charge density track between the surface of the device and the
position of the Bragg peak and a high charge density track at the peak position. The
low charge density track had a charge density of 5.882 × 10−5 pCµm−1, an average
value of the charge deposited in the track leading to the charge peak and extended
from the surface of the device to a depth of 80 µm, while the high charge segment
was located between 75 µm and 85 µm below the detector surface and had a charge
density of 4.235 × 10−3 pCµm−1, the combination of the charge deposited in these
two track was tuned to produce the same number of carriers as those produced due
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to a real particle hit. The quarter cell area was split into a grid of small squares,
and the previously described charge density was simulated at the centre of each of
these squares and compared to similar positions within the experimental data. Due
to the electronics used not being designed for this type of measurement, a signifi-
cant ringing noise was observed in the experimental data, nevertheless the pulses
in the simulation and experimental data were compared and are shown in Fig. 5.9.

(a) (b)

(c) (d)

Figure 5.10: Amplitude of the current pulse due to a 4 MeV proton hit obtained
experimentally as a function of position at +60V (a) and -60V (b), as well as the
simulated the amplitude of the current pulse as a function of position at +60V (c)
and -60V (d). The plots represent an area of a quarter cell, where a readout column
is located at (0,0) and a bias column is located at (60,60)

To compare charge collection through the quarter cell, the peak pulse height
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(after the ringing effect was removed using a Fourier transform) was plotted as a
function of position as shown in Fig. 5.10. In both cases the peak pulse height is
asymmetrical, due to the different drift velocities between electrons and holes. In
the experimental data however, this asymmetry is significantly greater. This can be
explained by considering the effects of neighboring cells. These are not present in
the simulation and thus all the weighting field lines originating in the signal elec-
trode finish on the bias electrode, whereas in a real device a number of them would
finish on electrodes in neighboring cells. A more complete study of the weighting
field and its effects is presented in Sections 5.2.3 and 5.3.2. Apart from the asymme-
try the agreement between data and experiment is good and it gives a clear visual
representation of the effects on charge collection of having a non uniform electric
field in a 3D geometry.

5.1.2 Single crystal 3D multi-pattern
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Figure 5.11: Energy deposited as a function of depth for a 4.5MeV proton in dia-
mond calculated using the data from the National Institute of Standards and Tech-
nology [121]

The purpose of the sample was to test the viability of this new fabrication technique
as well as producing a comparison between different possible 3D geometries. The
device was manufactured from a diamond obtained from IIa [63]. The sample is a
single crystal, electronic grade diamond with dimensions of 4 × 4 × 0.4 mm3. The
graphitic electrodes were manufactured using the new SLM technique [89] [90] and
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were measured to have a thickness of ≈ 2 µm. Standard photolithographic tech-
niques were used to apply a patterned metalization on the sample as described in
section 3.4. The masks were designed such that the sample would have the bias
metalization on one side and the readout on the other. On the signal side, the met-
alization applied was 51.1 nm chromium and 73.9 nm gold, while on the bias side
the metalization applied was 52.4 nm chromium and 75.7 nm gold. The metaliza-
tion was deposited by evaporation and after metalization the sample was annealed
for 4 minutes at 400◦C. The photolithographic mask used for this sample is de-
scribed in Appendix A.1.4 and a photograph of the sample is shown in Fig. B.6.
This mask was designed to have the capability of comparing a 3D strip device to a
3D phantom (a device with the same metalization geometry as the 3D device, but
no columns) and a planar strip device, however only the 3D device was used for
these measurements.

The areas of the 3D strip and 3D phantom detectors were split into three parts,
one with square cells with 100 × 100 µm2 dimensions, one with rectangular cells
with 100 × 200 µm2 dimensions and one with hexagonal cells with dimensions of
100×116 µm2. An image of the sample ready for measurement is shown in Fig. B.6.

The sample was measured at RBI, using the setup described in previous sec-
tions, with an increased proton energy of 4.5 MeV, the board on which the sample
was mounted was also replaced with a new high frequency board to reduce the
ringing effects observed previously. Protons of this energy deposit most of their en-
ergy in a Bragg peak as shown in Fig. 5.11. IBIC and TRIBIC measurements of the
sample were taken, particularly studying the square and hexagonal geometries, the
electronics were optimized for high frequency response to reduce the ringing effect
that had been observed in the previous set of measurements.

Firstly the IBIC technique was used to measure the Charge Collection Efficiency
(CCE). The CCE as a function of positions for different voltages in different geome-
tries is shown in Fig. 5.12. The charge collection efficiency as a function of voltage
is shown in Fig. 5.13.
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(a) (b)

(c) (d)

Figure 5.12: Charge collection efficiency of the measured cells as a function of hit
position for (a) square cells and −2 V, (b) square cells and −20 V, (c) hexagonal cells
and −2 V, (d) hexagonal cells and −20 V.
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Figure 5.13: Charge collection efficiency for this device as a function of voltage for
different cell geometries.

(a) (b)

(c) (d)

Figure 5.14: (a) Current pulse in the high field region, (b) current pulse in the low
field region, (c) current integral in the high field region, (d) current integral in the
low field region
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TRIBIC measurements were then performed as described in section 5.1.1, to ex-
plore the electric field distribution of the device at 20 V with the proton beam inci-
dent of the readout side of the electrode.

The current pulses measured with this technique in both high and low field
regions of the cell were compared for square and hexagonal cells as shown in Fig.
5.14. While not conclusive, this does point to hexagonal cells providing somewhat
better charge collection than square cells.

3D multi-pattern device simulation

In order to simulate more points in the device and to simulate a larger area to allow
the study of charge sharing effects, it was necessary to reduce the time required
for the simulations. These simulations were performed in two dimensions, which
required the verification that this would give accurate results.

For planar devices two dimensional simulation can be performed by taking a
cut of the device through its thickness as the electric field does not have a com-
plex structure in the plane of the detector. This is not achievable with 3D devices,
therefore the simulation plane has to be a plane parallel to the surface of the de-
vice. As a result of this, it is not possible to replicate the Bragg peak structure in 2D
simulations making this the equivalent of simulating a MIP traveling through the
device. It is therefore necessary to test what the difference would be between these
situations.
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Figure 5.15: Comparison of the pulses obtained by simulating a MIP and two dif-
ferent Bragg peak energies in (a) a high field region and (b) a low field region of the
the simulated device

Simulations were performed in a 3D mesh with no surface metalization com-
paring a MIP simulation with Bragg peaks due to 4MeV and 4.5MeV protons. The
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results of this simulation after normalization are shown in Fig. 5.15. The negligible
differences between these simulations confirms that this is a viable approach.

(a) (b)

Figure 5.16: The square (a) and hexagonal (b) cell meshes used for simulations of
the multi-pattern design. Both meshes are for particle hits at X=22.5 µm, Y=22.5
µm. In each case the applied bias voltage is 20V.

(a) (b)

Figure 5.17: The electric field of the device at 20 V for (a) square cells and (b) hexag-
onal cells

Simulations are carried out to recreate the behavior of this device. The simula-
tions are limited to two dimensions to limit the required amount of processing time.
A two dimensional mesh is created representing a 2× 2 array of square cells, in or-
der to include the effects of the neighboring cells. A resistance of 175 kΩ is applied
to each of the electrodes and the simulated charge density of the hit is set to that of
a MIP (6.4×10−6 pC), with the other parameters set to the same values as described
in the previous sections. The simulations are also carried out for hexagonal cells,
where a mesh is created simulating an approximate area of a 2 × 2 array of cells.
These meshes are shown in 5.16. To simulate the effect of the amplifier chain on the
signal pulse, the simulated output current is passed through a frequency filter of 2

GHz.
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These meshes are then used to simulate the experimental data. Firstly, as previ-
ously stated a quasistationary simulation was used to raise the voltage to the oper-
ating voltage of the device. The electric field within the device at 20V is shown in
Fig. 5.17.
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Figure 5.18: Width of the simulated pulses as a function of position for a voltage of
20 V for (a) square cells and (b) hexagonal cells. The width is defined as the time for
which the pulse is above 50% of its peak amplitude

The simulated device is brought to the required starting conditions, hits incident
on the device are simulated. The device is split into a number of squares with di-
mensions of 5× 5 µm2 with a simulated hit at the centre of each square, in order to
build a picture of how charge is collected over the whole cell. The simulated hits
are limited to the area of a quarter cell to reduce the required computation time,
while gathering enough information to reconstruct the measured current pulses for
hits throughout the whole cell. Fig. 5.18 shows the width of the pulses produced
in the simulation as a function of positions within the cell. Fig 5.19 shows a com-
parison between pulses in square cells and hexagonal cells in both high and low
field regions within the cell. The simulations are in reasonable agreement with the
experimental data, considering the simplifications that have been carried out. The
structure of the pulses has been recreated well, including the two peak structure
observed in the experimental data though it is somewhat less pronounced in the
simulation. The two peak structure is due to the different travel times of the differ-
ent types of charge carriers, this effect is only noticeable in the low field regions as
in higher field regions the two peaks are too close together and it is not possible to
resolve them with the electronics.
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(a) (b)

Figure 5.19: Comparison between simulated and measured pulses for both low and
high field regions for (a) a square cell geometry and (b) a hexagonal cell geometry.

5.2 Test beam measurements and simulations of scCVD

devices using 120 GeV protons

5.2.1 Experimental setup and device fabrication

Two detectors, a 440 µm thick scCVD device (described in section B.1.1) and a≈ 500

µm thick pCVD device (described in section B.1.2), material for which was obtained
from Element Six [61], were measured at the CERN H6 beamline [3] using 120 GeV
protons between 2011 and 2015 [111].

The Strasbourg telescope [107] was used to make these measurements. This
telescope consists of 4 x and 4 y silicon strip detector planes with a pitch of 50 µm
for track reconstruction and two scintillators for triggering.

During the testbeams, the protons arrived at the sample in spills lasting ≈ 10 s,
during each spill the telescope scintillators produced between 10000 and 50000 co-
incidence triggers, up to 3600 of which were saved. A relatively low rate of incident
protons was required for these experiments to avoid producing multiple tracks in
the silicon telescope as, since the silicon planes were strip devices, his could pro-
duce ghosts hits, and having single tracks would remove this ambiguity.

These devices used the batch 2 geometry consisting of 3 different arrays (a de-
scription of the mask used for these devices is given in section A.1.1):

• A planar strip device with 50 µm pitch; this is a device geometry that has been
extensively used for past planar diamond devices [122] and is very well un-
derstood and is used as a control sample which the performance of the other
detectors can be compared to.
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• There was also a 3D strip detector consisting of square 150 µm cells, each with
a graphitic signal electrode in the center and a bias electrode at each corner
of the cell. The bias electrodes were all connected along the surface of the
diamond whereas the signal electrodes were connected in strips to be read out
separately. The performance of this device could be compared directly to the
planar strip device as they are made of the same material.

• Finally there was a 3D phantom strip detector. This is a device that has the
same metalization pattern as the 3D device, however no columns have been
produced in this detector. This device was designed to be compared to the 3D
detector directly in order to understand how much charge is collected by the
surface metalization and how much by the graphitic electrodes.

After various column fabrication tests, the optimum laser processing parameters
with the highest column drilling success rate for the 3D devices were found to be a
focal point energy density of 2 Jcm−2 and a translation speed of 20 µms−1 [86].

A full description of the graphitization process has been given in Section 3.3.
After the graphitization process, it was determined by optical inspection that the
column graphitization process efficiency (percentage of columns that contained a
conductive graphitic channel through the entire thickness of the diamond) for these
devices reached ≈ 92%, with the successfully processed columns having a mea-
sured diameter of (6± 1) µm. Another array was produced on both samples with a
similar geometry, but with a 100 µm pitch. This device however was not measured.
The detectors had a Cr-Au surface metalization produced using a photolithographic
process as described in section 3.4, through which they were read out [111].

5.2.2 Test beam measurement of scCVD device

The diamond strip device was biased at 500 V throughout, with a leakage current of
< 2 nA, while the 3D and 3D phantom devices were biased at 25 V, with a leakage
current of < 1 nA.

The performance of the 3D diamond device was then analyzed using both a
clustered (starting from the diamond channel with the hit position as predicted by
the track reconstructed from the Silicon planes, to which are added adjacent chan-
nels with a signal greater than 3σ, where σ is the common mode subtracted noise)
and transparent (sum of the 3 strips closest to the predicted hit position) analysis
and compared to the strip and phantom device. The full details of the analyses are
already described elsewhere [123]. The charge collected in the device as a function
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of the position is shown in Fig. 5.20. In this image there are areas in the 3D de-
vice with a low charge collection, which are due to broken, unconnected or missing
electrodes. Fig. 5.21 shows a comparison for the charge spectra for each of the 3
detectors.

Figure 5.20: Charge collected as a function of position in the 3 regions of batch
2 scCVD device. The strip detector extends beyond the acceptance region of the
trigger scintillators. The charge collection of the 3D phantom device was distorted
due to the electric field of the 3D and planar strip devices leaking into this region,
thus only events in the highlighted central region of the 3D phantom device were
used for further calculations.

(a) (b)

Figure 5.21: Cluster charge spectra of each of the three devices, (a) is a compari-
son between the planar strip device (blue) and the 3D device (black) while (b) is a
comparison between different regions of the 3D phantom device (red) and the 3D
device (black).

The charge spectrum of the 3D device shows some substructure due to the pres-
ence of two peaks, one in good agreement with the strip device spectrum and the
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smaller peak with a similar position to the 3D phantom peak, leading to the conclu-
sion that the smaller peak is largely due to hits in the 3D device where the charge
is collected only by the surface metalization due to missing columns. Another phe-
nomenon is the presence of regions where negative signals are observed. These
negative signals are well above the noise level, especially in the second closest strip
to the predicted hit position and were clustered around the positions of a limited
selection of bias electrodes in the 3D device, as shown in Fig. 5.22, leading to the
conclusion that these negative events are the result of defective bias columns.

Figure 5.22: Negative charge collected by the 3D device, as a function of position.

A fiducial region of the 3D device, highlighted in Fig. 5.22, is used for further
analysis to mitigate the effect of defects of the fabrication process on the analysis.
This section was used as it is a large continuous region with no broken signal elec-
trodes. During the analysis events with a negative signal greater than 700e were
excluded. The analysis was then repeated using the events within the fiducial re-
gion that passed these criteria. The charge collection spectrum was again compared
to the collection spectrum of the strip device as shown in Fig. 5.23.
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Figure 5.23: Comparison of the charge spectrum of hits in the fiducial region of the
3D device and the charge spectrum of hits in the planar strip device.

These two spectra are in excellent agreement with each other, leading to the con-
clusion that at least for a single crystal device a 3D device can achieve a similar per-
formance to a planar strip device at an order of magnitude lower operating voltage,
proving that as long as the column fabrication issues can be solved 3D detectors can
provide a viable alternative to planar devices.

5.2.3 scCVD device simulation

(a) (b)

Figure 5.24: (a) the 3D mesh used for simulations of this device and (b) a 2D cut
of the mesh at a depth of 250 µm in the device. The columns are connected along
the surface in the Y-direction to replicate the effect of the surface metalization in the
detector. The field shown in these plots is that of an applied bias of 25V
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TCAD simulations were used to understand what caused negative charge events
to be clustered in such a way. A 3D mesh was produced containing a 2x2 array of
150 µm square cells to match the geometry used in the measured device as shown
in Fig. 5.24. To limit the amount of time required for these simulations traps were
excluded for the time being.

The device was raised to a voltage of 25 V using a quasistationary simulation,
using the same material parameters defined in Section 4.1, after which the passage
of a MIP was simulated at a selection of 25 regularly spaced positions within a
quarter cell of the mesh.
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Figure 5.25: Simulated instantaneous current observed by (a) the closest strip to the
hit and (b) the second closest strip to the hit, as well as the simulated integral of
the current for the closest strip (c) and the second closest strip (d), for two different
positions in the cell.

When no traps are present, full charge collection occurs and most of the charge
is collected by the nearest electrode, with a negligible amount collected by the 2nd
or 3rd closest electrodes, however even if the charge collected by these electrodes
is ≈ 0 the instantaneous current at the electrode due to the movement of the gen-
erated charge carriers is not negligible, but rather it produces a signal with both
a positive and negative component as shown in Fig. 5.25. The combined integral
of the positive and negative parts must be zero as no charge is collected by these
electrodes. The order in which these two components appear is dependent on the
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position of the hit.

Figure 5.26: Weighting field due to a 3D electrode, the color scale represents the
strength of the weighting field, whereas the arrows show the direction of the field
lines. The weighting field spreads out radially from the electrode within the cell,
however at the edges of the cell the field curls round the electrodes. As a result
of this an electron-hole pair produced in the neighboring cell will have to travel
through regions of the device where the weighting field changes direction, hence
producing the bi-polar signals.

This phenomenon can be explained using Ramo’s theorem described in Section
2.1.3. The instantaneous current measured by an electrode is dependent on the
weighting field due to that electrode. The weighting field due to a 3D signal elec-
trode is shown in Fig. 5.26. For an electron-hole pair produced in the neighboring
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cell, at least one of the carriers will traverse a region of space where the compo-
nent of the weighting field parallel to its direction of motion will change sign, thus
changing the sign of the instantaneous current induced by that carrier, hence ex-
plaining the bi-polar signals.

Once this effect was understood, a similar mesh (shown in Fig. 5.27) was pro-
duced, with a missing HV electrode to replicate the effect of having a missing or
otherwise unconnected HV electrode and a similar set of simulations was carried
out using this mesh.

(a) (b)

Figure 5.27: (a) the 3D mesh and (b) a 2D cut of the mesh at a depth of 250 µm into
the device with a missing HV electrode used for simulations of this device.
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Figure 5.28: Time required for 90% charge collection for both an intact cell (a) and a
device with a missing HV column (b)

The time required for the collection of 90% of the charge as a function of position
was compared for the two sets of simulations and is shown in Fig. 5.28. While
for the intact cell charge collection occurs quickly with 90% of the charge collected
within 10 ns independent of the position, for the cell with a missing bias column,
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charge collection takes significantly longer, with certain regions requiring in excess
of 100 ns seconds to achieve 90% charge collection.

(a) (b)

Figure 5.29: Comparison of the electric field of an intact device to the electric field
of a device with a missing HV electrode.
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Figure 5.30: The simulated charge collection with a charge carrier lifetime of 70ns
for an intact device (a) and (b) and for a device with a missing HV column (c) and
(d). (a) and (c) show the charge collected by the nearest strip, while (b) and (d) show
the charge collected by an adjacent strip.

By comparing the simulated electric field of both situations (Fig. 5.29), it can be
concluded that in both cases the 3D geometry means that the field is not uniform
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throughout the cell and in both cases in some regions the electric field is very low,
but if an electrode is missing, the low field region is significantly larger.

The simulations so far were carried out with the expectation of full charge col-
lection and no recombination or charge trapping, however, due to the time needed
for full charge collection in the device with a missing column, it is expected that
not all the charge will be collected, so a limited charge lifetime was added to the
simulation results by multiplying the instantaneous current plot by an exponential
decay function to get an approximation for the effects of a finite charge lifetime. The
results are shown in Fig. 5.30. With a charge lifetime of 70 ns the differences in the
simulation with a fully intact cell were small (below detection limits of the experi-
ment), however in the simulation with the missing electrode there was a significant
difference in the total charge collection, with about half the total charge collected
and a large negative signal observed by the second closest electrode. This is a rea-
sonable quantitative agreement with Fig. 5.20 with ∼ 50% of the charge collected
around broken bias electrodes, with the negative charge regions in good agreement
with Fig. 5.22.

5.2.4 Conclusions from scCVD device studies

The results of this test beam successfully proved that 3D diamond is a viable tech-
nology, the charge collected by the 3D device was comparable to that collected by
the strip device, even though the applied bias voltage was only 25V on the 3D de-
vice compared to the 500V on the strip device.

These experiments also showed that issues still remained to be fixed with the
laser processing, as a number of columns were found to be broken, missing or un-
connected. From the simulations it was possible to understand what effect these
column connection failures would have on the performance of the device.

5.3 Polycrystalline 3D device measurement and simu-

lation

5.3.1 pCVD device measurement

A pCVD diamond sample was measured using the experimental setup at CERN.
Due to concerns with the effectiveness of surface metal contacts, for this sample
the same metalization pattern shown in Appendix A.1 was deposited on both sides
of the sample to add redundancy. In this case the strip device was biased at 500
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V throughout, with a leakage current of < 2 nA, while the 3D and 3D phantom
devices were biased at 70 V, with a leakage current of < 5 nA.

As described previously, the performance of the 3D device was analyzed using
both a clustered and transparent analysis and was then compared to the perfor-
mance of the planar device on the same sample. Full details of the analysis are
described elsewhere [123]. The charge collected in the device as a function of the
position is shown in Fig. 5.31. Unlike the scCVD device described earlier, where
the collected charge was more or less uniform within the planar and 3D regions, ex-
cluding broken cells, in this case the collected charge varies greatly as a function of
position. The size of these features is ∼ 100 µm, which is consistent with the grain
size in polycrystalline electronic grade material [124]. Beyond the non uniform fea-
tures, there are also a few regions with a rectangular shape with a low collected
charge, which are suspected to be cells with broken signal columns as before.

Figure 5.31: Charge collected as a function of position in the 3 regions of batch 2
pCVD device. The region on the left is the planar device, the region on the right
is the 3D device, while the middle region is the 3D phantom. From this plot it is
already noticeable how the working regions of the 3D device are performing better
than the planar device.

Again, the charge spectrum for each of the three regions was plotted as shown
in Fig. 5.32; like in the single crystal device it shows that the 3D phantom performs
significantly worse than the other two detectors, and that there is some structure
in the spectrum for the 3D device. In this case however, the 3D spectrum shows a
significant improvement compared to the planar device.
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Figure 5.32: Charge spectra of the pCVD device. The 3D device is performing sig-
nificantly better than the planar device. There is some structure in the spectrum of
the 3D device; as in the previous case this is likely due to the effect of some cells
with missing or otherwise unconnected electrodes.

Figure 5.33: Cluster charge as a function of position in the area of the 3D device. The
cells highlighted in blue and red are cells with suspected issues with the readout
electrode, with the blue cells used for alignment. The cells highlighted in green are
the cells used for the full analysis, and the mean signal response of each cell, with a
threshold chosen to distinguish between suspected broken cells and intact cells.

Similarly to the single crystal device, it was necessary to limit the fiducial region
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of the 3D detector to a region of fully working cells, however due to the polycrys-
talline structure, it was necessary to have a more robust method to find broken
cells. Therefore the average charge collected by each cell was calculated using the
transparent cluster method as the sum of the two highest signals in a three channel
cluster, and a cut of 7300 electrons was used to identify cells with broken readout
electrodes; the results of this are shown in Fig. 5.33.

As for the single crystal device, events with negative charge signals were ob-
served, unlike for the single crystal device however, where the events with a sig-
nificant negative charge appeared only around a small selection of bias electrodes,
these events are present throughout the whole detector area and generally appear
clustered around readout electrodes. This is shown in Fig. 5.34. The positions of
the hits producing negative charges within a cell and the average total measured
charge as a function of position are shown in Fig. 5.35.

(a) (b)

Figure 5.34: (a) the spectrum of the measured negative charges, separated according
to which strip they were measured by relative to the hit and (b) the negative charge
events as a function of position within the detector.
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(a) (b)

Figure 5.35: (a) the positions of the negative charge events superposed in one cell.
and (b) the average measured cluster charge as a function of position within the cell
in the region used for the analysis.

Finally, the charge spectrum for events in the fiducial region of the 3D device at
70 V was compared to the charge spectrum for the planar device at 500 V (Fig. 5.36).

Figure 5.36: Comparison of the charge spectrum of hits in the fiducial region of the
3D device at 70 V and the charge spectrum of hits in the planar strip device at 500
V.

The charge spectrum of the 3D device shows a significant improvement com-
pared to the planar device, achieved at a significantly lower voltage. Normally
it is expected to achieve only partial charge collection in pCVD material; in this
case however the 3D device performed significantly better than the planar device,
achieving ∼ 60% charge collection.
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5.3.2 pCVD device simulation

To understand the occurrence of events with a negative collected charge, simula-
tions were performed to replicate the observed behavior. As was previously shown
in section 5.1.2 while simulating a MIP, the difference between a 2D and 3D simula-
tion is small enough to be neglected. To improve the understanding of the processes
involved, it was necessary to increase the number of simulated hits throughout the
cell. To achieve this in a realistic time frame, it was necessary to limit the simula-
tions to two dimensions. A mesh was then created to perform these simulations,
this is shown in Fig. 5.37.

Figure 5.37: Mesh used to simulate pCVD device, showing the field due to an ap-
plied bias of 75V.

Full charge collection is currently not achievable in pCVD devices due to the
short charge collection distance of the material [59] [125] [126]. However, there is
still some controversy when considering where the charge is trapped. Fig. 5.31
shows that the material is not uniform. Two different approaches were therefore
tried to understand how charge is trapped in pCVD material, either trapping at a
grain boundary, or uniformly throughout the material.

Simulations were run to simulate the effect of charge trapping occurring at grain
boundaries only, a large concentration of traps was added to a 5 µm layer of material
in the mesh, as shown in Fig. 5.38. This layer was subsequently modified to study
how the position and shape of the boundary region affected the collected charge.
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Figure 5.38: Mesh used to simulate pCVD device, with a thin layer of material used
to simulate a grain boundary in the extreme case that the boundary traps all the
charge passing through it.

To simulate the effect of charge trapping occurring uniformly through the bulk
of the material, the current pulse measured by the signal electrode is multiplied by
an exponential decay function. This is the same process as described for the sc-
CVD material but with a significantly shorter charge lifetime. Even if this approach
is not useful for describing the effect in individual cells, it is expected to provide
a good approximation for the average effect throughout the whole detector (Fig.
5.35). Figs. 5.39-5.42 show the results of these simulations displaying both the total
charge collected as well as the negative signals observed by adjacent cells. These
results were then compared to the experimental data as shown in Figs. 5.43 and
5.44.
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Figure 5.39: Simulated charge collected as a function of position for the simulations
where charge is trapped at a grain boundary, with each plot having a grain bound-
ary in a different position.
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Figure 5.40: Simulated charge collected as a function of position for simulations
where the charge is uniformly trapped through the bulk of the material. Different
plots are produced for different charge lifetimes.
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Figure 5.41: Simulated negative charge collected by the next nearest cell as a func-
tion of position for the simulations where charge is trapped at a grain boundary,
with each plot having a grain boundary in a different position.

102



m)µX-Position (
80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(a) τ = 0.01 ns
m)µX-Position (

80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(b) τ = 0.1 ns
m)µX-Position (

80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(c) τ = 1 ns

m)µX-Position (
80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(d) τ = 2 ns
m)µX-Position (

80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(e) τ = 3 ns
m)µX-Position (

80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(f) τ = 4 ns

m)µX-Position (
80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(g) τ = 5 ns
m)µX-Position (

80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(h) τ = 10 ns
m)µX-Position (

80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4
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Figure 5.42: Simulated negative charge collected by the next nearest cell as a func-
tion of position for simulations where the charge is uniformly trapped through the
bulk of the material. Different plots are produced for different charge lifetimes.
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Figure 5.43: Comparison between the average charge collected as a function of
position within a cell from simulated charge collection (a) and the experimental
data [123] (b) (for simulations with only bulk trapping and a charge lifetime of 2 ns)

m)µX-Position (
80− 60− 40− 20− 0 20 40 60 80

m
)

µ
Y

-P
os

iti
on

 (

80−

60−

40−

20−

0

20

40

60

80

A
dj

ac
en

t C
ha

rg
e 

R
at

io

0.4−

0.3−

0.2−

0.1−

0

0.1

0.2

0.3

0.4

(a) (b)

Figure 5.44: Comparison of the average charge collected as a function of position
by the next nearest strip in simulations (a) (for simulations with only bulk trapping
and a charge lifetime of 2ns) and experimental data [123] (b)

Remarkable agreement is observed between the simulations obtained assuming
that trapping only occurs in the bulk of the material, with a charge lifetime of ≈ 2

ns. It is thus possible to conclude that the average behavior 3D pCVD devices can
be approximated by assuming that trapping only occurs in the bulk of the mate-
rial. While this does not explain all of the features observed in the experimental
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data, the agreement between the two is very good, and as the negative charge ar-
eas are visible in individual cells, it is possible to deduce that bulk charge trapping
is a dominant effect. There are limitations with the simulations as they are in two
dimensions so do not include the surface metalization, they assume that the life-
time of electrons and holes are equal, and they do not include the resistance of the
columns; this last point in particular means that the ≈ 2 ns charge lifetime obtained
from the simulations is a lower bound on the real value, which is likely significantly
greater as a higher column resistance results in a higher collection time.

The simulations where charge is only trapped at grain boundaries are not in
good agreement with the experimental data, although they do successfully repli-
cate the presence of some long thin regions with a low observed charge. While the
dark lines in Fig. 5.33 do have the appearance of grain boundaries, the simulations
indicate that while some trapping undoubtedly occurs in these region it does not
explain the observed behavior. One possible explanation for these lines is that less
charge is released by a hit in those regions due to the nature of the material.

5.3.3 pCVD device conclusions

A pCVD device has been successfully manufactured and achieved a charge collec-
tion of 63.6 % if the entire signal is included or 67.2 % if only the channels with pos-
itive signals are included in the full signal definition. This is a significantly greater
collected charge than was achieved with the planar device on the same substrate
(35 %). Similarly to the single crystal device there were problems with the success
rate of column production, but the experiments showed that if this problem can
be resolved pCVD 3D diamond detectors are a good prospect for future tracking
detectors.

The simulations produced to replicate the behavior of this device have been in
very good agreement with the observed measurements, and from them it is possible
to conclude that the main performance barrier for 3D devices is the quality of the
bulk material rather than the presence of grain boundaries.
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6. 3D diamond dosimetry

Several 3D diamond devices have been tested at the Christie hospital with the
prospect of making 3D diamond detectors with medical physics applications in ra-
dio therapy to provide real time monitoring during cancer treatments.

6.1 Dosimetry results

One such device is a 3D pad detector with an active area of ∼ 1.5 × 1.5 mm2 and
columns connected by surface graphitization was produce by the Florence group.
This device (shown in Fig. 6.1) was measured using the setup shown in Fig. 1.5.
Full details of this measurement are given elsewhere [74].

Figure 6.1: The detector used for this dosimetry measurement. This detector is
made entirely of carbon, with graphitic 3D electrodes as well as graphitic channels
connecting the columns in strips along the surface. All the signal columns are con-
nected to each other in this way effectively producing a 3D pad detector.
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The sample was tested with different dose rates and beam energies and the per-
formance was compared for different bias voltages. Fig. 6.3 shows the current in-
duced at different applied bias voltages by an irradiation with a dose rate of 585
MUmin−1, where a Monitor Unit MU≈ 0.694 cGy. Fig. 6.4 shows the linear relation-
ship obtained between the observed current signal and the applied bias voltage.

A 6 MV photon beam was used for all of these measurements; MV is the voltage
used to accelerate the electrons to produce the radiation field, the energy spectrum
of the photons produced by such a beam is shown in Fig. 6.2.

Figure 6.2: The energy spectrum of photons produced by a 6 MV beam

Figure 6.3: The signal induced in a 3D diamond detector at different bias voltages
for a dose of 1000 MU with a dose rate of 585 MUmin−1 and an energy of 6 MV.
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Figure 6.4: The average current induced in a 3D diamond detector at different bias
voltages for a dose rate of 585 MUmin−1 and an energy of 6 MV. The green line rep-
resents the leakage current at different voltages, the red line is the average current
observed in the device for each measurement, and the blue curve is the corrected
detector response, obtained by subtracting the leakage current from the detector
response.

For subsequent measurements it was chosen to operate the device at −80 V as
this is a high voltage that is well within the voltage range where the voltage is
proportional to the current induced. The relationship between dose and induced
signal at this voltage. These plots are shown in Fig. 6.5.

Finally, an experiment was carried out to test whether the shape of the beam can
be reconstructed using data obtained with a 3D diamond detector.

For this measurement a 10 × 10 cm2 beam was used. The sample was placed
at the centre of the beam and as before the sample was irradiated with a dose rate
of 585 MUmin −1 with a 6 MV beam at −80 V. The same measurement was then
repeated a number of times after translating the sample in one direction with re-
spect to the beam. This was then compared to the beam shape obtained with a
GafChromic film [127], a film which undergoes a color change as it is exposed to
radiation, allowing the measurement of the total dosage absorbed by the film. The
results of these measurements are shown in Fig. 6.6-6.7.
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(a) (b)

Figure 6.5: The relationship between the observed signal and the dose received by
the sample. The top plot in (a) shows that, as expected, there is a linear relation-
ship between the dose rate and the current induced in the device, with the bottom
plot showing the deviation of each data point from the fit line. The top plot in (b)
shows that the cumulative charge collected during one of these measurements is
proportional to the total dose delivered, with the bottom plot showing the residuals
of these data points.

Figure 6.6: Beam profile measured by the film along with the normalized response
of the detector.

109



Figure 6.7: Beam profile measured by the film along with the normalized response
of the detector in the penumbra region of the beam.

As can be seen from these plots the agreement between the two measurements
is mostly good, however in the penumbra region (the transition region between
the flat top of the radiation field, and the background) in Fig. 6.7, there is some
divergence between the two measurements.

There are a number of possible explanations for this observations. One source
of inaccuracy is the extent of the device. A bigger source of inaccuracy however is
thought to be that the active area of this detector is not well insulated from the sur-
rounding material, allowing it to collect charge produced at a significant distance
from the graphitic array.

6.2 Dosimetry progress

To counteract both of these issues a new device was fabricated. This device (known
as the Florence device, described in section B.1.5), aims to reduce the effect of both
of these issues. This device consists of two graphitic arrays, in each of these arrays
all the HV columns are connected as usual, however on the signal side each array
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is split into three pads, with each pad surrounded by at least one ring of columns
which are read out separately. The aim of this geometry is to provide a well defined
active area for each pad, as the outer ring of columns would collect any charge
created outside of it. The small size of each pad also helps reduce the inaccuracies
introduced by the dimensions of the device. The columns were connected with a
surface metalization. A photograph of this device is shown in Fig. 6.8.

Figure 6.8: The front side metalization of the Florence sample.

As described in Appendix B.1.5, there were difficulties in the fabrication of this
device, resulting in an imperfect metalization at the first attempt. The sample was
measured at the Christie with this metalization with the aim of replicating and im-
proving upon measurements made with the previous sample. Analysis of these
measurements is still in progress. Since then the sample has been re-metalized and
the metalization now is expected to be more stable, these measurements are to be
repeated in the future with the new metalization.
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7. Systematic simulation studies of vary-
ing device fabrication parameters

Before 3D diamond detectors can be seriously considered for future experimental
applications, different fabrication parameters need to be tested to find the best com-
binations. Simulations are ideal for this task as once a good model is produced, it
is faster and cheaper to tweak a selection of parameters within the model than it is
to produce a large number of devices with all the different parameters and measure
them using sources or test beams.
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Figure 7.1: The percentage of the detector area that is inactive for different column
radii and cell dimensions, assuming square cells.

Variation of the cell geometry has already been described in some detail in sec-
tion 5.1.2. Further simulations were carried out to study the effect of varying the
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column radius of the devices as well as the cell size. It can be expected that the
ideal geometry would be small cell size, as, for equal applied electrode voltage, this
would create a significantly higher electric field within the cell, as well as resulting
in a smaller distance for the charge carriers to travel to reach an electrode. This
would be combined with a small electrode radius: as the electrodes are not part
of the active area of the device, decreasing their radius would increase the active
area of the device and thus the efficiency of recorded hits, as is clearly seen in Fig.
7.1. Simulations need to be performed to understand how the variation of these
parameters affects the charge collection properties of 3D diamond devices.

7.1 Varying column radius

One of the parameters that was varied in these simulations was the column radius.
The model used for these simulations is the same model used for the pCVD sim-
ulations (section 5.3.2), with only bulk trapping as these simulations were deemed
to provide good agreement with the experimental data. A range of five different
electrode radii, ranging from 1 µm to 10 µm, were tested in these simulations using
a mesh for 150× 150 µm2 cells.

The electric field produced for each electrode radius is shown in Fig. 7.2. This
shows that if the electrode size is too small the radial dependence of the field causes
a rapid drop off close to the electrode, resulting in a greatly reduced electric field
in the low field regions of the device. As the column radius is increased, the elec-
tric field through the whole device increases, while resulting in a decrease in the
active area of the device. This can be seen in Figs. C.4 and C.5 as in these cases the
simulated particle hits the electrode and thus no signal is generated.

Figs. C.1-C.5 show the charge collected as a function of hit positions for dif-
ferent column radii; with an improvement for increased column radius due to the
increased electric field within the device, however this shows that increasing col-
umn radius leads to a reduction in the device active area. As a result of this, the
time taken for 90% of the deposited charge to be collected was used as a metric to
determine the quality of the device. The variation in the time required to collect
90% of the deposited charge with different column radii is shown in Fig. 7.3.
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(a) d = 1 µm (b) d = 2 µm

(c) d = 5 µm (d) d = 8 µm

(e) d = 10 µm

Figure 7.2: The simulated electric field for different electrode radii at 75 V and a cell
size of 150× 150 µm2.
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Figure 7.3: Relationship between the average time taken to collect 90% of the de-
posited charge throughout the cell and the column radius, for 150 µm cells at 75V.

Fig. 7.3 shows that the time taken for 90% charge collection starts to increase as
the column radius is reduced due to the lower electric field in the device. In real de-
vices this difference would be further increased due to the columns having a finite
resistance. A high electrode resistance has the effect of increasing the time required
for charge collection, thus columns with a lower cross section area, resulting in a
higher resistance, would result in even slower charge collection. It was not possible
to include the effects of column resistance in these simulations.

A column radius of ∼ 2.5µm was a good compromise between minimizing the
inactive area and minimizing the charge collection time. This column radius was
used for the following set of simulations studying varying cell dimensions.

7.2 Varying cell size

Simulations were carried out to determine the effect of varying cell size on the col-
lected cluster charge. The column radius used for these simulations was 2.5 µm
with three different cell dimensions: 50× 50 µm2, 100× 100µm2 and 150× 150 µm2

with varying voltage. The results of the simulations for 150× 150 µm2 cells at 75 V
have already been shown in Fig. C.3.

Fig. 7.4 shows the electric field of the 150× 150 µm2 cells with a 2.5 µm column
radius and 75 V as well as similar plots for devices with cell dimensions of 100×100

µm2 and 50× 50 µm2 and voltages of 25 V, 50 V, and 75 V.
Figs. C.6 - C.11 show the total measured cluster charge for different voltages,

charge lifetimes and cell dimensions, and with a constant column radius of 2.5 µm,
while Fig. 7.5 show the time to reach 90% charge collection as a function of voltage
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for different cell dimensions.

These plots show that by reducing the dimensions of the cell, the average electric
field in the cell will greatly increase while the electrode separation is decreased,
allowing for charge carriers to be collected significantly faster even with lower bias
voltages. Fig. 7.5 shows that using 50 µm cells results in a reduction of almost an
order of magnitude in the time required for 90% charge collection when comparing
50 µm cells to 150 µm cells, even if the voltage is reduced from 75V to 25V. Thus if
detectors with 50 µm can be successfully produced and operated, the performance
will improve significantly.

(a) Pitch = 150 µm, V= 75 (b) Pitch = 100 µm, V= 25 (c) Pitch = 100 µm, V= 50

(d) Pitch = 100 µm, V= 75 (e) Pitch = 50 µm, V= 25 (f) Pitch = 50 µm, V= 50

(g) Pitch = 50 µm, V= 75

Figure 7.4: Electric field of the simulated devices with a column radius of 2.5 µm
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achieve 90% charge collection for a column radius of 2.5 µm and 3 different cell
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8. Irradiation studies

For 3D diamond detectors to be used in High Energy Physics experiments, it is
necessary to prove that they are more radiation tolerant than the alternatives. In
theory, 3D diamond combines the radiation hardness of a 3D geometry, which has
been successfully used to increase radiation resistance in silicon, with the use of
diamond as a detector material, which is inherently more radiation resistant. There
are however some issues which are as yet unknown with this technology: chiefly,
what are the effects of irradiation on the columnar electrodes in the bulk of the
material.

8.1 Measurements of the irradiated sample

To investigate the effects of irradiation on the resistance of the columns a new device
was manufactured in Oxford using a 400 µm thick, scCVD, optical grade diamond
obtained from IIa [63], with 4 arrays of columns, with 2 different column radii of 1.1

µm and 1.4 µm.

The I-V curves of a subset of the columns were measured, after which the device
was irradiated with 4 × 1015 protons cm−2 at the CERN Proton Synchrotron, after
which the resistance of the same columns was measured again. The columns were
manufactured through the entire ≈ 500 µm thickness of the diamond with a small
12× 12 µm2 pad on each surface reaching a depth of < 5 µm as this sample was not
going to be used as a detector, and the extra area would make the measurement sig-
nificantly simpler. A diagram of the device is shown in Fig. 8.1 while a photograph
of the device is shown in Fig. 8.2. There were attempts to deposit a metalization on
the device, however the process failed, leaving only a partial metalization, and due
to time constraints on the availability of beam time it was not possible to repeat the
process before the irradiation.
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Figure 8.1: The relative position of the 4 arrays on the device, arrays A and B had
a column radius of 1.1 µm while arrays C and D had a column radius of 1.4 µm.
The arrow in the lower left structure is a graphitic structure fabricated within the
diamond as a reference point and to allow to easily distinguish the sides of the
diamond as well as the arrays.

Figure 8.2: Sample used for these measurements, the arrays shown are, clockwise
from top left: C, D, A, B.

To measure the resistance of the columns the sample was attached to a PCB
using a conductive glue to contact one side of the columns. The resistance of the
columns was then measured by probing individual columns and measuring their

119



I-V curves. For most columns the relationship was not linear (as shown in Fig. 8.3),
this implied that a certain turn on potential needed to be overcome for the current
to pass through the columns. This problem is described in more detail in Section
9.5. This phenomenon was not well understood before irradiation, and as a result of
this it was not possible to extract accurate values for the pre-irradiation resistance
of the columns as the I-V measurements did not overcome this potential.
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Figure 8.3: Typical IV curve of columns after irradiation. The non-ohmic section of
the curve is due to a barrier potential. A discussion of this phenomenon is presented
in section 9.5.
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Figure 8.4: Post irradiation resistance of the columns with the two different radii.

Fig. 8.4 shows the resistance of the measured columns. For the columns with
a radius of 1.1 µm the post irradiation resistance is (16.7 ± 7.2) MΩ, and for the
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columns with a radius of 1.4 µm the measured post irradiation resistance is (1.83±
0.67) MΩ.

These results are very promising as they show that the resistance of the columns
remains low even after irradiation, suggesting that this is not a limiting factor with
regards to detector performance. It is impossible to make quantitative conclusions
at this stage however as it is not possible to get a good comparison to the pre-
irradiation data. This would be required to see whether the columns do degrade
over time.
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9. Outlook

Further measurements are currently under way to drive forward the development
of 3D diamond detectors; there are a number of different avenues currently under
investigation:

• The column fabrication process needs some further refinement to find the opti-
mum fabrication parameters and to make the process easily reproducible with
different setups.

• Work is still being carried out to understand which geometry provides a better
performance.

• To make the production of large area devices feasible in the future, the speed
of the laser process must be significantly increased.

• 3D diamond devices must be tested in real experiments to understand if they
can survive in these hostile environments while still providing useful data.

• If 3D diamond devices are to be used as pixel detectors it must be proven that
they work after being bump bonded to a pixel chip.

• If 3D diamond detectors are to be used in future, they must be compatible with
the hardware that will be used in future upgrades.

Work is currently ongoing in each of these areas to address all these issues.

9.1 3D devices tested in experiments

Before 3D diamond devices can be used as tracking detectors in HEP experiments,
it is important that they are tested in such an environment to see if they work well,
behave in a stable manner and can survive the required radiation dose.

Two devices were produced using ≈ 500 µm thick, electronic grade scCVD ob-
tained from E6 [61], with the purpose of proving that 3D diamond is a viable tech-
nology by being used as part of the CMS BCM. One goal of these devices was also
to compare the column fabrication processes performed in Manchester and Oxford.
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As such, one sample was graphitized in Manchester, the other in Oxford, both were
subsequently metalized in Manchester and then inserted into CMS.

These devices are described in more detail in Appendix B.2.1 and B.2.2; Fig. 9.1
shows an image of one of these samples.

Figure 9.1: One of the samples before being placed in the CMS experiment.

Each sample has a selection of six 3D pads, with two different pitches. Due
to hardware limitations it was possible to only connect one pad from each dia-
mond. For the Oxford diamond one of the pads with the small pitch was connected,
whereas for the Manchester diamond one of the pads with the larger pitch was con-
nected.

The diamonds have been installed in the CMS experiment at the start of 2017,
and have been running at 45V, preliminary results are promising with the diamonds
operating stably over long periods of time and producing a current signal depen-
dent on the luminosity, however the stability of these devices needs to be tested for
longer periods of time, and their performance still needs to be calibrated.

9.2 Geometry studies of pCVD devices

Section 5.1 already describes some geometry studies that were performed on scCVD
material. This indicated that a hexagonal geometry performs better than a square
geometry; however more work is still needed, particularly to study what effect the
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different geometry has in pCVD material.
For this purpose the 3D pCVD device was manufactured (described in section

B.1.8). This device consists of a graphitic array with three different sections, con-
taining square, rectangular and hexagonal cells. Adjacent to the 3D array there are
also a 3D phantom device and a planar strip device as described previously to pro-
vide control measurements for the performance of a planar device made of the same
material, and the effect of the surface metalization.

The sample was measured during a test beam in 2016 and analysis of the data
obtained is still ongoing [128] and will not be discussed in detail in this thesis, how-
ever preliminary results agree with the results from the scCVD device suggesting
that the hexagonal geometry provides the best performance.

9.3 Production of large area detectors

Figure 9.2: The front side metalization of the large area 3D strip detector. The re-
gions with suspected breaks in the metalization have been highlighted.

Most semiconductor tracking detector applications in HEP require detectors that
can be manufactured on a scale such that they can cover a large area, while the
detectors discussed so far have a small active area with a relatively low number of
columns.
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A new device was built with the aim of producing and testing a sample an order
of magnitude larger and with an order of magnitude more columns than previous
devices. This device, described in Appendix B.1.9, consisted of a polycrystalline
diamond with a thickness of≈ 455 µm active area of 3.6× 3.2 mm2, which is almost
an order of magnitude greater than previous samples. Each cell had a 100 µm pitch
leading to a total of 1152 cells for the device.

The device was laser processed in Oxford and subsequently metalized in Ohio.
Due to some suspected surface impurities a number of breaks were present in the
metalization. The metalization on the surface of this sample is shown in Fig. 9.2.

Figure 9.3: The charge collected as a function of hit position in the large 3D strip
device [95].

The sample was subsequently measured at a test beam at CERN and the charge
collected as a function of hit position was plotted as shown in Fig. 9.3. While non-
uniformities due to the crystal structure remain, there is no evidence of significant
problems with column connectivity, with the dead areas being explained either with
breaks in the metalization or suspected cracks in the diamond (shown in Section
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B.1.9). The breaks in the metalization appear to be due to surface impurities intro-
duced due to mishandling of the sample. Since the production of this sample steps
have been taken to reduce the occurrence of these errors.

A subsection of the device with no obvious defects was then chosen for further
analysis. This section is highlighted in blue in Fig. 9.3. This section consisted of
an area of 135 cells; analysis of the data from this region is still ongoing and will
not be discussed in this thesis, but preliminary results indicate that within this re-
gion ∼ 85% of the generated charge was collected, which is the highest ever such
measurement for pCVD material of this thickness. The high charge collection was
due to a number of factors, chiefly the reduced cell size compared to previous de-
vices and the higher applied bias voltage that this device was able to take due to
improvements made in the device fabrication process.

9.4 3D diamond pixel device production

Once the large area detector was build, the next step was to produce the first 3D
diamond pixel detectors. For this purpose, two 3D sensors were prepared; one
compatible with the CMS ROC, the other with the ATLAS FE-I4 chip.

9.4.1 CMS pixel device

The 3D diamond CMS pixel device (described in Appendix B.3.1) was the first de-
vice to be produced. To be compatible with the readout chip, the columns were
fabricated to produce 100 × 150 µm2 cells, with an active area of 3.1 × 3.0 mm2, re-
sulting in 620 pixels. The sample was measured in a test beam at the Paul Scherrer
Institut. A continuous area of the device covering an area of 270 pixels was chosen
for further analysis; only four of the pixel in this region were dead, which is a vast
improvement on the success rate of the previous devices, this is also helped by the
fact that if there is a break in a strip device the whole strip can break, whereas in a
pixel device it would only affect one pixel.

It was then possible to calculate the hit detection efficiency of this device, with
a preliminary result (including the dead cells) of ≈ 96% efficiency, as shown in Fig.
9.4. However these are still preliminary measurements, since then the sample has
been attached to a different chip with more optimized settings and further test beam
campaigns and analysis are still ongoing.
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Figure 9.4: The tracking efficiency of the 3D diamond device [95].

9.4.2 ATLAS FE-I4 pixel device

A sensor compatible with the ATLAS FE-I4 chip was also prepared, this one also
with the intention of testing two different cell geometries (square and hexagonal).
A detailed description of this sample is given in Appendix B.3.2. After the column
fabrication, a number of cracks and other defects were discovered in the sensor, this
required the production of a new photolithographic mask designed to avoid these
damaged area of the sensor (described in section A.2.3). This caused a delay in
the production of the device, however it is currently in the process of being bump
bonded, and will be available for test beam measurements in the future.

9.5 Improving the column fabrication process

For 3D diamond devices to be used in physics experiments it is necessary to further
understand and improve the fabrication procedures. A number of studies have
been performed, including studying the composition of columns fabricated using
different parameters using the Göttingen sample [87] described in Appendix B.1.4
and studies aiming to improve the column fabrication success rate performed on
the Manchester sample described in Appendix B.1.3 [86].

More recently the column quality has been improved significantly using a spa-
cial light modulator (SLM) [89], allowing the production of columns with several
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orders of magnitude lower resistance and with tunable dimensions to below 1 µm.
The SLM is a liquid crystal pixel device that alters the properties of a beam in-

cident on it, in a way that can be tuned to produce the desired beam. One problem
that occurs when shining a laser into diamond is that, due to the high refractive
index of diamond and the different angle of incidence of the laser light into the di-
amond, the focal point is smeared in the direction parallel to the beam by differing
amounts dependent on the depth of the focal point within the diamond, as shown
in Fig. 9.5. This means that the the property of the material in the columns can vary
as a result of the depth of the diamond, as the energy density at the point where
the transition occurs in not uniform. The SLM can account for this by using the
appropriate pattern to alter the properties of the beam as the focal point traverses
the diamond, allowing a more reliable production of columns with consistent prop-
erties for their whole length. This is achieved by ensuring that the focus of the laser
remains uniform for the entire length of the column by continuously altering the
pattern as the sample moves through the focus.

Figure 9.5: The effect on the focal point of the laser to the refractive index of dia-
mond [90].

It was observed that columns produced using this technique are not always
ohmic at low applied voltages. A possible explanation for this effect is that, due
to smaller dimensions of the focal point in this case and the time between laser
pulses, the column is not a continuous structure, but rather a line of graphitic dots
separated by layers of diamond that act as a barrier. Early work on understanding
this is in agreement with this explanation, however more comprehensive studies
need to be carried out.

One of the major problems facing 3D diamond devices is the time taken for man-
ufacture, with columns produced individually, each taking ∼ 10− 30 s to produce.
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As a result of this, devices with 50×50 µm2 cells and∼ 3×3 mm2 active area as de-
scribed in Section 9.6, which contain∼ 7000 electrodes will take several days. If it is
desired to produce tracking detectors covering a large area in future the problems
with this manufacturing procedure become apparent. Future work will therefore
focus on trying to increase the speed of the process as well as improving the re-
liability. One way to achieve this is to split the beam in order to produce a large
number of columns in parallel rather than individually, however work has not yet
begun on the development of this procedure.

Alternative approaches are also being considered to overcome this problem by
moving away from laser processing. One way to do this would be through reactive
ion etching, producing a hole in the diamond and then filling it with a conductive
material. The advantage of this process is that all the columns will be produced
simultaneously, and with the right material the electrodes will have significantly
lower resistance values, however the electrodes produced with this technique will
have a significantly larger diameter which would greatly reduce the percentage of
active volume of the devices, particularly with small cell dimensions [129].

9.6 Future device production

As the LHC experiments will move towards higher luminosities, especially with
the HL-LHC, it is desirable for the precision of the trackers to improve. As such, the
possibility of 50 µm2 pixels is being investigated for future upgrades [130]. It was
therefore decided that the next step in the development of this technology should
be to reduce the cell dimensions to 50 µm. To this end a number of masks have been
designed to fabricate detectors with 50 µm cell dimensions (described in Appendix
A.3). Masks have been designed for both 3D strip and 3D pixel devices. The pixel
devices are designed to fit the current CMS ROC and ATLAS FE-I4 chips which do
not have 50 µm pitch and therefore have the signal electrodes of several cells con-
nected together to form micro-strips for the ATLAS chip design (Appendix A.3.2)
and micro-pads for the CMS chip design (Appendix A.3.3). Manufacture of these
devices has begun, with a 50 µm pitch pixel device based on the CMS ROC having
been built and currently being studied. It is too early however to understand its
performance.
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10. Conclusion

In the last few years, great progress has been made on the development of 3D dia-
mond detectors. A large number of 3D diamond devices have been manufactured
and tested at a large number of different test beams contributing to an array of pos-
itive results.

A number of single crystal 3D diamond devices were tested in different environ-
ments to prove the viability of this technology. The Manchester device, is a simple
3D diamond device, was measured at both Diamond Light Source (DLS) and Rud̄er
Bošković Institute (RBI), achieving a charge collection of ∼ 100% at 5 V. The data
from these measurements was used to test a diamond model produced for TCAD,
and good agreement between model and data was found. Another single crystal
device was measured at RBI with both square and hexagonal cells. The results from
this indicate that charge is collected more rapidly in hexagonal cells than square
cells, however the results from this are not yet conclusive. More recent prelimi-
nary results on a polycrystalline device with the same geometry also support this
conclusion.

Another single crystal device was tested at CERN. This device had three dif-
ferent detectors on it: a planar device, a 3D device, and a 3D phantom device, al-
lowing a comparison of the three devices. TCAD simulations were used to study
the charge collection in this device. They were able to successfully reproduce and
explain the phenomena observed, including anomalies due to broken columns orig-
inating from problems in the fabrication process. The performance of the 3D device
and the planar device were compared and the performance of the 3D device was
found to match the performance of the planar device with an applied bias voltage
an order of magnitude lower.

A device with the same geometry was manufactured using polycrystalline dia-
mond to test the viability of using this material for 3D devices due to its lower cost
and the larger substrate area available. In this sample the 3D device was found to
collect≈ 60% of the charge, which is significantly higher than for the planar device.
Simulations were also carried out to try and reproduce polycrystalline material and
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the simulations were found to be in good agreement with the experimental data.
Once the TCAD model was verified using experimental data, it was possible to

simulate devices with different fabrication parameters to find the optimal set of pa-
rameters for future devices. These simulations found that reducing the cell dimen-
sions increases the charge collection due to the higher field within the cell. It was
also found that columns with smaller radius reduce the collected charge. Hence, in
future devices, with cell dimensions of ≈ 50 µm to ≈ 150 µm, the optimum column
radius is ≈ 2.5 µm.

The development of these devices has also allowed us to carry out the first tests
of 3D diamond as a technology for medical dosimetry with positive results. A 3D
device was tested using a radiotherapy machine at the Christie hospital and a linear
relationship between the dose rate and the current induced in the device was found.
The device was also used to successfully measure the beam profile. New devices
are under development with a geometry purposely designed for this application.

Tests have also started to determine the radiation tolerance of 3D diamond de-
vices. One such test is reported in the thesis. After irradiation, the resistance of the
electrodes of a 3D diamond device was found to be low enough that it would not
affect the operation of such a device.

These results have allowed the development of these devices to move forward
and a number of new devices are currently being produced or tested. Two 3D di-
amond devices have been produced and are being tested as beam monitors in the
CMS experiment, verifying whether these devices can operate in the high radiation
environment of particle physics experiments. Pixel devices have also been pro-
duced, with preliminary measurements indicating that they are working well, with
a very high efficiency ≈ 96% with a very small fraction of broken cells. This has
been made possible by the recent advances in the fabrication techniques of 3D di-
amond devices, greatly reducing the number of missing columns in in the most
recently produced samples.
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A. Mask design

Section 3.4 describes the metalization process required to produce contacts on di-
amond devices. To produce the finely structured metalization required to operate
these devices, masks suitable for photolithography have to be produced. The masks
generally consist of a glass slab with a thin layer of chrome on one side, the chrome
has gaps on it to allow the UV light to pass through. The masks used for the work
described in this thesis were produced industrially by JD-Photodata [131] after a
CAD design of the required metalization pattern was designed. A number of masks
for 3D devices were produced as part of the work detailed in this thesis for different
applications; these are described in the following sections.

A.1 Mask designs for generic devices

A number of generic masks were designed to test the viability of 3D diamond detec-
tors. The purpose of detectors manufactured using these masks range from testing
different column fabrication parameters, testing different device geometries and the
viability of 3D diamond devices for different applications.

A.1.1 Batch 2 mask

The Batch 2 mask (shown in Fig. A.1) is a mask used to produce some of the early 3D
diamond devices. The purpose of these devices was to provide a proof of principle
of the 3D diamond technology by building three detectors on the same diamond, a
3D detector, a strip detector and a 3D phantom detector. The 3D and the 3D phan-
tom were kept at the same voltage as each other by connecting together their bias
metalization, allowing the strip device to operate at a different voltage. This allows
for the direct comparison of both planar and 3D devices at operating voltages, while
also studying the effects of metalization only with the phantom device.
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Figure A.1: The Batch 2 mask. This masks contains three separate detectors; a strip
detector on the right, a 3D detector on the left and a 3D phantom detector (metal-
ization with no columns) in the middle

A.1.2 Manchester mask

The Manchester mask shown in Fig. A.2 was primarily designed to be used in
devices fabricated with different column parameters to study how the performance
is affected by the columns, and to measure the resistivity of the columns. This
masks consists of four 5 × 5 arrays of 120 µm square cells with the signal columns
connected by strips of metal on the surface resulting in a 3D strip detector. Each
array consists of a total of 61 columns, with the back side metalization allowing for
the measurement of the resistance of individual columns. In later iterations of this
mask, a large cross is present on this back side of the mask, this was added to ease
alignment during processing.

(a) (b)

Figure A.2: (a) the front side and (b) the back side of the Manchester mask.

133



Figure A.3: A subsection of the mask, with measurements showing the cell dimen-
sions and the array dimensions of the Manchester mask measured in microns

A.1.3 Christie mask

(a) (b)

Figure A.4: Image showing (a) the front side and (b) the back side of the Christie
mask.

The Christie mask (shown in Fig. A.4)is a mask that was designed with the inten-
tion of making the first tests of 3D diamond technology for medical applications, al-
though it was use for other applications as well. It consists of two different graphitic
arrays with different column spacings (the smallest with cell dimensions of 70×100

µm2 and the largest with cell dimensions of 160×100 µm2). All the bias columns for
each array are connected together by the backside metalization, whereas the read-
out columns are connected in a series of three pads for each array, each surrounded
by guard ring structures. The motivation for this was for the pads to provide very
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well defined regions from which charge is collected, and hence use this to mea-
sure the current produced by a radiation beam through the device. This application
means that precise position resolution is not necessary, and it also means that this
mask is a viable design for beam monitoring applications. The mask was later up-
dated to add some features to improve alignment and increase redundancy.

(a) (b)

Figure A.5: A subsection of the readout side metalization of (a) the large cell array
and (b) the small cell array, highlighting the dimensions of the mask in microns

A.1.4 3D multi-pattern strip detector mask

The 3D Multi-pattern strip mask (shown in Fig. A.6) was designed to test and com-
pare three different possible 3D geometries: 100 × 100 µm2 square cells, 100 × 200

µm2 rectangular cells, and 100 µm pitch regular hexagonal shaped cells. As well as
a 3D array, this mask also has a 3D "phantom" array to allow a direct comparison
between the charge collection due to the surface metalization and the collection due
to the graphitic columns. The device also has a planar strip array to allow a direct
comparison between a planar geometry and a 3D geometry. The bias metalization
for this device is on the back side of the detector, with all the bias columns con-
nected together, while the signal columns are connected by metal strips of the front
side of the device. Placing signal and bias metalization on different sides allows
for the reduction of the risk of shorting signal and bias columns due to problems
during photolithography, and reduces the problems caused by surface effects as the
pitch is planned be reduced in future devices. Being able to deposit metalization
and connect columns on both sides is also a pre-requisite step to the production of
pixel devices, as such it was also important to test this procedure.
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(a) (b)

Figure A.6: (a) the front side (the different structures are from left to right: the
readout metalization of the 3D, 3D phantom and planar strip detectors) and (b) the
back side metalization mask (with the different structures being from right to left
the bias metalization of the 3D, 3D phantom and planar strip detectors) of the 3D
Multi-pattern strip device.
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(a) (b)

(c)

Figure A.7: Sections of the Multi-pattern strip detector mask with measurements
showing the cell dimensions in microns. (a) shows the square cell section, (b) shows
the hexagonal cell section, (c) shows the rectangular cell section

A.1.5 3D multi-pattern pad detector mask

The 3D Multi-pattern pad design (shown in Fig. A.8) was designed to work on the
same array of graphitic electrodes as the Multi-pattern strip device (Fig. A.6). It also
consists of the same array of graphitic electrodes with a combination of 100 × 200

µm2 rectangular cells, and 100 µm pitch regular hexagonal cells; however in this
case, rather than being a strip device, the cells are connected in differently sized
pads. The purpose of this device geometry was to undergo rates studies, looking at
how the signal is affected by the rate of particles passing through the device. The
phantom and planar detectors present in the strip device were instead replaced by
a single phantom device, exactly matching the layout of the main graphitic array.
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(a) (b)

Figure A.8: (a) the front side (with the 3D structure on the left and the phantom
structure on the right) and (b) the back side (with the 3D structure on the right and
the phantom structure on the left) metalization mask of the 3D Multi-pattern pad
device.

(a) (b)

(c)

Figure A.9: Sections of the Multi-pattern pad detector mask with measurements
showing the cell and pad dimensions in microns. (a) shows the square cell section,
(b) shows the hexagonal cell section, (c) shows the rectangular cell section
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A.1.6 Full 3D strip detector mask

The "Full 3D" strip device, shown in Fig. A.10, was designed to be a large area
3D diamond devices. All the 3D diamond detectors previously produced have had
a relatively small active area. To make 3D diamond an attractive alternative for
tracking detectors it must be proven that the production process can be extended to
produce larger area devices. The 3D Multi-pattern detectors have an active area of
∼ 1.3×2.6 mm2, this device is designed to have an active area of 3.6×3.2 mm2, more
than double the previous record, though still not as large it is hoped to achieve,
building this device is nonetheless a significant step forward towards building large
area 3D devices.

This is a strip device consisting of 36 strips, each connecting 32 signal electrodes
for a total of 1152 100× 100 µm2 cells.

(a) (b)

Figure A.10: (a) the front (readout) side and (b) the back (bias) side metalization
mask of the Full 3D strip device.
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Figure A.11: A section of the Full 3D strip detector mask with measurements show-
ing the cell dimensions in microns.

A.2 Mask designs suitable for current readout chips

Once the viability of 3D diamond devices for high energy physics applications was
proven, a number of masks were designed with patterns that would allow the pro-
duction of 3D diamond sensors to be used in conjunction with chips that are cur-
rently in use by the LHC experiments, chiefly the CMS pixel readout chip [48] and
the ATLAS FE-I4 chip.

A.2.1 CMS pixel mask

Fig. A.12 shows the CMS ROC compatible 3D diamond pixel mask. The chip was
designed for 150× 100 µm2 rectangular pixels, and as such it was decided to main-
tain these pixel dimensions for these devices. The active area for this device was
3.1× 3.0 mm2, for a total of 620 pixels.

In future it is hoped that to minimize potentials shorts and other problems with
3D devices the columns can be manufactured starting from one of the diamond
surfaces and stopping∼ 15 µm below the other surface, with readout and bias elec-
trodes starting on opposite sides. As such a mask was produced to allow the bias
side of the diamond to have a simple pad metalization, as well as a grid metaliza-
tion, as this is easier to manufacture and minimized the potential for unconnected
columns.
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(a) (b)

(c) (d)

Figure A.12: The mask to produce a sensor compatible with the current CMS read-
out chip, with (a) the under bump metal, (b) the bumps, (c) the bias grid metaliza-
tion and (d) the bias pad metalization

Figure A.13: A subsection of the CMS pixel mask, with the different layers super-
posed showing the various dimensions of the mask in microns.
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A.2.2 FE-I4 pixel mask

A mask was also designed to make a sensor compatible with the current ATLAS
FE-I4 chip. This mask (shown in Fig. A.14) was designed to have pixel dimensions
of 250 × 50 µm2 pixels. This is not an ideal layout for 3D detectors. It was decided
to also test a hexagonal cell geometry.

(a) (b)

(c) (d)

Figure A.14: The mask to produce a sensor compatible with the current ATLAS FE-
I4 readout chip, with (a) the under bump metal, (b) the bumps, (c) the bias grid
metalization and (d) the bias pad metalization

The sensor area was split into two separate areas, one with rectangular 125 ×
100 µm2 cells, the other with 100 µm pitch regular hexagonal cells. A metalization
pattern was then designed to connect each pixel to a bump. Due to the location of
the bumps it was decided that the areas of the device where the bumps are to be
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located would not be active.

The idea of using regular hexagonal cells was scrapped for future experiments
as differences in pitch in the X and Y directions would make it incompatible with
the available pixel electronics, as a result masks designed for future devices are
expected to have flattened hexagons allowing the pitch to be the same in both di-
rections.

Figure A.15: A subsection of the FE-I4 pixel mask, with the different layers super-
posed showing the various dimensions of the mask in microns.

A.2.3 Modified FE-I4 pixel mask

A modified version of the ATLAS FE-I4 was later also produced (shown in Fig.
A.16). After the columns were fabricated the sensor for this device it was discov-
ered that a small number of mistakes were made during the fabrication process.
Some defects (potential cracks) were also observed within the diamond and it was
speculated that these may cause a short or other failure of this device should they
be connected. As such it was decided that the mask should be modified to avoid
using the areas of the sensors where these issues were present.
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(a) (b)

(c)

Figure A.16: The mask to produce a sensor compatible with the current ATLAS FE-I4
readout chip, with (a) the under bump metal, (b) the bumps, (c) the bias grid metaliza-
tion and (d) the bias pad metalization. This mask was modified to account for errors
made when producing the columns as well as to avoid areas where imperfections were
present in the diamond.
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(a) (b)

(c) (d)

Figure A.17: Subsections of the modified FE-I4 pixel mask, with the different layers
superposed showing the dimensions of some of the changed areas in microns.

A.3 Mask designs to test geometries for future appli-

cations

As described in section 2.3, the radiation hardness and charge collection efficiency
(especially in pCVD) of 3D detectors can be improved by reducing the inter-electrode
separation. To investigate the viability of producing such detectors (as well as mak-
ing 3D diamond technology compatible with future readout chips [130]), a number
of masks have been produced, these masks were designed to both test the differ-
ent possible cell geometries in strip devices, as well as producing masks to make
sensors compatible with the current generation of readout chips.
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A.3.1 50 µm pitch strip devices

A 3D strip device consisting of 50 µm square cells was designed. This device (shown
in Fig. A.18) has an active area of 3.35×2.65 mm2, for a total of 3551 cells. As future
readout chips are envisioned having 50 × 50 µm2 pixels, it was important to test
the viability of fabricating and operating large area devices with these cell dimen-
sions. Devices with similar dimensions were also fabricated to test the viability of
using hexagonal cells; Fig. A.19 shows a similar 3D strip device mask with slightly
flattened hexagonal cells with a pitch of 50 µm in both directions, while Fig. A.20
shows another similar design with a combination of square and hexagonal cells.

(a) (b)

Figure A.18: The mask design for (a) the readout side and (b) the bias side of a 50 µm
pitch 3D strip diamond detector with square cells

(a) (b)

Figure A.19: The mask design for (a) the readout side and (b) the bias side of a 50 µm
pitch 3D strip diamond detector with hexagonal cells
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(a) (b)

Figure A.20: The mask design for (a) the readout side and (b) the bias side of a 50 µm
pitch 3D strip diamond detector with a combination of square and hexagonal cells

Figure A.21: A subsection of the 50 µm pitch combined strip mask, with the different
layers superposed showing the various dimensions of the mask in microns.

A.3.2 50 µm pitch, FE-I4 compatible pixel devices

It was envisioned to also produce 50 µm pitch pixel devices. Masks were made to
produce sensors compatible with the FE-I4 pixel chip. The masks were designed
for the same electrode arrays as those described in the previous section to allow the
possibility to test a diamond first as a 3D strip device and then as a 3D pixel device.
Fig. A.22 shows the square cell pixel mask, Fig. A.23 shows the hexagonal cell pixel
mask and Fig. A.24 shows the combined square and hexagonal pixel mask.

As the FE-I4 chip was designed for 250 × 50 µm2 pixels, sets of 5 cells were
connected together using metal micro-strips along the surface of the sensor. As
before, both a grid and a pad metalization masks were prepared for the bias side.
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(a) (b)

(c) (d)

Figure A.22: The mask design for (a) the under bump metal, (b) the bumps, (c) a bias
grid metalization and (d) a bias pad metalization of an FE-I4 compatible 50 µm pitch
3D pixel diamond detector with square cells
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(a) (b)

(c) (d)

Figure A.23: The mask design for (a) the under bump metal, (b) the bumps, (c) a bias
grid metalization and (d) a bias pad metalization of an FE-I4 compatible 50 µm pitch
3D pixel diamond detector with hexagonal cells
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(a) (b)

(c) (d)

Figure A.24: The mask design for (a) the under bump metal, (b) the bumps, (c) a bias
grid metalization and (d) a bias pad metalization of an FE-I4 compatible 50 µm pitch
3D pixel diamond detector with a combination of square and hexagonal cells

Figure A.25: A subsection of the 50 µm pitch combined FE-I4 pixel mask, with the
different layers superposed showing the various dimensions of the mask in microns.
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A.3.3 50 µm pitch, CMS compatible pixel device

A mask was also designed to produce detectors with square 50× 50 µm2 cells com-
patible with the current CMS ROC. As previously stated, the current chip is de-
signed for 150 × 100 µm2 rectangular pixels. Therefore to make the sensor com-
patible with the chip, groups of 6 cells were connected together using a surface
metalization. Images of the mask are shown in Fig. A.26.

(a) (b)

(c) (d)

Figure A.26: The mask design for (a) the under bump metal, (b) the bumps, (c) a bias
grid metalization and (d) a bias pad metalization of a CMS ROC compatible 50 µm
pitch 3D pixel diamond detector with square cells
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Figure A.27: A subsection of the 50 µm pitch CMS ROC pixel mask, with the different
layers superposed showing the various dimensions of the mask in microns.
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B. Description of devices

A number of different devices were produced or tested as part of the work reported
in this thesis. A brief description of these devices is given in this section:

B.1 Devices to test the viability of 3D diamond dech-

nology

Firstly, a number of devices were built to prove the feasibility of 3D diamond tech-
nology as well as to test different properties of this technology, such as the charge
collection efficiency, the effects of irradiation and searching for the optimal fabrica-
tion parameters.

B.1.1 Batch 2 scCVD

The Batch 2 scCVD (show in Fig. B.1) was an early 3D diamond device manufac-
tured from a 440 µm thick, electronic grade E6 [61] diamond designed to prove that
3D devices could achieve comparable if not better performance than planar devices
in single crystal material, this was achieved by having three different sensor areas,
one with a planar geometry, one with a 3D geometry and one with a 3D "phan-
tom" geometry (same metalization pattern as the 3D detector but with no graphitic
electrodes), the metalization mask used for this device is decribed in section A.1.1;
this was done to assure that the comparison was made using material of the same
quality that had undergone identical processing for all three detectors. The column
fabrication was performed at the University of Manchester, after which the sample
was metalized with a chrome-gold metalization at the Ohio State University. The
sample was measured at CERN and the results obtained during those test beams
have been published [111]. This work is described in more detail in section 5.2. Af-
ter these measurements were successfully carried out, the sample was stripped of
its metalization and underwent an irradiation campaign. After irradiation attempts
were made to re-metalize and remeasure the sample, however these attempts were
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unsuccessful and it appeared that the metalization did not achieve a good contact
with the columns. It was not possible to determine if the problems were due to the
radiation damage or to some of the other processes carried out on the device. To test
whether irradiation would affect the properties of the columns a new sample was
produced to undergo irradiation studies, this sample is described in section B.1.6.

Figure B.1: The batch 2 scCVD device showing the 3D detector highlighted by the
black square, alongside the 3D phantom detector. The other detector visible to the
right of the image was not used for any measurements

B.1.2 Batch 2 pCVD

The Batch 2 pCVD (show in Fig. B.2) was produced to the same specifications as
the similar single crystal device, however it was made from ≈ 500 µm thick poly-
crystalline, electronic grade material obtained from E6 [61]. As for the single crystal
device, this was created to prove that a 3D detector could achieve similar, if not bet-
ter performance than a planar device in polycrystalline material. Again, the column
fabrication was performed at the University of Manchester, after which the sample
was metalized with a chrome-gold metalization at the Ohio State University. This
device was measured at CERN and details of these measurements are presented in
section 5.3 and are also described in greater detail elsewhere [123]. To avoid issues
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with metalization the sample was metalized with the same pattern on both sides.

Figure B.2: Photograph of the batch 2 pCVD device showing the 3D and 3D phantom
detectors, the bias electrodes of the two devices are connected together to be certain
that both of them are held at the same bias to allow a fair comparison of the two
detectors

B.1.3 Manchester sample

The Manchester sample was manufactured from a ≈ 500 µm thick, single crystal,
E6 [61] diamond to study the effect of varying fabrication parameters on the quality
of the columns produced, as such four graphitic arrays were produced matching the
Manchester mask (described in section A.1.2). Details of these studies are presented
elsewhere [86] [91]. The columns were fabricated at the University of Manchester,
after which a titanium-gold metalization was deposited on the sample, also at the
University of Manchester. This sample was then tested at both the Diamond Light
Source and the Rud̄er Bošković Institute (RBI), details of these measurements are
provided in section 5.1.1.
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Figure B.3: Photograph of the Manchester detector, showing the four arrays, and the
wirebonds connecting them to the PCB. Due to space issues, only two readout strips
were connected for each array

B.1.4 Göttingen sample

The Göttingen Sample, shown in Fig. B.4, manufactured from polycrystalline op-
tical grade E6 [61] diamond, was used to study the effects of varying fabrication
parameters of graphitic electrodes in 3D diamond. This device was made using the
same design as the Manchester sample. The column fabrication was performed in
the Georg-August-Universität, Göttingen and a chromium-gold metalization was
deposited at the University of Manchester. The details of the column fabrication
and the results of these experiments are detailed elsewhere [87].

(a) (b)

Figure B.4: Images showing (a) the front side and (b) the back side of the Göttingen
sample after metalization
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B.1.5 Florence device

The Florence sample was a 400 µm thick, electronic grade, single crystal diamond,
obtained from IIa [63], fabricated at the Universitá degli studi di Firenze, with ar-
rays designed to fit the Christie mask (section A.1.3) and subsequently metalized
at the University of Manchester. Initially the metalization was two layer chrome-
gold on the readout side and only one layer chrome on the bias side due to issues
occurring during the metalization process. The sample was used in this configura-
tion for some measurements, but eventually the metalization degraded, as such the
sample was cleaned and re-metalized with chrome-gold on both sides, sample post
re-metalization is shown in Fig. B.5.

This sample was used to take some measurements at the Christie hospital in
Manchester for dosimetry studies which are briefly described in section 6.

(a) (b)

Figure B.5: Images showing (a) the front side and (b) the back side of the Florence
sample after the second metalization was deposited

B.1.6 Irradiation sample

A 3D diamond sample was produced to study the effect of irradiation on the resis-
tance of the columns. This consisted of a single crystal 400 µm thick, optical grade
diamond, obtained from IIa [63] and was laser processed at the University of Ox-
ford using the SLM technique. The sample was designed to be compatible with the
Manchester mask (described in section A.1.2), and therefore consists of four arrays
of columns. The columns were produced with two different diameters.

Metalization on this sample mostly failed, however as the sample was produced
with small graphitic pads at the surface of each column, it was still possible to mea-
sure the resistance of the columns. The resistance of the columns was measured
before and after irradiation, and the results are described in section 8.
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B.1.7 Multi-pattern scCVD

The single crystal Multi-pattern sample was produced using a 400 µm thick, elec-
tronic grade single crystal diamond produced by IIa [63]. An array of columns was
produced with a mixture of cells with three different shapes to match the Multi-
pattern mask (described in section A.1.4). The sample was measured using a proton
microbeam at (RBI) in Zagreb, with the intention of studying the effects of varying
cell geometry, and at the Christie hospital. Details of the measurements carried out
at RBI are described in section 5.1 and also presented in more detail elsewhere [117].
A photograph of this sample is shown in Fig. B.6.

Figure B.6: The Multi-pattern sample, only the 3D detector area was used. To study
the charge collected by individual cells, five of the strips were read out: a central strip
with 2 adjacent strips in either direction to isolate it, allowing the accurate study of the
charge collected by the central strip of cells

158



(a) (b) (c)

Figure B.7: Sections of the bias side metalization for the sub-array with (a) square cells,
(b) rectangular cells, (c) hexagonal cells

B.1.8 Multi-pattern pCVD

The polycrystalline Multi-pattern sample was produced using an electronic grade
polycrystalline diamond produced by II-VI [62]. It was laser processed at the Uni-
versity of Oxford with the same geometry as the single crystal Multi-pattern device,
and was subsequently metalized using a chrome-gold metalization at the Ohio State
University. Measurements with this device were primarily aimed at comparing
charge collection of square and hexagonal cells. This sample was used in measure-
ments at CERN. The analysis of this data is still in the early stages, some details of
the measurements are described in section 9.2.

After these measurements the metalization was stripped from this sample and
was replaced with the Multi-pattern Pad metalization described in section A.1.5, to
carry out some high rate measurements with this sample. Some tests have already
been carried out on this device, however more work is needed to analyze the results.

B.1.9 Large area 3D strip device

The large area 3D strip device was and electronic grade polycrystalline sample,
produced to test how the production process of 3D diamond detectors could be
extended to large area devices. A graphitic array was produced at the University
of Oxford to be compatible to the full 3D mask (described in section A.1.6). The
sample was subsequently metalized at the Ohio State University and underwent a
series of measurements at CERN, which are described in section 9.3. Due to some
suspected surface impurities, the metalization in the sample was not perfect and
there were a number of breaks, an image of the signal side metalization, along with
the suspect positions of the breaks is shown in Fig. 3.4. While testing this sample, a
large leakage current was present, and although there were no issues with the data
obtained from the sample, it was decided that this should be avoided in future. One
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possible explanation for the high leakage current is the cracks visible in Fig. B.8, so
for the ATLAS FE-I4 sample described in section B.3.2 it was decided to exclude
similar regions from the active area.

Figure B.8: A section of the large area 3D strip device after column fabrication but
before metalization, this picture highlights some of the suspected cracks in the material
[132]

B.2 Detectors for the CMS BCM

Two 3D diamond devices were produced and have been installed in the CMS BCM
in order to test how the technology would perform as a beam monitor in a HEP ex-
periment before detectors are made to rely on these devices. Both of these devices
were designed with two arrays of graphitic electrodes with the intention of using
the Christie metalization mask (seen in section A.1.3). These devices were manu-
factured at the University of Manchester and at the University of Oxford in order
to have a direct comparison between the columns obtained with each setup. Of the
six readout channels available for each device, only one was used. More details of
these devices are given in section 9.1.
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B.2.1 Manchester CMS device

The Manchester CMS detector was produced from 500 µm thick, single crystal, elec-
tronic grade E6 [61] diamond. The graphitic columns in this device were produced
at the University of Manchester using the SLM technique. The sample was also
subsequently metalized at the University of Manchester, before being installed in
the CMS experiment.

Figure B.9: Image showing the bias side of the sample laser processed in Manchester,
the signal side metalization can be seen through the diamond

(a) (b)

Figure B.10: Segments of the front side metalization of the Manchester CMS sample;
(a) shows one channel of the large cell array and (b) shows one channel of the small
cell array
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B.2.2 Manchester-Oxford CMS device

The Manchester-Oxford CMS detector was produced from 500 µm thick, single crys-
tal, electronic grade E6 [61] diamond. The graphitic columns were produced at the
University of Oxford using the SLM technique. The sample was then metalized at
the University of Manchester, before being installed in the CMS experiment.

Figure B.11: Image showing the bias side of the sample laser processed in Oxford, the
signal side metalization can be seen through the diamond

(a) (b)

Figure B.12: Image showing segments of the front side metalization of the Manchester-
Oxford CMS sample; (a) shows one channel of the large cell array and (b) shows one
channel of the small cell array

162



B.3 3D diamond pixel devices

It was eventually possible to produce 3D diamond pixel devices, a 3D diamond sen-
sor was produced to be compatible with the current pixel readout chips employed
by both the ATLAS and CMS experiments.

B.3.1 CMS pixel device

The CMS pixel device (shown in Figs. B.13 -B.14) was the first successfully pro-
duced and tested 3D pixel device. An array of columns was produced at the Uni-
versity of Oxford, and the sample was subsequently metalized and bump-bonded
to a readout chip at Princeton University. The mask used to produce contacts on
this sample is described in section A.2.1. The sample was measured at the PSI in
Zürich. More details of these measurements are given in section 9.4.

Figure B.13: Image showing the under bump metal for the CMS pixel device, the met-
alization for each pixel is a small strip, with a larger circle on one side where the bump
will be connected and the electrode on the other. The signal columns are indicated by
the blue circles, whereas the red circles show the position of the bias columns, these
appear as lighter, more diffuse dots as they do not penetrate through the entire dia-
mond
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(a) (b)

Figure B.14: Images showing (a) the 3D diamond sensor bump bonded to the CMS
ROC and (b) the bias side metalization showing the graphitic electrodes penetrating
into the diamond.

B.3.2 ATLAS FE-I4 pixel device

The ATLAS FE-I4 pixel device is an electronic grade, polycrystalline diamond, ob-
tained from II-VI [62]. It was laser processed at the University of Oxford to fit the
FE-I4 mask (described in section A.2.2) and after laser processing some structures
were observed within the diamond, chiefly suspected cracks that would have po-
tentially caused a short between bias and readout channels. As such the mask was
modified as shown in section A.2.3, to avoid using any region of the device that
could give rise to any of these issues. The sample was metalized at the Ohio State
University and subsequent processing was carried out at IZM [133].

More details of the plans for this sample are given in section 9.4.

B.4 3D diamond devices for future studies

B.4.1 50 µm pitch CMS pixel device

The 50 µm Pitch CMS pixel device is a pCVD 3D diamond sensor designed to be
compatible with the current CMS ROC to verify that 3D sensors with 50 µm cells
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can function as pixel devices, and to compare their performance to previous 3D
devices with larger cell dimension. The current CMS ROC consists of pixels with
dimensions of 100× 150 µm2. To make the sensor compatible with the current ROC
it was therefore necessary for sets of six pixels to be read out together as micro-pads.
The photolithography mask used for this device is described in section A.3.3.
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C. Systematic simulation studies of vary-
ing device fabrication parameters

C.1 Cluster charge as a function of hit position for dif-

ferent column diameters
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(f) τ = 10 ns

Figure C.1: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 75 V for 150×150 µm2 cells with an electrode diameter
of 1 µm
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(f) τ = 10 ns

Figure C.2: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 75 V for 150×150 µm2 cells with an electrode diameter
of 2 µm
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(f) τ = 10 ns

Figure C.3: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 75 V for 150×150 µm2 cells with an electrode diameter
of 5 µm
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Figure C.4: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 75 V for 150×150 µm2 cells with an electrode diameter
of 8 µm
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(f) τ = 10 ns

Figure C.5: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 75 V for 150×150 µm2 cells with an electrode diameter
of 10 µm
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C.2 Cluster charge as a function of hit position for dif-

ferent cell dimensions
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Figure C.6: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 25 V for 100×100 µm2 cells with an electrode diameter
of 5 µm
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Figure C.7: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 50 V for 100×100 µm2 cells with an electrode diameter
of 5 µm
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Figure C.8: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 75 V for 100×100 µm2 cells with an electrode diameter
of 5 µm
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Figure C.9: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 25 V for 50 × 50 µm2 cells with an electrode diameter
of 5 µm
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Figure C.10: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 50 V for 50 × 50 µm2 cells with an electrode diameter
of 5 µm
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Figure C.11: Total cluster charge collected as a function of hit position within the cell
for different charge lifetimes at 75 V for 50 × 50 µm2 cells with an electrode diameter
of 5 µm
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