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An Electromagnetic Detection Case Study on Crude
Oil Injection in a Young Sea Ice Environment

Nariman FiroozyMember, IEEE, Thomas NeusitzeiGudent Member, |EEE, Durell Desmond, Tyler Tiede,
Marcos Lemes, Jack Landijember, IEEE, Puyan Mojabi,Member, IEEE, Sgren Rysgaard, Gary Stern, and
David G. Barber

Abstract—This paper presents a multidisciplinary case study  The topic of oil slick detection in open waters has received
on a crude oil injection experiment in an artificially-grown young  significant attention[[6]. In the microwave frequency range
sea ice environment under controlled conditions. In particular, §AR data with single polarization has been utilized to detec

the changes in the geophysical and electromagnetic responses of . . . . -
the sea ice to oil introduction are investigated for this experiment. oil spills via the use of backscattering strength accongani

Furthermore, we perform a preliminary study on the detection With setting signal thresholds based on prior informat(@h [

of oil spills utilizing the normalized radar cross section (NRCS) Regarding polarimetric SAR, an excellent review of various
data collected by a C-band scatterometer is presented. To this quad-, dual-, and compact-polarimetric methods is present
end, an inversion scheme is introduced that retrieves the effes [8]. Most polarimetric parameters are used to detect the

complex permittivity of the domain prior and post oil injection by L . - .
comparing the simulated and calibrated measured NRCS data deviation of oil slick scattering from the Bragg scattering

while roughness parameters calculated using lidar are utilized behavior of the open water|[9]. Regarding quad-polariraetri
as prior information. Once the complex permittivity values are methods, the parameters of entropy, anisotropy, mearescatt
obtained, the volume fraction of oil within the sea ice is found ing angle, covariance scaling factor, degree of polasratind

using a mixture formula. Based on this volume fraction, a binary 5majized pedestal height have successfully been utifiae
detection of oil presence seems to be possible for this test case. il slick detection i ter bef 121, In the eas
Finally, the possible sources of error in the retrieved effective Ol SIICK d€tection in open water befole [9]=112]. Inthe e

volume fraction, which is an over-estimate of the actual value, dual-polarimetric methods, the co-polarized phase diffee,
are identified and discussed by a macro- and micro-level analyses its standard deviation, and complex correlation coefficien
through bulk salinity measurements and z-ray imagery of the have been employed for slick detectionl[11].1[13]. Finaiiy,

samples, as well as a brief chemical analysis. compact-polarimetric algorithms, the parameters of wave e
Index Terms—crude oil, arctic, remote sensing, electromagnetic tropy, polarization ratio and ellipticity, degree of pakation,
scattering complex correlation coefficient, and the conformity indexé

shown promise in oil spill detectior [14], [15]. It should be
finally noted that not all these open-water methods are tfijrec
applicable to sea ice infested environments as for exarhple t

LIMATE change has reduced the minimum Arctic seiflea of deviation from Bragg scattering is most noticeahle i

ice extent by approximately 9.4 to 13.6% per decad#en water scenarios.
from 1979 to 2012 [[1]. This has led to the opening of In terms of oil spills detection in sea ice environment,
new sea routes, and a renewed interest in the Northwé#ferent remote sensing approaches have been previously
Passage in Canadal [2]. Although this change in the Arcg@nsidered. This includes the use of optical spectrometer
transportation offers new economic opportunities, it cemémages for oil spill mapping in winter through MODIS and
with the risk of crude oil spills, and other transportationLandsat images_[16]. Another example of above-the-surface
related contaminantse., bunker fuel). Such spills need todetection is presented in [17], where the reflectance ofroil i
be properly dealt with. The first step in responding to suchdifferent backgrounds was investigated to distinct theadih
spill is the ability to detect its occurrence. The detectidra S€a water and sea ice. Moreover, a fluorescence polarization
spill further allows us to enforce the environmental prtitec  instrument has been developed Inl[18] for the detection of
regulations by identifying the violators, and holding thergubmerged oil spills relying on the property of viscous oil
accountable. But despite notable research on the impact &iggtions exhibiting polarized fluorescence from beneath i
detection of oil spills[[B], [[4], this detection science aitsl Sonar technology has also been considered for oil detection

associated technology need to be further improéd [5].  provided having local access to beneath the [icé [19].
In this paper, we will focus on above-the-surface approach,
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or beneath the sea ice). For instance, ground penetrati
radar (GPR) has been effectively utilized to detect oil teda

between snow and sea ice, encapsulated between the icg lay
or below the sea ice utilizing a reflection-waveform inversi Al
technique [[211], [[22]. Another developing technology is the
frequency modulated continuous wave radar (FMCW) the 1
has shown promise in the detection of oil near the surfa B, ;
of the sea ice[]4]. More conventional radar technologi
such as side looking airborne radar][23], and satellite SAf

covered waters based on signal strength and polarizatims.ra
It is reasonable to state that most of the oil spills in sea i

environment detection technologies are at a developirgesta .
and are recommended to be applied in conjunction with other
sensors([4]. Fig. 1. Scatterometer measures the normalized radar crossns@e¢RCS)

of the oil-contaminated sea ice. In this figure, an externbiegion is being
performed utilizing a metallic trihedral.
Il. PROBLEM STATEMENT

This paper presents our multidisciplinary case study on
the response of artificially-grown young sea ice to the iralso able to heat the tank to melt the sea ice. Scaffolding
troduction of crude oil via the water column beneath thfacing this tank was used as a platform for the remote sensing
sea ice. The aforementioned response includes the changmsipment, as depicted in Figurke 1.
in (i) the single-polarization radar signature of the profile, This experiment was carried out in two phases. Phase
and (i) geophysical and chemical properties on a micro- amghe was a controlled experiment, and phase two was the
macro-scale. In particular, we are interested in studyhm®y texperiment that is the focus of this paper. As will be seen,
possibility of oil detection within the profile utilizing & the controlled experiment was performed for data calibrati
radar data accompanied by prior information. To this enend lidar characterization. In phase one, the ice was grown
we introduce a preliminary detection strategy, and in&rprfrom open water to a thickness of about 30 cm. This sea ice
its retrieved results. The proposed detection strategyas®ed was cored during its evolution, and its radar signature was
on a simplified electromagnetic inverse scattering fortioma also continuously measured. In phase two of the experiment,
in which the effective complex permittivity of the profilené the sea ice was grown from the open water to a thickness of
subsequently the oil spill volume fraction thereof, are ® broughly 6 cm. A petroleum sour crude oil (from Tundra Oil
found from the measured radar data. and Gas Ltd.) was then introduced from beneath the sea ice

This paper is structured as follows. First, an overview ef that the center of the tank. The sea ice kept growing for a few
experiment is given in Sectinlll. Then in Sectlod IV, thedli  weeks after this point through ice growth cycles. The radar
measurements for surface roughness calculation are peesersignature of this evolving profile was measured temporally,
The measured radar response of the system at a time inteevad various cores were extracted during this phase acnoss si
of interest is brought in Sectidn]V. In Sectibnl VI, a schemequiphased radii.
for “binary” (i.e., presence or absence) oil detection utilizing
such radar data is implemented. Finally in Secfion] VI, the IV. LIDAR SCAN OF THE PROFILE
oil distribution within sea ice and the retireval error fdret

. : . . Based on our previous remote sensing experiments at SERF,
effective volume fraction are investigated from a macnele : CoTn
we found it to be useful to acquire lidar scans of the pro-

micro-level, accompanied witi-ray and chemical analysis. o [26]. Not only did this provide us with the topography
This section is followed by a conclusion and recommendation : .
in Sectior[ V. of the profile, but the analysis of Qata allqws us to cglculate
the roughness parameters associated with the profile. In a
simulation-based electromagnetic inversion approacleroi-
1. OVERVIEW OF THE EXPERIMENT ronmental parameter retrieval, having access to surfagghro
The oail in sea ice experiment spanned from January tess data is helpful as it can provide the utilized inversion
March in 2016 at the Sea-ice Environmental Research Racil@lgorithm with a prior information. This prior informatiois
(SERF), located at the University of Manitoba. The physicglarticularly useful if we are limited in the number of measir
setting of the experiment consists of a specifically-designdata points. As will be seen in Sectigh V, we will use this prio
open-ended tank of cylindrical shape, with a depth of aboutformation in our proposed binary inversion algorithm.
1 m, and a radius of 1.5 m. This tank, shown in Figle 1, To this end, on January 21st, a terrestrial laser scanner was
was filled with artificial sea-water having 32 salinity (hi@ere used to acquire three-dimensional models of the snow and ice
we refrain from using any unit for salinity), and the seaurface topography in the tank. Figlile 2 depicts a scenesof th
ice was allowed to grow under ambient temperature. Thisofile’s surfaces as captured through lidar. Two scans were
temperature during the period of interest in our experimeatquired from this profile. The first one was taken of the snow
was approximately between -15 and -2Q [25]. We were surface (1 to 2 cm thick snow), and the second one from the
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Fig. 2. A lidar scan of the profile’s topography. 180 — 05 A k ] “\1.‘5
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TABLE | Fig. 3. The calculated surface topography (in meter) of tr@yaed scene
THE ROUGHNESS PARAMETERS CALCULATED BASED ON THE LIDAR utilizing the lidar scans.
SCANS ON21ST OFJANUARY 2016. HEREIN, 75, ls, SD, AND ECC
DENOTE THE RMS HEIGHT CORRELATION LENGTH, STANDARD DEVIATION
OF [, AND ECCENTRICITY OF THE ELLIPSE RESPECTIVELY
Suface Type s (cm) s (cm) SD  ECC V. ELECTROMAGNETIC RESPONSE

Snow 0.179 1.225 0.090 0.54

Sea lce 0390 0965 0088 081 In an inversion-based detection strategy, the responge (ou

put) of the domain under investigation (in our case, the sea i
i profile) is often utilized and processed to infer some priger
sea ice surface after the snow was carefully removed from theiat domain ¢g., oil volume fraction, complex permittivity,
sea ice surface. etc.). Herein, the response to be used is an electromagnetic
Figure [3 depicts the topography of the area of interegdsponse, known as the normalized radar cross section (NRCS
produced utilizing the lidar data. The processing proce@ds data. To this end, we initially present the temporal NRCS
implemented in this paper to calculate the surface roughnefta measured from the sea ice profile before and after
parameters is explained below. First, the laser scanner dgdntamination using a polarimetric scatterometer. Nex, w
were pre-processed td) (Correct for the offset between scatinyestigate these data to assess the degree of its usefulnes
terometer and laser scanner origin locations (requirech@s fn the detection of oil presence, and possible retrievaltof i
roughness parameters derived from the lidar data is to b uggjume fraction and amount. Finally, we look at the macro and

in conjunction with the data collected via the scatterometemicro-properties of the sea ice to put the retrieved infdioma
(ii) filter out anomalous laser returns from light blowingffa i perspective.

snow, a_md ifi) crop the desired surface_ area for an_alysis NRCS can be thought of as the radar signature of the
(approximately a 2 m2 m square). Herein, our focus is Oy minated profile. More precisely, the monostatic NRCS is

extract the snow and sea ice surface roughness parameters,@ie 1 the ratio of the power density of the scatteredewav
root-mean-square height denoted-y and correlation length by the profile and that of the incident wave, and is defined
denoted by, (These two parameter are the ones that WiélS [29]

later be utilized in our inversion algorithm to simulate the
NRCS data of a predicted profile.). To this end, we utilized a 1< . ( 255>>
o . . Opg = lim (47R; 0
the spectral decomposition and the two-dimensional auto- C S
correlation length, following the algorithms brought [n7]2
Next, the calculated parameters were corrected for inhergh (), C is the surface area of our distributed targeyy
biases, principally involving the high inclination scangi the sea ice surface illuminated by the antenna) located at
angle, using a pre-established set of calibration funst[@8]. a distance ofR, (its associatedimit denotes the far field
condition). Also, S] and S? are the power densities of the
The roughness parameters calculated through this methdldiminating and the scattered wave having a lingaand p
ology for the surface under investigation are reported polarization respectively. The symbgl) is defined as the
Table[l. It is evident that the ice surface underlying thewsnoensemble average of a number of independent scans of the
is relatively rough. Moreover, the snow surface was momairface. This averaging accounts for the random scattering
isotropic than sea ice when considering the eccentrici§@QE within the profile, and is achieved through averaging the
as reported in this table. An ECC value close to 0.5 meaasimuthly-measured NRCS values by our scatterometer. The
an isotropic, and an ECC value close to 1 means anisotropantral frequency of the utilized scatterometer is 5.5 Gidz (
surface distribution. C-band), and the measurements are continuous in time.

R,—0oc0
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A. NRCS Calibration 14

We utilized a metallic trihedral to externally calibraterou
scatterometer measurements. The system also does a
calibration in each scan. In addition, a so-called datebcai
tion was also performed at a post-processing stage. This d g 1er
calibration was deemed necessary singtafk was very close £
to the scatterometer, and we suspect that the sea ice pro
might not be in the Fraunhofer far field region (although th:
radar system has an algorithm developed to partly allethége
issue through the use of a correction defocusing factar)[30° 19 ‘ o |
and (i) there are possible interferences and multiple reflectior ~ Mon. 7pm TueTSi- ;ZP('EOUI:;S- 4pm Wed. 10am
due to the small size of the tank that are not accounted for
in our numerical model. For example, possible reflections @. 4.  The calibrated vertically-transmitted verticaibeeived NRCS
the edge of the tank are not modeled in our utilized fofdenoted byoy ) at 57° incidence angle from February 8th at 7 pm to
ward electromagneti scattering solver. Therefore, vate 10" 210 37, 2016, Toe hariontl s ines ndeae liageenice
the discrepancy between the actual wave propagation, amndil settiing in the tank.
the modeled one, we utilize the following data calibration
technique. This data calibration first compares the medsure
NRCS data for a known reference sea ice profile in the tar = =4
setting with the simulated NRCS data due to the same profil",» SR T RS
This comparison will then result in a calibration factor ttha /2 "« & =
is the ratio of the simulated NRCS data to the measure;
one. This calibration factor will then be applied to subsagu
NRCS measurements to create the calibrated measured NR’(
data. In our experiment, this known reference sea ice profi’
was grown in a separate oil-free experimerg.(phase one), X
and the true sea ice profile in this separate experiment w?
determined through physical sampling. We finally note thg
such a data calibration technique, often referred to as the (@) (b)
scattered field data calibration, is also performed in mienee o ] o
tomography applications 31] to reduce the So-called miogel [ NoX, e hours afer e of iecton. (2} O) paermin and
error. This additional data calibration, estimated basedhe ice surface. Oil has migrated upwards through the cracks ioe lshannels
comparison of the measured and simulated NRCS for a knowithin the ice.
sea ice profile in the tank setting, resulted in an equal shift
in all temporal NRCS values. This reference sea ice profile
was grown in a separate oil-free experiment, and the trtlés figure is that the measured NRCS before and after the
profile was determined through physical sampling. It shoutd! injection is relatively stable. But a drop of approxirait
be mentioned that data calibration is a necessary step ig m&i33 dB occurs as the result of injection. This information
cases of measured data processing [31]. will be utilized in the upcoming Sectidn VI for detection and
retrieval. It should be finally noted that the air temperatur
during the oil injection settling time .., between the vertical
B. NRCS Meastrements lines in Figurd#) was almost constant at around -16.2°C.

The NRCS was measured for various incidence angles, and
at HH, VV, and HV/VH polarizations. After processing the ginaly, it should be mentioned that as the crude oil utilize
raw data, the vertically- transmitted vertically-rec&8RCS iy this experiment had relative low density and medium vis-
(denoted byoyy) at the incidence angle di7° was found cosity, we speculate that the oil moved up through the cracks
to be the only suitable data to be used in our model. (Othgf prine channels within the ice very quickly, as can be seen
measured data demonstrated unexpected jumps due to posgibl yark spots in Figuf@ 5 (the behavior of upward migration

cable issues, experiment setup, size of the oil tank vs radaryil in sea ice has also been investigated previously [32],
footprint at various incidence angles, etc.) This imposes

challenge on the choice of the oil detection algorithm, as
many retrieval algorithms utilize dual- or quad-polarintet
data [8]. The calibrated, collected by the scatterometer
at this incidence angle is depicted in Figlile 4 for the period In many detection scenarios, a radar image is produced from
between February 8th at 7 pm to February 10th at 10 am.scene with some of its pixels associated with a sub-scene
The significance of this time period is that it covers the pref the oil-contaminated area. Depending on the nature of the
injection, during injection, and post-injection times it a collected measured datad. coherent or incoherent, dual-,
few hours of stabilization. An interesting observation & quad-, or compact-polarimetric, etc.), various paransetee

-15

VI. DETECTION AND RETRIEVAL
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constructed for each pixe&., gray-scale threshold, entropy,permittivity values for a typical young sea ice can be assime
etc.) [8]. Based on the distribution of such parameters, thased on dielectric measurements on similar ice types [35].
pixels in the image associated with the oil spill are recegdi Such intentional bounding of our search spaces acts as a
However, in our experiment in an oil tank with limited sizeprojection-based regularization scheme, and helps usdid av
we have only a single measurement associated with the tdo&al minima [37].
(i.e.,, equivalent to a single pixel in a SAR image). Therefore, Before describing our proposed inversion strategy, as will
in our retrieval strategy, we have to trade the geographidz outlined in Sectiof VI=A, let's consider the direct rewal
distribution {.e., different pixels with or without oil at a of the unknown parameters of the post-injection sea ice
single measurement time) with temporal distributioe.(one permittivity, and the effective volume fraction of oil uting
pixel with and without oil at different measurement timesthe measuredry . Our prior information is the oil com-
Moreover, we utilize a physical-based inversion algorittum plex permittivity value [[38] and the roughness parameters.
retrieve some information (complex permittivity) from theThe inverse solver we utilized is the Differential Evolutio
calibrated measured NRCS data. This usually means the usé) [39]. This inverse solver is based on biological eviolot
an electromagnetic forward and inverse solvers. The fatwaand iteratively minimizes our cost function so that the itte
solver simulates the NRCS associated with a known predictelément would survive into the next generation. The DE
profile, and the inverse solver retrieves the parameteif(s) aljgorithm has been utilized for property retrieval of snow-
interest via comparing the measured and simulated NRCS davered sea ice before [34]. Herein, we used the DE algorithm
One reason for choosing this approach is that the inversitmreconstruct the complex permittivity value as well as the
algorithm has access only to single polarization radar @a&a oil spill volume fraction for the post-injection profile. €h
ovy). Therefore, we cannot produce polarimetric parametenetrieved complex permittivity value is depicted in Figlile
for oil detection similar to those iri [8]. Finally, it shoulte at four different runs for the exact same inversion problem.
noted that the physical-based approach has been previodsty also had 10 elementgd,, the searching members within
implemented successfully to retrieve various snow-cavesa one generation) and 10 generatiohs.(the attempts to create
ice profiles [26], [[34]. a new set of elements with lower cost function values than
The first step in developing the retrieval model is téhe previous iteration) for each of the four separate runs. |
parametrize the profile under investigation. Based on othis figure, the arrows show the movement of the elements
observations (and later samplings), the oil-contaminateal during each generation towards the minimum. Also the amber
ice profile in this experiment was highly heterogeneous dime follows the best permittivity retrieved in every itéicmn.
different scales. Therefore, we did not treat the injectdd dAs can be seen, the algorithm cannot find the single global
as an individual layer within a multi-layered medium sinceninimum of the problem as each scenario converges to a
it was distributed across the sea ice profile in various forndifferent complex permittivity. (We also observed this for
Consequently, we decided to treat the profile as a rough halfe retrieved oil spill volume fraction.) This is most likel
space having a single effective complex permittivity valudue to the imbalance between the number of unknown and
that represents this ensemble. (The half space consioleratnown quantities. To handle this issue, the following iisi@n
was based on the assumption that most of the incident powgérategy is proposed and evaluated.
does not penetrate to the bottom of the ice at our frequency
due to limited penetratiori [35]. [36]). Moreover, the aztmu o |nversion Srategy
NRCS averaging which was performed by the scatteromete
further justifies our decision, as it effectively considexs

ingl fil h imuth pl f h o . o
iSrLZ%EniveeTr?gﬁg profile on the azimuth plane for eac etm/atlgvv )) for the period immediate before the oil injec-

To simulate the NRCS associated with our model, tion is calculated. Next, the minimum of the following cost

integral equation method is utilized as introduced [29 uncft|on for the frange ?f the exlpetl‘,tfd dpermlttlwty values a
Considering the inverse solver, a Monte Carlo search meth § 'requency ot operation IS calculated,

rOur proposed retrieval (inversion) strategy is as follows.
First, the mean of the measured NRCS data (denoted by

mean(meas

is utilized in which a minimum for an NRCS data misfit cost girean(meas) _ gsim (|2
function is sought after. It should be noted that more comple CF(e) = e (meas) 2)
inverse solvers were at hand, however the mentioned method Tvv

is sufficient sinceif our forward solver has a trivial run-time, In (), o3 denotes the simulated NRCS through our forward
(i) only one measured data point is available, aiij the solver for a given predicted relative complex permittivity
unknown quantity in our proposed scheme will only be a singkigure[J(a) depicts the logarithm of this cost function foe t
complex permittivity (in both pre- and post-injection sa) pre-injection period. The minimum in this figure correspsnd
It should be mentioned that we did not have access to the relative complex permittivity 05.2 + 14 for the sea
new lidar scans for the scene under investigation. Nonethee in the pre-injection stage. (We are assuming &’ time-
less, we utilized the roughness parameters for sea ice dependency.) Next, a similar scheme is followed for the-post
reported in Tabld]l, as the experiment setting and the iagection stage, with the cost function values (logaritbmi
formation conditions are roughly similar to those of phase o scale) depicted in Figufd 7(b) as a function of varying reat
(i.e, controlled experiment used for calibration). Furthereyorcomplex permittivity. The minimum in this figure correspend
average upper and lower bounds for the expected comptexan effective relative complex permittivity &f2 + 0.6: for
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<06 TABLE Il
> RETRIEVED PARAMETERS THROUGH THE UTILIZED INVERSION SCHEME
Eos €cff DENOTES THE PROFILES DIELECTRIC AFTER OIL INJECTION
€sea ice €e Voil
0.2 5.2+1i 3.2+0.6i 0.5976
O B . .
6 3 4 5 6 In @), v.i denotes the effective oil volume fraction. Alsg f,
Realé) Reale) es, ande denote the effective permittivity of the profile after
() (d) oil injection, the oil permittivity, and the sea ice perrnvity

Fig. 6. Differential evolution inversion results for fourdependent runs for re_c_eptlve_ly. Based 0ﬂ(3), the volume fractlon of the introet]

the exact same problem. Each arrow follows the path of an eletheimg Oil iS estimated to be 0.5976. The retrieved parameter salue

one _generation. '_I'_he ar_nber line tr_acks t_ht_a best retrieveédtie. The box gre reported in Tablg]ll.

provides a magnified view of the final minimum found. The retrieved value for the effective oil volume fraction,
Voil, 1S large enough that would trigger a warning after an
spill has occurred. Therefore, this strategy seems promisi

the post-injection profile. We have now retrieved the effect to be considered in a future spill detection approach in

permittivity of the profile after and before oil injection. conjunction with other sensoris| [4]. Also, due to its simipfic

Another prior information utilized in our approach is theand computational efficiency, it has the potential to be used

oil complex permittivity. In practice, oil complex permitty on the fly so as to cover large areas. We finally note that

can be sampled and measured independently, and thenth® retrieved volume fraction was larger than the expected

utilized as a known quantity in inversion algorithms deglinvalue; roughly 7 times if we neglect the actual oil distribat

with the detection of that specific oil. It is also reported ipattern within the profile. This deviation is explained ireth

the literature that once oil type is known, its permittivitynext section.

can be estimated [4]/[40]. (For example, [n][41], the real

part of the complex permittivity for oil is reported to vary VII. ANALYSIS OF THE RETRIEVAL ACCURACY

between 2.2 to 2.3, and its imaginary part to vary between ) ) ) )

0 to 0.02; similar results are also reported for light crude o . It IS glear that thgre is an inherent error associated ,W'th

in [38].) Although there is a large variety of oil types an&lm_phfymg the profile that allowgd us to use a practical

densities, and weathering and aging conditions might Ghar{gtr!eval strategy. But apart from th's_ source of error, ltrge

the oil's permittivity, this is not within the scope of thisper. trieved value for the volume fraction can be interpretsd a

Therefore, we assume to know the complex permittivity of OiEn |n.|d|ca]1$|on Ejhat thefmr(]:ldence_ waves h%ve_ mtegogﬁ}gd a
which is taken to b&.2 + 0.05i. eavily-effected part of the sea ice. Considering the &ohit

Now if we consider that the sea ice permittivity has ncféﬁj réit;i[r'g: t?]eeﬂ;rleorfr(;nizgogﬂ;:g)x;srezm{z \éeef’t;:eczjn ?&;50
changed after oil injection, the following simplified formu of the o'I—contam'nate?j seg ice profile more effecti leeD
lation is utilized for the calculation of the effective vohe : ! Ice profi vely.evu

fraction of the oil as the true heterogeneous distributibthe trgc:?:égr::iﬁ\fgeg@grtg?;éhti'nvirrfi'g: :ﬁﬁgtgmginﬁﬁza
oil within the profile is unknown[42], PP

sea ice. That being said, and noting the high value for the
|(ecrr — €)(€s + 2¢)| retrieved oil spill volume fraction, it can be concludedttha

voit = 1 - GO f oil could exist cl he surface of th
(€5 — €)(eaps + 26)] arge amount of oil could exist close to the surface of the
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Fig. 9. Sea ice salinity comparison in the presence and absenail.

through the sea ice cracks and channels. Such desalimzatio
leads to a lower permittivity for sea ice, as brine has a
very high permittivity of about!8 + 44: at the experiment’s
temperature [43]. In other words, the reduction of the effec
permittivity of the entire profile after oil injection, is ho
only due to the direct presence of the oil (having a lower
permittivity than the original sea ice), but also the reéhrcof
the sea ice permittivity as the background material for thet p
injection mixing formula. Since the amount of brine lossd n
known before any in-situ sampling, it cannot be accounted
for in the renewed permittivity of the background sea ice
utilized in (3). The evidence indicating to such desaliticra
(b) and the oil migration through the sea ice comes from the
(i) macro-level, if) micro-level, and if) chemical analysis of
Fig. 8.  The surfacing of oil on the sea ice in the latter stageshe the contaminated oil physical samples extracted from thk. ta

experiment. (a) Above photo taken at 10 am February 11th. énjeBth sea . . .
ice photo taken from within the water at 11 am February 12itthis photo, In what follows, these three investigations are presented.

the black section on the bottom right is the observation.tube

A. Macro-level Analysis

On a macro-level, the bulk salinity of some of the extracted
profile. In what follows, we present the physical evidencgores having similar age and core thicknesses between phase
supporting the speculation of having a larger amount of Gihe (no oil present) and phase two (pertaining oil injedtisn
spills close to the sea ice surface. presented in Figurigl 9. When plotting this figure, the ice cores

After the oil was introduced in the water column beneathre sectionized as top, middle, and bottom. The error bars
the sea ice, it moved up within the tank, and partly replacedpresent the salinity standard deviation in each of thescor
the highly dielectric saline water at the porous soft endhef t for their associated three sections. The open water in both
ice and then migrated up to the surface. This speculationdgses had the same salinity of 32, and the growth conditidn an
partly supported when we look at Figdre 8. Only by 11th dfettings for both phases are similar. Nonetheless, on geera
February at 10 am, a significant amount of oil has surfacéife non-contaminated sea ice is 55% more saline than the
on the sea ice, as evident in Figlule 8(a). Moreover, an un@@hntaminated sea ice for the extracted cores. This reduitio
ice photo on the 12th of February at 11am shows that theresiglinity is significant. These cores were extracted on thefls
no oil left underneath the profile. Most of the large dark spoMarch, when oil had ample time to move through the sea ice.
seen in this photo, Figufg 8(b), are the shadows correspgndihis phenomenon is expected to have similarly lowered the
to the surfaced oil. In the meanwhile, it should be taken intsalinity of the sea ice at the early stages after the oil tigac
consideration that not all the surfaced oil moved up througut on a lower scale. This can contribute to the reduction
the ice cracks or the brine channels, as a portion of oil ldéakef the measured NRCS as shown in Figlite 4. As a further
towards the surface through the gap between the sea ice apghparison, the salinity values for ice cores in phase twewe
the tank interface due to an undesired flaw in the tank’s desigompared to cores with similar thickness values extraated i

a separate experiment carried out at the main SERF pool in

Another reason behind the larger than expected retriev2dl5. The salinity of phase two cores were still consisyentl
volume fraction for the injected oil can be traced back tmwer than those extracted in SERF 2015. (Both experiments
the speculation of expedited brine rejection as oil moved Uyad the same open water salinity.)
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Fig. 11. Three-dimensional visualization of the oil (reddaair (white)
in the sample under investigation. The average bubble araddst2.8 x
102 mm?2.

be seen, although there are various red spots suspendesl in th

background (oil in the ice), there seem to be a tendency for

oil and air bubbles to converge. It should be noted that this

Fig. 10. Thex-ray of an oil-contaminated sample. Air, oil, ice, and brined0€s not necessarily contradict the idea of dielectric ceédn

are represented by black (color range 2-72), orange (caloge 105-136), after oil injection. The dielectric contrast of oil to air &1,

green (color range 137-170), and blue (color range 171-BE)ectively. \\ile for oil to brine is 1:20. Therefore, even if the oil has
a tendency to gravitate toward air bubbles in this sample, a
small brine rejection can still reduce the effective ditiec

B. Micro-level Analysis value significantly.

X-ray computed tomography (CT) has been previously uti- Finally, we a'cknowledge that drawing.a ge'neral cpnclgsion
lized for sea ice micro-structure and component analjgik [4°as€d on a single sample analyzed in this section is not
Herein, we utilized a C-ray SkyScan 1174 Bruker system td’ecommended. It is poss_lble that different samples_ at vario
investigate the micro-structure of an oil-contaminated ise 9€Pths of the core, various stages of the sea ice growth,
sample. To this end, a sample was carefully collected fro‘md different oil volume frac_:no_ns might _result in a diffate
the interior of a large ice core extracted in February 201g]|cro-s.tructure. Mor?o"ef’ linking the mlcro—structum'Fhe
and analyzed by oux-ray machine. (Large cores themselveg'elecmc valug .that is calculated ba.sed on mapro-prcrpert
cannot be placed inside thisray system.) The sample Was(e.g., bulk sallm_ty of the sample) is not stralght_forwar_d.
cylindrical with 3 cm radius and 2.5 cm height. This Samplglonetheless_, this example demonstrated a plau5|bl_e micro-
was placed in a polypropylene tube when being analyzé%’?l scenario for our case stu_dy, and pro_w_ded us with some
inside the CT scanner. Our analysis is based on creating-thr&éJSIght into the possible behavior of the oil in sea ice.
dimensional images of the sample’s density contrast. Data
processing for the-ray includes removal of the ring artifacts,C. Chemical Analysis
and application of a box Gaussian smoothing. In this section, we study the effect of oil introduction to

Figure[I0 depicts a cross-section slice of our sample. Thee sea ice from a chemical perspective. To this end, we
ice, brine, air, and oil can be distinguished due to thewonsider two different propertiesi)(oil concentration, and
different x-ray attenuation characteristics and the range (f) oil composition at different depths of the oil-contamiggit
intensities. This figure is colored coded based on histogramea ice. These properties have been previously studied for
values (ranging from 0 to 255) so that each component can\aious oil-contaminated sea ice types|[45],[46]. Our cicain
visually distinguished, with ice as green (color range 130), analysis helps us to investigate the oil partitioning in tile
brine as blue (color range 171-252), air as black (color eangontaminated sea ice cores collected during our experiment
2-72), and oil as orange (color range 105-136). If investida For current analysis, we had access to three ice core samples
closely, we notice the following two itemsi) (A portion of collected from different locations across the pool, and at
the oil seems to have been spread across the core in mindifeerent points of the sea ice evolution.
pockets. These may have been inhabited with brine onceExtraction, cleanup, and chemical analysis of individaal i
but pushed out as the oil moved upi) (A large amount of core sections are described briefly below. The crude oil was
oil seems to have gathered around the empty spaces witb@parated from the salt water using glass separatory fsinnel
the sample €g., the cracks or the air inclusions). To betteand hexane. The collected oil fractions were then conceatra
visualize this, a three-dimensional image from a section b§ fully reducing the solvent to dryness with the use of rptor
the sample is brought in Figutel11. In this visualizationlyon and nitrogen evaporization. The oil volume for each respect
the air (presented in white and mostly seen as spheres in fhiscore section was measured volumetrically, and theisess
figure), and the oil (presented in red) are represented. As agere measured with the use of analytical balance. Volumes
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TABLE Il TABLE IV
MEASURED OIL VOLUMES, DENOTED BY V°% IN MILLILITER , FOR THE CHEMICAL COMPOSITION OF TUNDRA CRUDE OIL UNDER
TOP (0-2.5CM), MIDDLE (2.5CM-7.5CM), AND BOTTOM (7.5 CM-REST) INVESTIGATION.
SECTIONS FOR THREE ICE CORES EXTRACTED AFEB. 12TH, FEB. 18TH,
AND MARCH 1ST 2016. Composition  Alkanes  Naphthenes  Aromatics
Relative {%) 72.1 17.8 10.1
Date ‘/t(:;pl (mL) VrtryLZilddle (mL) Vb(j)ltltonb (mL)
Feb. 12th 7.3 14 0.4
Feb. 18th 12.3 3.4 2.3 x10°
March 1st 1.3 0.3 0.24 ‘
6r | “Top |
| — Middle
501 Bottom) |

for the top (.e, pertaining air-ice interface), middle, and  ,| | |
bottom {.e, pertaining ice-water interface) sections of these‘g ‘
cores are reported in Tabellll. Based on the ever-incrgasin 3 W‘ I
volumes of the oil from the bottom to the top sections in I
all three cores, it can be concluded that the oil has movec ﬂ\?”
upwards through brine channels and any accessible craeks af
its introduction from beneath the sea ice. This observation 0
further supports our justification for the large retrievedue
of the effective volume fraction of oiky,;;.

Furthermore, the variation of oil volumes from one core tgig. 12. Total ion chromatograms of the top, middle, and bottectiens
another is a good indication of the oil distribution hetasng- of the oil-contaminated sea ice sample extracted on Februthy 2016.
ity, as noted before. It should be noted that the oil volume
in the top section of the core collected on 1st of March is
considerably lower compared to the cores collected in Febmanitoba. In this paper, we presented some of our multidis-
ary. Apart from the possible link to physical heterogeneity ciplinary findings regarding the impact of this oil injeatio
oil distribution across the pool, the sea ice was covered hy our controlled sea ice environment. It was shown that the
an average 1.5 cm snow for a number of days at this sta@géhary detection of oil through the measured NRCS data in
Consequently, snow soaked the oil at its basal layer, asd thiis experiment was possible via retrieving the oil spilluroe
possibly contributed to a lower oil volume at the ice top.  fraction. This retrieved volume fraction has the potertiabe

Moreover, the individual oil samples were diluted withutilized as an auxiliary way to estimate the amount of the
hexane, and analyzed by a Leco Pegasus 4D<GC-HR- spilled oil, knowing the sea ice thickness in the area, and
TOF-MS. The result of our analysis for the top, middle, anthe radar footprint at which the drop in the NRCS value was
bottom sections of the sample extracted on February 18thoisserved.
depicted in Figuré 12. The chromatographic profiles for eachOne reason that our retrieval accuracy suffered in this
of the three ice core sections appeared for the most part tody@eriment was the excessive surfacing of the oil, which was
identical. We speculate that the similarity between prefdan partly due to our experimental setup. In addition to différe
likely be attributed to the fast surfacing of the oil througe  simplifications in our electromagnetic forward solver, thleer
ice cracks and brine channels. Furthermore, the hydrooarkiodeling error in our algorithm was to consider the changes i
composition of the technical oil mixture was determinedgsi the complex permittivity of sea ice to be negligible aftes til
a GC-MS method (Agilent 7890A). Thus, the estimates for thgjection. This problem can be dealt with through consiatgri
relative percentages of major compound clasies Alkanes, the post-injection sea ice permittivity as an extra unknamn
Naphthenes, and Aromatics) have been calculated with cespe inversion algorithm. This, however, requires havingeas
to their relative areas provided by the GC chromatogrand more measured data points from the oil-contaminated sea
These values are reported in Tablé IV. Moreover, the amouigs in various incidence angles and/or polarizations. \doee,
for notable minor compounds of BTX and Hydrogen Sulphidgaving access to more data reduces our need to utilize prior
(H2S) are provided by the oil company. These include Toluefigformation. In general, it is recommended to have platform
100 ppm, Xylene 100 ppm, Benzene 10 ppm, Hydrogen swith multiple sensors on-board when considering an opera-
phide 10 ppm. We also identified small quantities of Sulphtional system. One strong benefit of having a multi-sensor
and Nitrogen Compounds. Based on the dominance of t§gstem would be to help relate the cause of NRCS drop to
relative percent of alkanes in the mixture, the oil can b@e change of ice type, or the presence of oil.
characterized as light crude oil. Also the crude oil corgain Furthermore, this paper was mainly focused on the time
residual amounts of sulphur that is characteristic of itsrsoperiod around the introduction of the oil. But this temporal
nature. experiment offered other interesting cases to be studied in
future. One example is the investigation of the geophysical
changes to the oil-contaminated sea ice profile due to olil
thermal properties. Also, if the oil surfaces, its albedotcast

In the winter of 2016, an experiment on crude oil injectiowith respect to the background, and/or the possible foonati
in young sea ice was carried out at SERF, University @f melt ponds due to heat absorption can be utilized for

N
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oil spill detection by active or passive systems. Last but np6] J. Praks, M. Eskelinen, J. Pulliainen, T. Pyhalahtid & Hallikainen,
least, it is always useful to increase the information cante

of the measured data and use more sophisticated inversion

“Detection of oil pollution on sea ice with airborne and splaarne
spectrometer,” inGARSS 2004. 2004 |EEE International Geoscience
and Remote Sensing Symposium, vol. 1, Sept 2004, p. 276.

algorithms. For example, instead of single polarizationQ$R [17] B. Liu, W. h. Zhu, and Y. Li, “Spectral characteristicaadysis of oil

, or compact-polarimetric data so as to have access to MK

information about the region of interest.
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