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## ABSTRACT

In the first part of this thesis we consider particular ordered sets (connected and of small height ) and determine the cardinality of the corresponding dual MS - algebra and of its set of fixed points.

The remainder of the thesis is devoted to a study of congruences of Ockham algebras and a generalised variety $\mathbf{K}_{\omega}$ of Ockham algebras that contains all of the Berman varieties $\mathbf{K}_{p, q}$. In particular we consider the congruences $\Phi_{i}(i=1,2, \ldots)$ defined on an Ockham algebra ( $L ; f$ ) by

$$
(\mathrm{x}, \mathrm{y}) \in \Phi_{\mathrm{i}} \Leftrightarrow \mathrm{f}^{\mathrm{i}}(\mathrm{x})=\mathrm{f}^{\mathrm{i}}(\mathrm{y})
$$

and show that $(\mathrm{L} ; \mathrm{f}) \in \mathbf{K}_{\omega}$ is subdirectly irreducible if and only if the lattice of congruences of $L$ reduces to the chain

$$
\omega=\Phi_{0} \leq \Phi_{1} \leq \Phi_{2} \leq \ldots \leq \Phi_{\omega}<\mathfrak{\imath}
$$

where $\Phi_{\omega}=\mathrm{V}_{\mathrm{i} \geq 0} \Phi_{\mathrm{i}}$. Finally we obtain a characterisation of the finite simple Ockham algebras.
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## CHAPTER 1

## INTRODUCTION

An Ockham algebra is an algebra $<\mathrm{L} ; \wedge, \vee, \mathrm{f}, 0,1\rangle$ of type $<2,2,1,0,0\rangle$ such that $\langle\mathrm{L} ; \wedge, \vee, 0,1\rangle$ is a bounded distributive lattice and f is a unary operation defined on $L$ such that, for all $x, y \in L$,

$$
\begin{aligned}
& f(x \wedge y)=f(x) \vee f(y), f(x \vee y)=f(x) \wedge f(y) \\
& f(1)=0, f(0)=1
\end{aligned}
$$

Thus $f$ is a dual endomorphism on $L$. The class of Ockham algebras is a variety which will be denoted by $\mathbf{O}$.

The study of these algebras has been initiated by J. Berman [2] who gave particular attention to certain subvarieties $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$. The main results in [2] are that the class of Ockham algebras satisfies the congruence extension property and that $\mathrm{K}_{\mathrm{p}, \mathrm{q}}$ has only finitely many subdirectly irreducible algebras all of which are themselves finite. Afterwards, A. Urquhart [27] obtained a description of the dual spaces, based on H . A. Priestley's order-topological duality for bounded distributive lattices [23, 24]. This work was further developed by M. S. Goldberg [20], and by T.S. Blyth and J. C. Varlet [7] who introduced the notion of an MS-algebra as a common abstraction of a de

Morgan algebra and a Stone algebra. Blyth and Varlet proved that there are, up to isomorphism, nine subdirectly irreducible algebras in the subclass of MS-algebras and exhibited their Hasse diagrams. The methods employed in [7] were generalised by Beazer [5]. Beazer and, independently Sankappanavar [26] showed that there are, up to isomorphism, twenty subdirectly irreducible algebras in the class $\mathbf{K}_{1,1}$. Beazer also showed that $(L ; f) \in \mathbf{K}_{1,1}$ is subdirectly irreducible if and only if its congruence lattice Con $L$ reduces to the chain

$$
\omega \leq \Phi_{1}<\mathrm{t},
$$

where $(x, y) \in \Phi_{1} \Leftrightarrow f(x)=f(y)$. As shown by Ramalho and Sequeira [25], this is also true for subdirectly irreducible algebras in $\mathbf{K}_{\mathrm{p}, 1} \cdot$

Blyth and Varlet [10] and Beazer [4] showed the role that duality theory can play in the study of MS-algebras. Recently, Blyth and Varlet [11] described the MS-algebras dual to some Ockham spaces and basic connections between MS-algebras and MSspaces.

In this thesis, we investigate further aspects. In chapter 2 we establish some results that are obtained by specifying the ordered set X and determining both the size of the MS-algebra ( $\mathrm{L}_{\mathrm{X}},{ }^{0}$ ), in which ${ }^{0}$ is given by $\mathrm{I} \rightarrow \mathrm{I}^{\mathbf{0}}=\mathrm{X} \backslash \mathrm{g}^{-1}(\mathrm{I})$ where $\mathrm{g}: \mathrm{X} \rightarrow \mathrm{X}$ is an antitone map such that $\mathrm{g}^{2} \leq \mathrm{id}_{\mathrm{X}}$, and the number of its fixed points. In chapter 3 we obtain properties of the congruence lattices of Ockham algebras, based on the congruence relations $\Phi_{i}(i=1,2, \ldots)$ which are defined on $(L ; f)$ by

$$
(x, y) \in \Phi_{i} \Leftrightarrow f^{\dot{1}}(x)=f^{\dot{j}}(y)
$$

where $f^{0}(x)=x$ and $f^{n+1}(x)=f\left(f^{n}(x)\right)$ for all $n \geq 0$.
In particular, we prove that if $(L ; f)$ is finite and if $K_{p, q}$ is the smallest Berman class that contains L then each interval $\left[\Phi_{\mathrm{i}}, \Phi_{\mathrm{i}+1}\right]$ is boolean and Con L contains the vertical sum

$$
\left[\omega, \Phi_{1}\right] \bar{\oplus}\left[\Phi_{1}, \Phi_{2}\right] \bar{\oplus} \ldots \bar{\oplus}\left[\Phi_{\mathrm{q}-1}, \Phi_{\mathrm{q}}\right] \bar{\oplus}\left[\Phi_{\mathrm{q}}, \mathrm{l}\right]
$$

In chapter 4 , a generalised variety $\mathbf{K}_{\boldsymbol{\omega}}$ of Ockham algebras that contains all the Berman varieties $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ is introduced. We prove that in $\mathbf{K}_{\omega}$ an algebra is weakly subdirectly irreducible if and only if it is subdirectly irreducible; and that $L \in K_{\omega}$ is subdirectly irreducible if and only if its lattice of congruences reduces to the chain

$$
\omega=\Phi_{0} \leq \Phi_{1} \leq \Phi_{2} \leq \ldots \leq \Phi_{\omega}<\mathfrak{\imath}
$$

where, $\Phi_{\omega}=\mathrm{V}_{\mathrm{i} \geq 0} \Phi_{\mathrm{i}}$ and, the symbol $\leq$ means 'is covered by or is equal to' and the symbol < means ' is covered by'. In chapter 5 we give a description of the structure of finite simple Ockham algebras.

We now recall here the main results and notions that we shall need.
The Berman classes $K_{p, q}$ are defined for $p \geq 1, q \geq 0$ by the condition $f^{q}=f^{2 p+q}$. These classes are related by the property

$$
\mathbf{K}_{\mathrm{p}, \mathrm{q}} \subseteq \mathbf{K}_{\mathrm{p}^{\prime}, \mathrm{q}^{\prime}} \Leftrightarrow \mathrm{p} \mid \mathrm{p}^{\prime}, \mathrm{q} \leq \mathrm{q}^{\prime} .
$$

A class $\boldsymbol{\nu}$ of algebras is said to be locally finite if every finitely generated member of $\boldsymbol{V}$ is finite. The following result was established by Berman [2].

Theorem 1.1 [2, Theorem 3] $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ is locally finite. $\diamond$

It is easy to see that the class $\mathbf{K}_{1,0}$ is the class of de Morgan algebras [22], which are bounded distributive lattices $M$ together with a unary operation $x \rightarrow f(x)$ such that

$$
\begin{aligned}
& \left(M_{1}\right) f(1)=0 \\
& \left(M_{2}\right)(\forall x \in M) f^{2}(x)=x ; \\
& \left(M_{3}\right) \quad(\forall x, y \in M) f(x \wedge y)=f(x) \vee f(y)
\end{aligned}
$$

The subclass of $K_{1,0}$ given by the condition $x \wedge f(x) \leq y \vee f(y)$ is the class of Kleene algebras [16], which are de Morgan algebras K together with the condition

$$
(\forall x, y \in K) \quad x \wedge f(x) \leq y \vee f(y)
$$

The subclass of $\mathbf{K}_{1,0}$ given by the equation $x \wedge f(x)=0$ is the class of Stone algebras [19], which are bounded distributive lattices $S$ together with a unary operation $x \rightarrow f(x)$ such that

$$
\begin{array}{ll}
\left(S_{1}\right) & f(0)=1 ; \\
\left(S_{2}\right) & (\forall x \in S) x \wedge f(x)=0 \\
\left(S_{3}\right) & (\forall x, y \in S) f(x \wedge y)=f(x) \vee f(y)
\end{array}
$$

An MS-algebra [7] is an Ockham algebra $<L ; \wedge, v, f, 0,1>$ in which $x \leq f^{2}(x)$ for every $x \in L$; equivalently, in which $f^{2}$ is a closure. It has become the practice to denote the unary operation f by $\mathrm{x} \rightarrow \mathrm{x}^{0}$ when dealing with an MS-algebra, and to denote it by $\mathrm{x} \rightarrow \mathrm{x}^{\sim}$ when dealing with a general Ockham algebra. The following results are due to Blyth and Varlet [8].

Theorem 1.2 ([8, Theorem 2.1]) For an MS-algebra L, we have:
(1) $x=y \Leftrightarrow L \in T$, the trivial class;
(2) $x \vee x^{0}=1 \Leftrightarrow L \in B$, the class of boolean algebras;
( $2_{d}$ ) $x \wedge x^{0}=0 \Leftrightarrow L \in S$, the class of Stone algebras;
(3) $x=x^{00} \Leftrightarrow L \in M$, the class of de Morgan algebras;
(4) $x \wedge x^{0}=x^{00} \wedge x^{0} \Leftrightarrow\left(8_{d}\right) x \wedge y^{0} \wedge y^{00}=x^{00} \wedge y^{0} \wedge y^{00}$;
(4d) $x \vee x^{0}=x^{00} \vee x^{0}$;
(5) $\left(x \wedge x^{0}\right) \vee y \vee y^{0}=y \vee y^{0} \Leftrightarrow x \wedge x^{0} \leq y \vee y^{0}$;
(6) $\left(x \wedge x^{0}\right) \vee y^{00} \vee y^{0}=y^{00} \vee y^{0} \Leftrightarrow L^{00} \in K$, the class of Kleene algebras

$$
\Leftrightarrow \quad x \wedge x^{0} \leq y^{00} \vee y^{0} ;
$$

(7) $\left(x \wedge x^{0}\right) \vee y \vee y^{0}=\left(x^{00} \wedge x^{0}\right) \vee y \vee y^{0}$

$$
\begin{aligned}
& \Leftrightarrow \quad\left(7_{d}\right) \quad\left(x \vee x^{0}\right) \wedge y \wedge y^{0}=\left(x^{00} \vee x^{0}\right) \wedge y \wedge y^{0} \\
& \Leftrightarrow \quad(9 d) \quad\left(x \vee x^{0}\right) \wedge y^{00} \wedge y^{0}=\left(x^{00} \vee x^{0}\right) \wedge y^{00} \wedge y^{0} ;
\end{aligned}
$$

(8) $x \vee y^{0} \vee y^{00}=x^{00} \vee y^{0} \vee y^{00} \Leftrightarrow x^{0} \vee x \vee y^{0} \vee y^{00}=x^{0} \vee x^{00} \vee y^{0} \vee y^{00}$;
(9) $\left(x \wedge x^{0}\right) \vee y^{\infty} \vee y^{0}=\left(x^{\infty} \wedge x^{0}\right) \vee y^{\infty} \vee y^{0}$. $\diamond$

Theorem 1.3 ([8, Theorem 2.3]) The class of MS-algebras has only twenty subvarieties, and these are characterised by the identities indicated in Theorem 1.2, as follows:

$$
\begin{aligned}
& \mathbf{T}:(1) ; \quad \mathbf{B}:(2) ; \quad \mathbf{S}:(2 d) ; \quad \mathbf{K}:(3),(5) ; \quad \mathbf{S} \vee \mathbf{K}:(4),(5),(8) ; \\
& \mathbf{M}:(3) ; \quad \mathbf{S} \vee \mathbf{M}:(4),(8) ; \quad \mathbf{K}_{2}:(4),(5) ; \quad \mathbf{K}_{2} \vee \mathbf{M}:(4) ; \mathbf{K}_{1}:(4 \mathrm{~d}),(5) ; \\
& \mathbf{M} \vee \mathbf{K}_{1}:\left(4_{d}\right) ; \quad \mathbf{S} \vee \mathbf{K}_{1}:(5),(8) ; \mathbf{S} \vee \mathbf{M} \vee \mathbf{K}_{1}:(7),(8) ; \mathbf{K}_{1} \vee \mathbf{K}_{2}:(5) ; \\
& \mathbf{M} \vee \mathbf{K}_{1} \vee \mathbf{K}_{2}:(7) ; \quad \mathbf{K}_{3}:(6),(8) ; \quad \mathbf{M} \vee \mathbf{K}_{3}:(8) ; \quad \mathbf{K}_{2} \vee \mathbf{K}_{3}:(6) ; \\
& \mathbf{M} \vee \mathbf{K}_{2} \vee \mathbf{K}_{3}:(9) ; \quad \mathbf{M}_{1}: \text { none. } \diamond
\end{aligned}
$$

If $(\mathrm{L} ; \sim)$ is an Ockham algebra then the set

$$
S(L)=\{x \sim 1 \quad x \in L\}
$$

is a subalgebra of $L$. This subalgebra is a de Morgan subalgebra, precisely when $x^{\sim \sim \sim}$ $=x \sim$ for all $x \in L$, i.e., precisely when $L$ belongs to the Berman class $K_{1,1}$. When this is the case, we say that $L$ has a de Morgan skeleton. Note that then we also have

$$
\mathbf{S}(\mathrm{L})=\left\{\mathbf{x}^{\sim \sim} \mid \mathbf{x} \in \mathbf{L}\right\} .
$$

Every Ockham algebra (L; ~) contains a subalgebra with a de Morgan skeleton. The greatest such subalgebra is

$$
\mathrm{M}(\mathrm{~L})=\left\{\mathrm{x} \in \mathrm{~L} \mid \mathrm{x}^{\sim \sim \sim}=\mathrm{x}^{\sim}\right\} .
$$

It is clear that an MS-algebra $L$ is a de Morgan algebra if and only if $L=L^{00}=\left\{x^{00}\right\}$ $x \in L\}$, and is a Kleene algebra if, moreover, $x \wedge x^{0} \leq y \vee y^{0}$ for all $x, y \in L$.

We recall ( see $[13,18,20,24,27]$ ) that if $(X, \leq)$ is an ordered set then an (order) ideal of $X$ is a subset $I$ of $X$ such that if $x \in I$ and $y \leq x$ then $y \in I$. The principal ideal generated by $a \in X$, namely $\{x \in X \mid x \leq a\}$, will be denoted by $a \downarrow$. $(X, \tau, \leq)$ is an
ordered space if $(\mathbf{X}, \tau)$ is a topological space, and $\leq$ an order on $\mathbf{X}$. An ordered topological space $\mathbf{X}$ is totally order disconnected if for all $\mathrm{x}, \mathrm{y} \in \mathrm{X}$ with $\mathrm{x} \geq \mathrm{y}$ there exists a clopen order ideal $I$ of $X$ with $x \in I$ and $y \notin I$. A map $f: X \rightarrow Y$, where $X, Y$ are ordered sets, is isotone if $x_{1} \leq x_{2}$ in $X$ implies $f\left(x_{1}\right) \leq f\left(x_{2}\right)$ in $Y$. (X; g) is an Ockham space if it is a compact totally order disconnected space endowed with a continuous antitone map $g: \mathbf{X} \rightarrow \mathbf{X}$. If ( $\mathbf{X} ; \mathbf{g}$ ) is an Ockham space we can define a unary operation $f$ on $\mathbf{O}(X)$, the bounded distributive lattice of clopen order ideals on $X$ under set-theoretic intersection and union, by setting

$$
\mathrm{f}(\mathrm{I})=\mathrm{X} \backslash \mathrm{~g}^{-1}(\mathrm{I})
$$

for each $I \in \mathbf{O}(X)$. We thereby obtain an Ockham algebra. Conversely, if $(L ; f)$ is an Ockham algebra then we can obtain an Ockham space by defining a map on the ordered set $\boldsymbol{P}(\mathrm{L})$ of prime ideals of $L$ by setting

$$
g(x)=\{a \in L \mid f(a) \notin x\}
$$

for each $x \in \mathbf{P}(L)$.
In particular, every finite ordered set $(\mathrm{X}, \leq)$ as a topological space is discrete and every (order) ideal of $\mathbf{X}$ is clopen, so the antitone map $g: X \rightarrow X$ is continuous. For a finite ordered set $(X, \leq)$ with an antitone map $g: X \rightarrow X$ such that $g^{2} \leq i d_{X}, O(X)$ is an MS-algebra whose ordered set of $\wedge$-irreducible elements (other than 1 ) is isomorphic to $\mathbf{X}$. Moreover, every finite MS-algebra arises in this way. We replace $\mathbf{O}(X)$ by $\mathrm{L}_{\mathrm{X}}$ when dealing with such a MS-space (X; g). Actually, it can often be difficult to determine all the antitone maps $g$ on an ordered set $X$ such that $g^{2} \leq \mathrm{id}_{\mathrm{X}}$, and a useful alternative is the following. As shown in [13, Theorem 1.1], the existence of such an antitone map $g$ is equivalent to the existence of a dual closure map $f: X \rightarrow X$ such that Imf is self-dual. In fact, given such a map $g$, the map $f=g^{2}$ is such a dual closure; and given such a dual closure $f$, for every dual isomorphism $\mathbf{x} \rightarrow \overline{\mathrm{x}}$ on $\operatorname{Imf}$ the map $g: X \rightarrow X$ defined by $g(x)=\overline{f(x)}$ is antitone and such that $\mathrm{g}^{2} \leq \mathrm{id}_{X}$.

The following results will be used in chapter 2.

Theorem 1.4 ([13, Corollary 1.2 of Theorem 1.1]) Let ( $L ;^{\circ}$ ) be the MS-algebra corresponding to $(X ; g)$. Then $\mathrm{g}^{2}=\mathrm{id}_{\mathrm{X}}$ if and only if L is a de Morgan algebra. $\diamond$

Theorem 1.5 ([13]) Let $\left(L^{\prime}{ }^{\circ}\right)$ be the MS-algebra corresponding to ( $\mathrm{X} ; \mathrm{g}$ ). Then the fixed points of $L_{X}$ are the ideals $I$ of $X$ that satisfy

$$
g(I) \subseteq X \backslash I \text { and } g(X \backslash I) \subseteq I
$$

We shall refer to such ideals as distinguished ideals. Thus $\left|L_{X}\right|$ is the number of ideals of X , and $\mid$ FixL $_{X} \mid$ is the number of distinguished ideals of $X$. In the particular case where $g^{2}=i d_{X}$, a distinguished ideal $I$ of $X$ satisfies $g(I)=X \backslash I$ and $g(X \backslash I)=I$.

Theorem $1.6\left(\left[13\right.\right.$, Theorem 1.9]) $\left(L ;{ }^{\circ}\right)$ is fixed point free if and only if $(X ; g)$ has a fixed point. $\rangle$

Theorem 1.7 ([11, Theorem 1]) All subvarieties of the class of MS-algebras are characterised by the following formulas of the corresponding dual space:
$\mathbf{B}: \mathrm{g}^{\mathrm{o}}=\mathrm{g} ; \quad \mathrm{S}: \mathrm{g}=\mathrm{g}^{2} ; \quad \mathrm{K}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2} \geqslant \mathrm{~g} ; \quad \mathrm{S} \vee \mathrm{K}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2 \geqslant}<\mathrm{g}$ or $\mathrm{g}=\mathrm{g}^{2}$;
$\mathbf{M}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2} ; \quad \mathbf{S} \vee \mathbf{M}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2}$ or $\mathrm{g}=\mathrm{g}^{2} ; \quad \mathrm{K}_{2}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2} \leq \mathrm{g}$ or $\mathrm{g}^{\mathrm{o}}>\mathrm{g} ;$
$\mathbf{K}_{2} \vee \mathbf{M}: \mathrm{g}^{\mathbf{o}}=\mathrm{g}^{2}$ or $\mathrm{g}^{\mathrm{o}}>\mathrm{g} ; \quad \mathrm{K}_{1}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2} \geq \mathrm{g}$ or $\mathrm{g}^{\mathrm{o}}<\mathrm{g} ;$ $\mathbf{M} \vee \mathbf{K}_{1}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2}$ or $\mathrm{g}^{\mathrm{o}}<\mathrm{g} ; \quad \mathrm{S} \vee \mathrm{K}_{1}: \mathrm{g}^{\mathrm{o}}=\mathrm{g}^{2}>\mathrm{g}$ or $\mathrm{g}=\mathrm{g}^{2}$ or $\mathrm{g}^{0}<\mathrm{g}$; $S \vee M \vee K_{1}: g^{0}=g^{2}$ or $g=g^{2}$ or $g^{0}<g ; \quad K_{1} \vee K_{2}: g^{0} \gtrless g ;$ $M \vee K_{1} \vee K_{2}: g^{0}=g$ or $g^{0}>g ; \quad K_{3}: g^{0}=g^{2}>g$ or $g^{2} \leq g ;$ $M \vee K_{3}: g^{0}=g^{2}$ or $g^{2} \leq g ; \quad K_{2} \vee K_{3}: g \geqslant g^{2} ; \quad M \vee K_{2} \vee K_{3}: g^{0}=g^{2}$ or $\mathrm{g} \geqslant \mathrm{g}^{2} ; \quad \mathbf{M}_{1}$ : none. $\diamond$

In dealing with the congruence lattice of an Ockham algebra L it is essential to distinguish between the elements of the lattice $\mathrm{Con}_{\text {lat }} \mathrm{L}$ of lattice congruences and those of the lattice $C$ on $L$ of congruences of $L$. For this reason we denote elements of the former by the subscript 'lat'. The letters $\omega$ and t stand for the equality relation and the universal relation respectively. If $L$ is a lattice and if $a, b \in L$ then the principal congruence relation generated $\mathrm{by} \mathrm{a}, \mathrm{b}$ is defined to be

$$
\theta_{\mathrm{lat}}(\mathrm{a}, \mathrm{~b})=\Lambda\left\{\varphi \in \operatorname{Con}_{\mathrm{lat}} \mathrm{~L} \mid(\mathrm{a}, \mathrm{~b}) \in \varphi\right\}
$$

i.e., the intersection in $\mathrm{Con}_{\text {lat }} \mathrm{L}$ of all the lattice congruences that identify a and b .

For $\mathrm{a}, \mathrm{b} \in \mathrm{L}$ we have

$$
\theta_{\mathrm{lat}}(\mathrm{a} \wedge \mathrm{~b}, \mathrm{~b})=\theta_{\mathrm{lat}}(\mathrm{a}, \mathrm{a} \vee \mathrm{~b})
$$

In a distributive lattice, it is well known [19, Theorem 3] that, for $\mathrm{a}, \mathrm{b} \in \mathrm{L}$,

$$
(x, y) \in \theta_{\text {lat }}(a, b) \Leftrightarrow x \wedge a=y \wedge a \text { and } x \vee b=y \vee b
$$

Moreover, the intersection of two principal lattice congruences is again a principal lattice congruence. Precisely, for $\mathrm{a} \leq \mathrm{b}$ and $\mathrm{c} \leq \mathrm{d}$, we have

$$
\theta_{\text {lat }}(a, b) \wedge \theta_{\text {lat }}(c, d)=\theta_{\text {lat }}((a \vee c) \wedge b \wedge d, b \wedge d)
$$

If $L$ is an Ockham algebra and if $a, b \in L$ with $a \leq b$ then the principal congruence generated by $\mathrm{a}, \mathrm{b}$ is defined to be

$$
\theta(a, b)=\Lambda\{\varphi \in \operatorname{ConL} L(a, b) \in \varphi\}
$$

Every Ockham congruence is in particular a lattice congruence. The following two important results were given by Berman [2].

Theorem 1.8 [2, Theorem 2] The class $\mathbf{O}$ of Ockham algebras enjoys the congruence extension property. $\diamond$

Theorem 1.9 [2, Theorem 1] Let ( $L ; f$ ) be an Ockham algebra and let $a, b \in L$ with $\mathrm{a} \leq \mathrm{b}$. Then

$$
\theta(\mathrm{a}, \mathrm{~b})=V_{\mathrm{n}<\omega} \theta_{\text {lat }}\left(\mathrm{f}^{\mathrm{n}}(\mathrm{a}), \mathrm{f}^{\mathrm{n}}(\mathrm{~b})\right) .
$$

For a Berman class $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$, Carvalho [17] has proved the following result:

Theorem 1.10 ([17, Proposition 1.1]). If $L \in K_{p, 0}$ is a finite Ockham algebra of height $m$, then
(1) Con L is a boolean lattice with at most m atoms.
(2) Con $L$ has exactly $m$ atoms if and only if $L$ is a boolean algebra. $\diamond$

An algebra L is said to be subdirectly irreducible if it has a smallest non-trivial congruence, i.e., Con $L$ has an atom $\alpha$ such that if $\varphi \in \operatorname{Con} L$ with $\varphi \neq \omega$ then $\varphi \geq \alpha$. Such an atom is called the monolith of $L$. In particular, if $L$ is subdirectly irreducible then $\omega$ is $\wedge$-irreducible in the sense that for $\theta_{1}, \theta_{2} \in \operatorname{Con} L$ if $\theta_{1} \wedge \theta_{2}=\omega$ then either $\theta_{1}=\omega$ or $\theta_{2}=\omega$.

The following results were shown by Berman [2].

Theorem 1.11 [2, Lemma 1] Let ( L ; f) be a subdirectly irreducible Ockham algebra. If $a, b \in L$ are such that $f(a)=b$ and $f(b)=a$, then either $a=b$ or $\{a, b\}=\{0,1\}$. Moreover, f has at most two fixed points. $\diamond$

Theorem 1.12 [2, Theorem 7] If $L \in K_{p, q}$ is subdirectly irreducible then $L$ is finite. $\diamond$

A subset $Y$ of an Ockham space ( $X ; g$ ) is said to be a g-subset [27] if $x \in Y$ implies $\mathrm{g}(\mathrm{x}) \in \mathrm{Y}$. Let $\mathrm{g}^{\omega}(\mathrm{Y})$ denotes the least g -subset that contains Y , i.e., $\mathrm{g}^{(\omega}(\mathrm{Y})=$ $\left\{g^{n}(x) \mid n \geq 0, x \in Y\right\}$.

Urquhart has proved [27, Theorem 6] that if $(\mathrm{L} ; \mathrm{f})$ is an Ockham algebra with dual space $\boldsymbol{P}(L)=<X ; \tau, \leq, g>$ then $L$ is subdirectly irreducible if and only if there exists
some clopen subset $U$ of $X$ such that $\overline{\left.g^{(1)}(x)\right)}=X$ for all $x \in U$. Moreover, $(L ; f)$ is simple if and only if $\overline{g^{\omega}(\{x\})}=X$ for all $x \in X$.

Finally, if for an Ockham algebra ( $L$; $f$ ) we define

$$
T_{i}(L)=\left\{x \in L \mid f^{\prime}(x)=x\right\},
$$

then the following results were determined by Ramalho and Sequeira [25].

Theorem 1.13 [25, Lemma 1] If $(L ; f) \in K_{p, 0}$ is such that $T_{2}(L)=T_{1}(L) \cup\{0,1\}$ then L is simple. $\diamond$

Theorem 1.14 [25, Lemma 2] If $L \in K_{p, q}$ is subdirectly irreducible then $f^{q}(L) \in K_{p, 0}$ is simple. $\diamond$

Theorem 1.15 [25, Lemma 3] Let $L \in K_{p, 1}$ be non-trivial. Then $L$ is subdirectly irreducible if and only if Con $L$ is a chain with at most 3 elements. $\diamond$

## CHAPTER 2

## SOME FINITE MS-ALGEBRAS

In this Chapter we shall discuss some results that are obtained by specifying the ordered set X and determining both the size of the MS-algebra $\mathrm{L}_{\mathrm{X}}$ and the number of its fixed points. This was begun by Blyth, Goossens and Varlet [13] where X was a fence or a crown. Here we consider similar, though more complicated, ordered sets. It turns out that in many cases the MS-algebras which arise from these ordered sets are de Morgan and Kleene algebras. All of the results that follow involve intricate combinatorial arguments, on the one hand in counting ideals and on the other in determining which of these are distinguished.

### 2.1 Double fences.

Here we shall be concerned with a particular sequence that is defined recursively by a second order difference equation, namely the sequence $\left(J_{n}\right)_{n \geq 0}$ given by

$$
\mathrm{J}_{0}=\mathrm{J}_{1}=1, \quad(\forall \mathrm{n} \geq 2) \quad \mathrm{J}_{\mathrm{n}}=2 \mathrm{~J}_{\mathrm{n}-1}+\mathrm{J}_{\mathrm{n}-2} .
$$

As we shall see, this sequence appears in many of the results. For this purpose, we first observe the following property of this sequence.

Theorem 2.1.1 $J_{0}+J_{1}+J_{2}+\ldots+J_{n}=\frac{1}{2}\left(J_{n}+J_{n+1}\right)$.

Proof Let $\mathrm{x}_{\mathrm{n}}=\mathrm{J}_{0}+\mathrm{J}_{1}+\ldots+\mathrm{J}_{\mathrm{n}}$ and observe that

$$
\begin{aligned}
3 \mathrm{x}_{\mathrm{n}} & =2 \mathrm{x}_{\mathrm{n}}+\mathrm{x}_{\mathrm{n}} \\
& =2\left(\mathrm{~J}_{0}+\mathrm{J}_{1}+\ldots+\mathrm{J}_{\mathrm{n}}\right)+\left(\mathrm{J}_{0}+\mathrm{J}_{1}+\ldots+\mathrm{J}_{\mathrm{n}}\right) \\
& =2 \mathrm{~J}_{0}+\left(2 \mathrm{~J}_{1}+\mathrm{J}_{0}\right)+\ldots+\left(2 \mathrm{~J}_{\mathrm{n}}+\mathrm{J}_{\mathrm{n}-1}\right)+\mathrm{J}_{\mathrm{n}} \\
& =2 \mathrm{~J}_{0}+\mathrm{J}_{2}+\ldots+\mathrm{J}_{\mathrm{n}+1}+\mathrm{J}_{\mathrm{n}} \\
& =\mathrm{x}_{\mathrm{n}}+\mathrm{J}_{\mathrm{n}+1}+\mathrm{J}_{\mathrm{n}} \quad\left(\text { since } \mathrm{J}_{0}=\mathrm{J}_{1}=1\right) .
\end{aligned}
$$

It follows that $\mathrm{x}_{\mathrm{n}}=\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}+1}+\mathrm{J}_{\mathrm{n}}\right) . 。$

Definition By a double fence we shall mean an ordered set of the form

$$
\mathrm{DF}_{2 \mathrm{n}}:
$$




On $\mathrm{DF}_{2 n}$ there is clearly only one dual closure $f$ with a self-dual image, namely $f=$ id. There are two dual isomorphisms on $\operatorname{Imf}=\mathrm{DF}_{2 \mathrm{n}}$, namely a reflection $\mathrm{g}_{1}$ in the horizontal, and a rotation $g_{2}$ through $180^{\circ}$; specifically, for each $i$,

$$
\begin{array}{ll}
g_{1}\left(a_{i}\right)=b_{i}, & g_{1}\left(b_{i}\right)=a_{i} \\
g_{2}\left(a_{i}\right)=b_{n-i+1}, & g_{2}\left(b_{i}\right)=a_{n-i+1}
\end{array}
$$

Since $g_{1}^{2}=g_{2}^{2}=i d$, the corresponding MS-algebras $\left(L_{D F F_{2 n}} ; g_{1}\right)$ and $\left(L_{D F_{2 n}} ; g_{2}\right)$ are de Morgan algebras. In fact, we can say more: since $g_{1}(x)$ and $x$ are comparable for every x , it follows by Theorem 1.7 of Chapter 1 that $\left(\mathrm{L}_{\mathrm{DF}_{2 \mathrm{n}}} ; \mathrm{g}_{1}\right)$ is a Kleene algebra.

In what follows, for an ordered set $X$ we shall denote by $\#(X)$ the number of ideals of X ; by \#(X; a) the number of ideals of X that contain the element a of X ; by \#(X; $\overline{\mathrm{a}})$ the number of ideals that do not contain the element $a$; and by \#(X;a, b) the number of ideals that contain the element a but not the element $b$.

Theorem 2.1.2 $\left|L_{D F}^{2 n}\right|=J_{n+1}$.

Proof Consider the element $b_{n}$ of $\mathrm{DF}_{2 n}$. We have
(1) $\#\left(\mathrm{DF}_{2 \mathrm{n}} ; \mathrm{b}_{\mathrm{n}}\right)=\#\left(\mathrm{DF}_{2 \mathrm{n}-2} ; \mathrm{b}_{\mathrm{n}-1}\right)+\left|\mathrm{L}_{\mathrm{DF}_{2 \mathrm{n}-4} \mid}\right|$;
(2) $\#\left(\mathrm{DF}_{2 \mathrm{n}} ; \overline{\mathrm{b}}_{\mathrm{n}}\right)=\#\left(\mathrm{DF}_{2 \mathrm{n}} ; \mathrm{a}_{\mathrm{n}}, \bar{b}_{\mathrm{n}}\right)+\#\left(\mathrm{DF}_{2 n} ; \overline{\mathrm{a}}_{\mathrm{n}}, \bar{b}_{\mathrm{n}}\right)$

$$
\begin{aligned}
& =\left|L_{D F_{2 n-2}}\right|+\#\left(D_{2 n-2} ; \bar{b}_{n-1}\right) \\
& =\left|L_{D F_{2 n-2}}\right|+\left[\left|L_{D F_{2 n-2}}\right|-\#\left(D_{2 n-2} ; b_{n-1}\right)\right] \\
& =2 L_{D F_{2 n-2}} \mid-\#\left(D_{2 n-2} ; b_{n-1}\right) .
\end{aligned}
$$

It follows from (1) and (2) that

$$
\begin{aligned}
\left|L_{D F_{2 n}}\right| & =\#\left(\mathrm{DF}_{2 n} ; \mathrm{b}_{\mathrm{n}}\right)+\#\left(\mathrm{DF}_{2 n} ; \overline{\mathrm{b}}_{n}\right) \\
& =2\left|\mathrm{~L}_{\mathrm{DF}_{2 n-2}}\right|+\left|\mathrm{L}_{\mathrm{DF}_{2 n-4}}\right|
\end{aligned}
$$

If we let $\alpha_{\mathrm{n}}=\left|\mathrm{L}_{\mathrm{DF}_{2 \mathrm{n}}}\right|$ then we obtain the recurrence relation

$$
\alpha_{n}=2 \alpha_{n-1}+\alpha_{n-2}
$$

Now we can see immediately that the ideals of $\mathrm{DF}_{2}$ are

$$
\varnothing,\left\{a_{1}\right\},\left\{a_{1}, b_{1}\right\} ;
$$

and that the ideals of $\mathrm{DF}_{4}$ are

$$
\varnothing,\left\{a_{1}\right\},\left\{a_{2}\right\},\left\{a_{1}, a_{2}\right\},\left\{a_{1}, a_{2}, b_{1}\right\},\left\{a_{1}, a_{2}, b_{2}\right\},\left\{a_{1}, a_{2}, b_{1}, b_{2}\right\} .
$$

So $\quad \alpha_{1}=\left|L_{D F_{2}}\right|=3=J_{2}$ and $\alpha_{2}=\left|L_{D F_{4}}\right|=7=J_{3}$, and it follows that

$$
\left|L_{D F_{2 n}}\right|=\alpha_{n}=J_{n+1} \cdot \diamond
$$

Corollary 1 \#( $\left.\mathrm{DF}_{2 n} ; \mathrm{b}_{\mathrm{n}}\right)=\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}+\mathrm{J}_{\mathrm{n}}\right)$.
Proof By (1) above we have, for each n,

$$
\begin{aligned}
& \alpha_{n-2}=\left|L_{D E F_{2 n-4}}\right|=\#\left(\mathrm{DF}_{2 n} ; b_{n}\right)-\#\left(\mathrm{DF}_{2 n-2} ; \mathrm{b}_{\mathrm{n}-1}\right) ; \\
& \alpha_{\mathrm{n}-3}=\left|\mathrm{LDF}_{2 \mathrm{n}-6}\right|=\#\left(\mathrm{DF}_{2 \mathrm{n}-2} ; \mathrm{b}_{\mathrm{n}-1}\right)-\#\left(\mathrm{DF}_{2 \mathrm{n}-4} ; \mathrm{b}_{\mathrm{n}-2}\right) ; \\
& \ldots \ldots \\
& \alpha_{2}=\left|\mathrm{L}_{\mathrm{DF}_{4}}\right|=\#\left(\mathrm{DF}_{8} ; \mathrm{b}_{4}\right)-\#\left(\mathrm{DF}_{6} ; \mathrm{b}_{3}\right) ; \\
& \alpha_{1}=\left|\mathrm{LDF}_{2}\right|=\#\left(\mathrm{DF}_{6} ; \mathrm{b}_{3}\right)-\#\left(\mathrm{DF}_{4} ; \mathrm{b}_{2}\right)
\end{aligned}
$$

Consequently,

$$
\sum_{i=1}^{\mathrm{n}-2} \alpha_{\mathrm{i}}=\#\left(\mathrm{DF}_{2 \mathrm{n}} ; \mathrm{b}_{\mathrm{n}}\right)-\#\left(\mathrm{DF}_{4} ; \mathrm{b}_{2}\right)
$$

It is easily seen that the ideals of $\mathrm{DF}_{4}$ that contain $\mathrm{b}_{2}$ are

$$
\left\{a_{1}, a_{2}, b_{2}\right\} \text { and }\left\{a_{1}, a_{2}, b_{1}, b_{2}\right\},
$$

and so $\#\left(\mathrm{DF}_{4} ; \mathrm{b}_{2}\right)=2=\mathrm{J}_{0}+\mathrm{J}_{1}$. Thus we see that

$$
\begin{aligned}
\#\left(\mathrm{DF}_{2 n} ; b_{n}\right) & =\#\left(\mathrm{DF}_{4} ; b_{2}\right)+\sum_{i=1}^{n-2} \alpha_{i} \\
& =J_{0}+J_{1}+\sum_{i=1}^{n-2} J_{i+1} \\
& =\frac{1}{2}\left(J_{n-1}+J_{n}\right) . \quad \text { by Theorem 2.1.1. } \diamond
\end{aligned}
$$

Corollary $2 \#\left(\mathrm{DF}_{2 \mathrm{n}} ; \mathrm{a}_{\mathrm{n}}, \bar{b}_{\mathrm{n}}\right)=\left|\mathrm{L}_{\mathrm{DF}_{2 \mathrm{n}-2}}\right|=\alpha_{\mathrm{n}-1}=\mathrm{J}_{\mathrm{n}} . \quad \diamond$

By way of illustration, we consider the double fence


By Theorem 2.1.2 we have

$$
\left|L_{D F_{6}}\right|=J_{4}=17
$$

The Hasse diagram of $\mathrm{LDF}_{6}$ is


The mappings $g_{1}$ and $g_{2}$ are given by

$$
\left.\begin{array}{c}
x: a_{1} \\
a_{2}
\end{array} a_{3} b_{1} b_{2} b_{3}\right)
$$

Using the fact that $\mathrm{I}^{0}=\mathrm{X} \backslash \mathrm{g}^{-1}(\mathrm{I})=\mathrm{X} \backslash \mathrm{g}(\mathrm{I})$ we obtain the corresponding MS-algebras as follows :

$$
\begin{aligned}
& 01 \mathrm{abcdef} \mathrm{ghijk} / \alpha \beta \gamma \\
& \left(L_{D_{6}} ; g_{1}\right): 101 \mathrm{kj} \text { ihgfedcba } \alpha \boldsymbol{\gamma} \boldsymbol{\beta} \text { K } \\
& \left(\mathrm{L}_{\mathrm{DF}}^{6} ; \mathrm{g}_{2}\right): 10 \mathrm{k} 1 \mathrm{j} \text { ighefdcab} \boldsymbol{\alpha} \beta \boldsymbol{\gamma} \boldsymbol{\mathrm { f }} \mathrm{M}
\end{aligned}
$$

Now we turn our attention to the fixed points of the de Morgan algebras on $\mathrm{LDF}_{2 \mathrm{n}}$. By Theorem 1.5 in Chapter 1, the fixed points of $\left(\mathrm{L}_{\mathrm{X}},{ }^{0}\right)$ are those ideals of X that are distinguished under $g$, in the sense that $g(I) \subseteq X \backslash I$ and $g(X \backslash I) \subseteq I$. In the case under consideration, the mapping $g$ is surjective and so we can consider those ideals I such that $g(I)=X \backslash I$ and $g(X \backslash I)=I$.

Theorem 2.1.3 $\left|\operatorname{FixL}\left(\mathrm{DF}_{2 \mathrm{n}} ; \mathrm{g}_{1}\right)\right|=1$.

Proof Let $I$ be an ideal of $D F_{2 n}$. If there exists some $b_{i} \in I$ then $a_{i}=g_{1}\left(b_{i}\right) \notin X \backslash I$, so $\mathrm{g}_{1}(\mathrm{I}) \neq \mathrm{X} \backslash \mathrm{I}$ which shows I is not a distinguished ideal under $\mathrm{g}_{1}$. Consequently, with respect to the mapping $g_{1}$ the only distinguished ideal is $I=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} . \quad \diamond$

Theorem 2.1.4 $\left|\operatorname{FixL}_{\left(\mathrm{DF}_{2 n} ; g_{2}\right)}\right|=\left\{\begin{array}{l}J_{n / 2} \quad \text { if } n \text { is even, } \\ J_{(n+1) / 2} \text { if } n \text { is odd. }\end{array}\right.$

Proof (a) Consider first the case where n is even. Since $\mathrm{g}_{2}$ can be regarded as a rotation through $180^{\circ}$, the fixed points are those ideals of $\mathrm{DF}_{2 n}$ that contain half of the $\mathrm{a}_{\mathrm{i}}$ and have a 'skew-symmetric profile'. To be more precise, consider the subset A of $\mathrm{DF}_{2 \mathrm{n}}$ described by


Let $\mathrm{A}^{\prime}=\mathrm{DF}_{2 \mathrm{n}} \backslash \mathrm{A}$ and for every ideal I of A let $\mathrm{I}_{*}=\mathrm{A}^{\prime} \backslash \mathrm{g}_{2}(\mathrm{I})$. Then we have $\mathrm{I}_{*}=$ $g_{2}(A \backslash I)$ and $g_{2}\left(I_{*}\right)=A \backslash I$. We now show that, if $I$ is an ideal of $A$ such that $a_{n / 2} \in I$ and $b_{n} / 2 \notin I$, then $I \cup I *$ is a distinguished ideal of $D F_{2 n}$ under $g_{2}$.

Since $b_{n / 2} \notin I$, we see that $I$ is an ideal of $D_{2 n}$. Suppose now that $a \in I \cup I *$ and $x \leq a$. If $a \in I$ then clearly $x \in I \cup I *$. If $a \in I *$, then since $b_{n / 2+1}=g_{2}\left(a_{n / 2}\right) \notin g_{2}(A \backslash$ $I)=I *$ we must have $x \neq a_{n / 2}$, whence $x \in A^{\prime}=g_{2}(A)$ and so $g_{2}(x) \in A$. Since $g_{2}(a)$ $\in g_{2}\left(I_{*}\right)=A \backslash I$, we have $g_{2}(a) \notin I$ whence it follows from the fact that $g_{2}(x) \geq g_{2}(a)$ that $g_{2}(x) \in A \backslash I$ and that $x \in g_{2}(A \backslash I)=I *$. Consequently, $I \cup I *$ is an ideal of $D F_{2 n}$.

We now show that $I \cup I *$ is distinguished. Clearly, $g_{2}\left(I \cup I_{*}\right)=g_{2}(I) \cup g_{2}\left(I_{*}\right)=g_{2}(I)$ $u(A \backslash I)$. Now let $x \in g_{2}(I \cup I *)$. Then we have either $x \in g_{2}(I)$ or $x \in A \backslash I$. For the latter, clearly $x \notin I \cup I *$; for the former we have $x \notin I$ and $g_{2}(x) \notin A \backslash I$ so $x \notin g_{2}(A$ $\backslash \mathrm{I})=\mathrm{I} *$. It follows that $\mathrm{x} \notin \mathrm{I} \cup \mathrm{I} *$ and that $\mathrm{g}_{2}\left(\mathrm{I} \cup \mathrm{I}_{*}\right) \subseteq \mathrm{DF}_{2 \mathrm{n}} \backslash(\mathrm{I} \cup \mathrm{I} *)$. Similarly, $\mathrm{g}_{2}\left(\mathrm{DF}_{2 n} \backslash\left(\mathrm{I} \cup \mathrm{I}_{*}\right)\right) \subseteq \mathrm{I} \cup \mathrm{I} *$.

We shall now show that every distinguished ideal of $\mathrm{DF}_{2 n}$ under $\mathrm{g}_{2}$ is of the form $I \cup I *$ where $I$ is an ideal of $A$ such that $a_{n / 2} \in I$ and $b_{n / 2} \notin I$. For this purpose, observe that if $K$ is a distingushed ideal of $\mathrm{DF}_{2 n}$ under $g_{2}$ then necessarily $\mathrm{a}_{\mathrm{n} / 2} \in \mathrm{~K}$ and $b_{n / 2} \notin K$; for $a_{n / 2} \notin K$ gives $b_{n / 2+1}=g_{2}\left(a_{n} / 2\right) \in K$ whence the contradiction $a_{n / 2}$ $\in K$, and $b_{n / 2} \in K$ gives $a_{n / 2+1}=g_{2}\left(b_{n / 2}\right) \notin K$ which contradicts $b_{n / 2} \in K$. Also,

$$
\begin{aligned}
(\mathrm{K} \cap \mathrm{~A})_{*} & =\mathrm{A}^{\prime} \backslash \mathrm{g}_{2}(\mathrm{~K} \cap \mathrm{~A}) \\
& =\left(\mathrm{A}^{\prime} \backslash \mathrm{g}_{2}(\mathrm{~K})\right) \cup\left(\mathrm{A}^{\prime} \backslash \mathrm{g}_{2}(\mathrm{~A})\right) \\
& =\mathrm{A}^{\prime} \backslash \mathrm{g}_{2}(\mathrm{~K}) .
\end{aligned}
$$

If now $x \in K$ then either $x \in K \cap A$ or $x \in K \cap A^{\prime}$, the latter giving $x \in A^{\prime} \backslash g_{2}(K)$, and hence $x \in(K \cap A) \cup(K \cap A) *$. Conversely, if $x \in(K \cap A) \cup(K \cap A) *$ then
either $x \in(K \cap A)$ or $x \in(K \cap A) *=A^{\prime} \backslash g_{2}(K)$. In both cases we have $x \in K$. We conclude that

$$
\mathrm{K}=(\mathrm{K} \cap \mathrm{~A}) \cup(\mathrm{K} \cap \mathrm{~A})_{*} .
$$

It follows from these observations that the number of fixed points of $\mathrm{DF}_{2 \mathrm{n}}$ (when n is even) is precisely the number of ideals of $A$ that contain $a_{n / 2}$ but not $b_{n / 2}$. By the Corollary 2 of Theorem 2.1.2 this is $J_{n / 2}$.
(b) Consider now the case where n is odd. Here we consider the subset B of $\mathrm{DF}_{2 \mathrm{n}}$ described by
B:


Clearly, B is a distinguished ideal of $\mathrm{DF}_{2 \mathrm{n}}$ under $\mathrm{g}_{2}$. Let $\mathrm{B}^{\prime}=\mathrm{g}_{2}(\mathrm{~B})$ and for every ideal I of B let $\mathrm{I}_{*}=\mathrm{B}^{\prime} \backslash \mathrm{g}_{2}(\mathrm{I})$. Using a similar argument to that in (a), we can show that every distinguished ideal of $\mathrm{DF}_{2 \mathrm{n}}$ under $\mathrm{g}_{2}$ is of the form $\mathrm{I} \cup \mathrm{I}$ * where I is an ideal of B that contains $\mathrm{a}_{(\mathrm{n}+1) / 2}$. Thus the number of fixed points of $\mathrm{DF}_{2 n}$ (when $n$ is odd) is precisely the number of ideals of $B$ that contain $a_{(n+1) / 2}$. Clearly, this is

$$
\#\left(\mathrm{DF}_{\mathrm{n}} ; \mathrm{a}_{(\mathrm{n}+1) / 2}, \overline{\mathrm{~b}}_{(\mathrm{n}+1) / 2}\right)
$$

which, by Corollary 2 of Theorem 2.1.2, is $\mathrm{J}_{(\mathrm{n}+1) / 2} . \diamond$

### 2.2 Extended double fences

Definition By extended double fences we shall mean ordered sets of the form
$\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n}}:$


$\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}}$ :



Clearly, on $X \simeq E_{1} \mathrm{DF}_{2 n}$ there is only one dual closure $f$ with a self-dual image, namely that given by

$$
\begin{array}{ll}
\mathrm{f}\left(\mathrm{~b}_{\mathrm{o}}\right)=\mathrm{a}_{1}, & \mathrm{f}\left(\mathrm{~b}_{\mathrm{n}}\right)=\mathrm{a}_{\mathrm{n}-1}, \\
\mathrm{f}\left(\mathrm{a}_{\mathrm{i}}\right)=\mathrm{a}_{\mathrm{i}}, & \mathrm{f}\left(\mathrm{~b}_{\mathrm{i}}\right)=\mathrm{b}_{\mathrm{i}} \quad(\mathrm{i}=1,2, \ldots, \mathrm{n}-1) .
\end{array}
$$

Since there are only two dual isomorphisms on $\operatorname{Im} f$, namely a reflection in the horizontal and a rotation through $180^{\circ}$, there are therefore two antitone mappings $g_{i}$ : $X \rightarrow X$ such that $g_{i}^{2} \leq i d_{X}$, namely that given by
(1) $g_{1}\left(b_{0}\right)=b_{1}, \quad g_{1}\left(b_{n}\right)=b_{n-1}$,

$$
\mathrm{g}_{1}\left(\mathrm{a}_{\mathrm{i}}\right)=\mathrm{b}_{\mathrm{i}}, \quad \mathrm{~g}_{1}\left(\mathrm{~b}_{\mathrm{i}}\right)=\mathrm{a}_{\mathrm{i}} \quad(\mathrm{i}=1,2, \ldots, \mathrm{n}-1) ;
$$

(2) $g_{2}\left(b_{0}\right)=b_{n-1}, \quad g_{2}\left(b_{n}\right)=b_{1}$,
$\mathrm{g}_{2}\left(\mathrm{a}_{\mathrm{i}}\right)=\mathrm{b}_{\mathrm{n}-\mathrm{i}}, \quad \mathrm{g}_{2}\left(\mathrm{~b}_{\mathrm{i}}\right)=\mathrm{a}_{\mathrm{n}-\mathrm{i}} \quad(\mathrm{i}=1,2, \ldots, \mathrm{n}-1)$.

Since $g_{1}, g_{2}$ are not surjective, the corresponding MS-algebras are not de Morgan algebras. We can say more, $L\left(E_{1} \mathrm{DF}_{2 \mathrm{n}} ; \mathrm{g}_{1}\right) \in \mathbf{M} \vee \mathbf{K}_{2} \vee \mathbf{K}_{3}$. This follows from Theorem 1.7 of Chapter 1: for all $x \in X \backslash\left\{b_{0}, b_{n}\right\}, x=g_{1}^{2}(x)$ and $g_{1}^{2}\left(b_{0}\right)=a_{1}<g\left(b_{0}\right)=$ $\mathrm{b}_{1}, \mathrm{~g}^{2}\left(\mathrm{~b}_{\mathrm{n}}\right)=\mathrm{a}_{\mathrm{n}-1}<\mathrm{g}\left(\mathrm{b}_{\mathrm{n}}\right)=\mathrm{b}_{\mathrm{n}-1}$.


Proof For each $n$ let $\alpha_{n}=\#\left(E_{1} \mathrm{DF}_{2 n}\right)$ and $\beta_{n}=\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 n} ; \bar{b}_{n}\right)$. Then we have

$$
\begin{aligned}
\alpha_{n} & =\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 n} ; \mathrm{b}_{\mathrm{n}}\right)+\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n} ;} \mathrm{b}_{\mathrm{n}}\right) \\
& \left.=\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 n} \backslash \mathrm{a}_{\mathrm{n}-1}, \mathrm{~b}_{\mathrm{n}}\right\}\right)+\beta_{\mathrm{n}} \\
& =\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 n-2}\right)+\beta_{n}
\end{aligned}
$$

which gives

$$
\text { (1) } \alpha_{n}=\alpha_{n-1}+\beta_{n} \text {. }
$$

But we have

$$
\begin{aligned}
\beta_{\mathrm{n}}=\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n} ;} \mathrm{E}_{\mathrm{n}}\right) & \left.=\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n}} \backslash \mathrm{~b}_{\mathrm{n}}\right\}\right) \\
& =\#\left(\mathrm{DF}_{2 \mathrm{n}} \backslash\left(\mathrm{a}_{1}\right\}\right) \\
& \left.=\#\left(\mathrm{DF}_{2 \mathrm{n}} \backslash \mathrm{a}_{\mathrm{n}}\right\}\right) .
\end{aligned}
$$

Since two dually isomorphic posets have the same number of ideals, so we have

$$
\#\left(\mathrm{DF}_{2 \mathrm{n}} \backslash\left\{\mathrm{a}_{\mathrm{n}}\right\}\right)=\#\left(\mathrm{DF}_{2 \mathrm{n}} \backslash\left\{\mathrm{~b}_{\mathrm{n}}\right\}\right)
$$

and so

$$
\begin{aligned}
\beta_{\mathrm{n}}=\#\left(\mathrm{DF}_{2 n} \backslash\left\{b_{n}\right\}\right) & =\#\left(\mathrm{DF}_{2 n} ; \bar{b}_{n}\right) \\
& =\#\left(\mathrm{DF}_{2 n}\right)-\#\left(\mathrm{DF}_{2 n} ; \mathrm{b}_{\mathrm{n}}\right) \\
& =J_{n+1}-\frac{1}{2}\left(\mathrm{~J}_{n-1}+J_{n}\right) \\
& =\frac{1}{2}\left(2 \mathrm{~J}_{n+1}-J_{n-1}-J_{n}\right) \\
& =\frac{1}{2}\left(\mathrm{~J}_{n+1}+J_{n}\right),
\end{aligned}
$$

whence (1) can be written in the form

$$
\alpha_{n}=\alpha_{n-1}+\frac{1}{2}\left(J_{n+1}+J_{n}\right)
$$

We deduce from this that

$$
\alpha_{n}=\alpha_{2}+\frac{1}{2} J_{3}+J_{4}+\ldots+J_{n}+\frac{1}{2} J_{n+1} .
$$

Since $\alpha_{2}=9=\frac{1}{2}+J_{0}+J_{1}+J_{2}+\frac{1}{2} J_{3}$, we then have

$$
\begin{aligned}
\alpha_{n} & =\frac{1}{2}+\sum_{i=0}^{n} J_{i}+\frac{1}{2} J_{n+1} \\
& =\frac{1}{2}+\frac{1}{2}\left(J_{n+1}+J_{n}\right)+\frac{1}{2} J_{n+1} \\
& =\frac{1}{2}\left(J_{n+2}+1\right) .
\end{aligned}
$$

Corollary 1 \#( $\left.\mathrm{DF}_{2 n} ; \mathrm{b}_{1}, \mathrm{~b}_{\mathrm{n}}\right)=\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}+1\right)$.
Proof For $\mathrm{n}=1,2,3$ the result follows by direct computation. For $\mathrm{n} \geq 4$ we have

$$
\begin{aligned}
\#\left(\mathrm{DF}_{2 n} ; \mathrm{b}_{1}, \mathrm{~b}_{\mathrm{n}}\right) & =\#\left(\mathrm{DF}_{2 n} \backslash\left\{a_{1}, a_{2}, b_{1}, a_{n-1}, a_{n}, b_{n}\right\}\right) \\
& =\#\left(\mathrm{E}_{1} \mathrm{DF}_{2 n-6}\right) \\
& =\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}+1\right) .
\end{aligned}
$$

Corollary 2 The number of ideals of an ordered set of the form

is given by

$$
\#\left(\mathrm{M}_{2 \mathrm{n}+2}\right)=\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}+3}+1\right) .
$$

Proof If two posets are dually isomorphic then they have the same number of ideals. The result therefore follows by Theorem 2.2.1. $\diamond$

By way of illustration, the Hasse diagram of $\mathrm{E}_{1} \mathrm{DF}_{6}$ is

The mappings $g_{1}$ and $g_{2}$ are given by


$$
\begin{gathered}
x: a_{1} \\
a_{2}
\end{gathered} b_{0} b_{1} b_{2} b_{3}
$$

By Theorem 2.2.1 we see that
Its underlying lattice (the order ideals of $\left.E_{1} D F_{6}\right)$ is ${ }_{1} D F_{6} \left\lvert\,=\frac{1}{2}\left(J_{5}+1\right)=\frac{1}{2}(41+1)=21\right.$ elements.


The corresponding $\mathbf{M S}$-algebras as follows:



We now consider the number of fixed points of MS-algebras on $\mathrm{L}_{\mathrm{E}_{1} \mathrm{DF}_{2 n}}$. We have the following results.

Theorem 2.2.2 $\mid \operatorname{Fix}\left(\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n}} ; \mathrm{g}_{1} \mid=1\right.$.

Proof Let $I$ be a distinguished ideal of $E_{1} \mathrm{DF}_{2 n}$ under g . Then by the definition of distinguished ideal, $g_{1}(I) \subseteq E_{1} \mathrm{DF}_{2 n} \backslash I$ and $g_{1}\left(E_{1} D F_{2 n} \backslash I\right) \subseteq I$. If there was some $a_{i} \notin$ $I$ then $b_{i}=g_{1}\left(a_{i}\right) \in g_{1}\left(E_{1} D F_{2 n} \backslash I\right) \subseteq I$ which gives the contradiction $a_{i} \in I$. Hence we have

$$
\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \subseteq I
$$

If there was some $b_{i} \in I$ for $i \neq 0, n$ then $a_{i} \in I$ which contradicts $a_{i}=g_{1}\left(b_{i}\right) \in g_{1}(I) \subseteq$ $E_{1} D F_{2 n} \backslash I$. Whence $b_{i} \notin I$ for all $i \neq 0, n$. If now $b_{0} \notin I$ then $b_{1}=g_{1}\left(b_{0}\right) \in$ $\mathrm{g}_{1}\left(\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n}} \backslash \mathrm{I}\right) \subseteq \mathrm{I}$ which contradicts the fact that $\mathrm{b}_{1} \notin \mathrm{I}$. Whence $\mathrm{b}_{0} \in \mathrm{I}$, and similarly we can argue that $b_{n} \in I$.

It follows from these observations above that, under the mapping $g_{1}$, the only distinguished ideal is $I=\left\{b_{0}, b_{n}, a_{1}, a_{2}, \ldots, a_{n-1}\right\} . \quad \diamond$

Theorem 2.2.3 $\left|\operatorname{FixL}\left(E_{1} D_{2 n} ; g_{2}\right)\right|=\left\{\begin{array}{l}J_{n / 2} \quad \text { if } n \text { is even, } \\ J_{(n-1) / 2} \text { if } n \text { is odd. }\end{array}\right.$

Proof Consider first the case where $n$ is even, say $n=2 k$. Let the subset $A$ of $\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n}}$ described by


Clearly, $A$ is distinguished ideal of $E_{1} D_{2 n}$ under $g_{2}$. Let $A^{\prime}=g_{2}(A)$ and for every ideal I of A let $\mathrm{I}_{*}=\mathrm{A}^{\prime} \backslash \mathrm{g}_{2}(\mathrm{I})$. Observe that if K is a distinguished ideal then necessarily $a_{n / 2} \in K$ and either $a_{1}, b_{0} \in K$ or $a_{1}, b_{0} \notin K$; for $a_{n / 2} \notin K$ gives $b_{n / 2} \in K$ whence the contradiction $a_{n / 2} \in K$, and $a_{1} \in K$ gives $b_{n-1}=g_{2}\left(a_{1}\right) \notin K$ and then $b_{0} \in K$, and $a_{1} \notin K$ gives $b_{0} \notin K$. Arguing as in the proof of Theorem 2.1.4, we see that the distinguished ideals of $E_{1} D_{2 n}$ are of the form $I \cup I_{*}$ where $I$ is an ideal of $A$ that contains $a_{n / 2}$, and satisfies the condition that

$$
\text { either } a_{1}, b_{0} \in I \text { or } a_{1}, b_{0} \notin I \text {. }
$$

If $\alpha_{k}$ denotes the number of such ideals then we have

$$
\alpha_{k}=\#\left(A ; a_{k}\right)-\#\left(A ; a_{k}, a_{1}, \bar{b}_{0}\right)
$$

Now

$$
\begin{aligned}
\#\left(A ; a_{k}\right)=\#\left(A \backslash\left(a_{k}\right\}\right) & =\#\left(\mathrm{DF}_{2 k+2} ; b_{k+1}\right) \\
& =\frac{1}{2}\left(J_{k}+J_{k+1}\right) \text { (by Corollary } 1 \text { of Theorem 2.1.2) }
\end{aligned}
$$

and

$$
\begin{aligned}
\#\left(A ; a_{k}, a_{1}, \bar{b}_{0}\right) & =\#\left(A \backslash\left\{a_{k}, b_{0}\right\} ; a_{1}\right) \\
& =\#\left(\mathrm{DF}_{2 k-2} ; a_{1}\right) \\
& =\#\left(\mathrm{DF}_{2 k-2} ; a_{k-1}\right) \\
& =\#\left(\mathrm{DF}_{2 k-2} ; b_{k-1}\right)+\#\left(\mathrm{DF}_{2 k-2} ; a_{k-1}, \bar{b}_{k-1}\right) \\
& =\frac{1}{2}\left(J_{k-2}+J_{k-1}\right)+J_{k-1}(\text { by Corollaries } 1,2 \text { of Theorem } 2.1 .2) \\
& =\frac{1}{2}\left(J_{k}+J_{k-1}\right) .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
\alpha_{k} & =\frac{1}{2}\left(J_{k}+J_{k+1}\right)-\frac{1}{2}\left(J_{k}+J_{k-1}\right) \\
& =J_{k}
\end{aligned}
$$

that is

$$
\left|\operatorname{FixL}_{\left(E_{1} D_{2 n} ; g_{2}\right)}\right|=J_{n / 2} \text { (when } n \text { is even). }
$$

(b) Consider the case where n is odd. Let the subset B of $\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n}}$ described by
B :



Using a similar argument to that in (a), we can show that every distinguished ideal of $E_{1} D_{2 n}$ under $g_{2}$ is of the form $I \cup I_{*}$ where $I$ is an ideal of $B$ that contains $a(n-1) / 2$ but not $\mathrm{b}_{(\mathrm{n}-1) / 2}$ and satisfies the condition that

$$
\text { either } a_{1}, b_{0} \in I \text { or } a_{1}, b_{0} \notin I \text {. }
$$

If $\beta_{\mathrm{k}}$, where $\mathrm{k}=\frac{\mathrm{n}-1}{2}$, denotes the number of such ideals then we have

$$
\alpha_{k}=\#\left(B ; a_{k}, \bar{b}_{k}\right)-\#\left(B ; a_{k}, \bar{b}_{k}, a_{1}, \bar{b}_{0}\right) .
$$

Now

$$
\begin{aligned}
\#\left(B ; a_{k}, \bar{b}_{k}\right)=\#\left(B \backslash\left\{b_{k}\right\} ; a_{k}\right) & =\#\left(B \backslash\left\{a_{k}, b_{k}\right\}\right) \\
& =\#\left(\mathrm{DF}_{2 k+2} ; b_{k+1}\right) \\
& =\frac{1}{2}\left(J_{k}+J_{k+1}\right) \text { (by Corollary } 1 \text { of Theorem 2.1.2) }
\end{aligned}
$$

and

$$
\begin{aligned}
\#\left(B ; a_{k}, \bar{b}_{k}, a_{1}, \bar{b}_{0}\right)=\#\left(B \backslash\left\{b_{0}\right\} ; \mathrm{a}_{\mathrm{k}}, \overline{\mathrm{~b}}_{\mathrm{k}}, \mathrm{a}_{1}\right) & =\#\left(\mathrm{DF}_{2 \mathrm{k}-2} ; \mathrm{a}_{1}\right) \\
& =\#\left(\mathrm{DF}_{2 \mathrm{k}-2} ; \mathrm{a}_{\mathrm{k}-1}\right) \\
& =\#\left(\mathrm{DF}_{2 \mathrm{k}} ; \mathrm{b}_{\mathrm{k}}\right) \\
& =\frac{1}{2}\left(\mathrm{~J}_{\mathrm{k}-1}+\mathrm{J}_{\mathrm{k}}\right) .
\end{aligned}
$$

It follows that $\beta_{k}=\frac{1}{2}\left(J_{k}+J_{k+1}\right)-\frac{1}{2}\left(J_{k-1}+J_{k}\right)=J_{k}$. We therefore have

$$
\left|\operatorname{FixL}_{\left(\mathrm{E}_{1} \mathrm{DF}_{2 \mathrm{n}} ; \mathrm{g}_{2}\right)}\right|=\mathrm{J}_{(\mathrm{n}-1) / 2} \text { (when } \mathrm{n} \text { is odd). } \diamond
$$

We now turn our attention to $\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}}$. There is clearly only one dual closure f with a self-dual image on $\mathrm{E}_{2} \mathrm{DF}_{2 n}$, namely $\mathrm{f}=\mathrm{id}$; and there is only one dual isomorphism g on Im f, namely that described geometrically by a rotation through $180^{\circ}$, given by

$$
\mathrm{g}\left(\mathrm{a}_{\mathrm{i}}\right)=\mathrm{b}_{\mathrm{n}-\mathrm{i}}, \quad \mathrm{~g}\left(\mathrm{~b}_{\mathrm{i}}\right)=\mathrm{a}_{\mathrm{n}-\mathrm{i}} .
$$

The corresponding MS-algebra belongs properly to the class $\mathbf{M}$ of de Morgan algebras.

Theorem 2.2.4 $\quad \mathrm{LE}_{2} \mathrm{DF}_{2 \mathrm{n}} \mathrm{I}=\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}+2}-1\right)$.

Proof Observe first that

$$
\begin{aligned}
\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 n}\right) & =\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 n} ; \mathrm{a}_{0}\right)+\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 n} ; \overline{\mathrm{a}}_{0}\right) \\
& =\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 n} \backslash \mathrm{a}_{0}\right)+\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 n-2}\right) \\
& =\#\left(\mathrm{DF}_{2 n+2} ; \mathrm{b}_{\mathrm{n}+1}\right)+\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 n-2}\right) \\
& =\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}}+J_{\mathrm{n}+1}\right)+\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 n-2}\right) .
\end{aligned}
$$

the final equality following by Corollary 1 to Theorem 2.1.2. Thus, if we let $u_{i}=$ $\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{i}}\right)$ and $\mathrm{v}_{\mathrm{i}}=\frac{1}{2}\left(\mathrm{~J}_{\mathrm{i}}+\mathrm{J}_{\mathrm{i}+1}\right)$, we have

$$
u_{i}=v_{i}+u_{i-1} .
$$

Writing this in the form $v_{i}=u_{i}-u_{i-1}$ and summing over $i$, we obtain

$$
u_{n}-u_{o}=v_{1}+v_{2}+\ldots+v_{n}
$$

Since clearly $u_{0}=1=v_{0}$, this becomes, using Theorem 2.1.1,

$$
\begin{aligned}
u_{n} & =v_{o}+v_{1}+v_{2}+\ldots+v_{n} \\
& =\frac{1}{2} \sum_{i=0}^{n}\left(J_{i}+J_{i+1}\right) \\
& =\frac{1}{2} \sum_{i=0}^{n} J_{i}+\frac{1}{2} \sum_{i=0}^{n} J_{i+1} \\
& =\frac{1}{4}\left[\left(J_{n}+J_{n+1}\right)\right]+\frac{1}{4}\left[\left(J_{n+1}+J_{n+2}\right)\right]-\frac{1}{2} \\
& =\frac{1}{4}\left(J_{n}+2 J_{n+1}+J_{n+2}\right)-\frac{1}{2} \\
& =\frac{1}{2}\left(J_{n+2}-1\right) .
\end{aligned}
$$

By way of illustration, consider the extended fence $\mathrm{E}_{2} \mathrm{DF}_{6}$ :


By Theorem 2.2.4 we have

$$
\left|\mathrm{L}_{\mathrm{E}_{2} \mathrm{DF}_{6}}\right|=\frac{1}{2}\left(\mathrm{~J}_{5}-1\right)=20 .
$$

The Hasse diagram of $\mathrm{L}_{E_{2}} \mathrm{DF}_{6}$ is

and the corresponding de Morgan algebra is

$$
\begin{aligned}
& x: 01 \text { abcdef ghijklmnop } \alpha \beta \\
& x^{0}: 10 \mathrm{k} 1 \text { jighefdcabopmn } \alpha \beta
\end{aligned}
$$

As for the fixed points, we have the following result.

Theorem 2.2.5 $\left|\operatorname{FixL}\left(\mathrm{E}_{2} \mathrm{DF}_{2 n} ; g\right)\right|=\left\{\begin{array}{l}\frac{1}{2}\left(J_{n / 2}+J_{n / 2+1}\right) \text { if } n \text { is even, } \\ \frac{1}{2}\left(J_{(n-1) / 2}+J_{(n+1) / 2}\right) \text { if } n \text { is odd. }\end{array}\right.$

Proof (a) Consider first the case where n is even, say $\mathrm{n}=2 \mathrm{k}$. Let A be the subset of $\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}}$ described by

A :


Observe that $|\mathrm{A}|=\mathrm{n}$, and A is a distinguished of $\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}}$ under g . Arguing as in the proof of Theorem 2.1.4, we see that the distinguished ideals of $\mathrm{E}_{2} \mathrm{DF}_{2 n}$ are of the form $I \cup I *$ where $I$ is an ideal of $A$ that contains $a_{k}$, and $I *=\left(E_{2} D_{2 n} \backslash A\right) \backslash g(I)$. If $\gamma_{k}$ denotes the number of such ideals then we have

$$
\left.\gamma_{\mathrm{k}}=\#\left(\mathrm{~A} \backslash \mathrm{a}_{\mathrm{k}}\right\}\right)
$$

Considering those ideals of $A \backslash\left\{a_{k}\right\}$ that contain $a_{0}$, and those that do not, we have

$$
\begin{aligned}
\gamma_{\mathrm{k}} & =\#\left(\mathrm{DF}_{2(\mathrm{k}-1)}\right)+\gamma_{\mathrm{k}-1} \\
& =J_{\mathrm{k}}+\gamma_{\mathrm{k}-1} \quad(\text { by Theorem 2.1.2 }) .
\end{aligned}
$$

Since this holds for each value of $\gamma_{\mathrm{k}}$. we deduce that

$$
\gamma_{\mathrm{k}}-\gamma_{\mathrm{o}}=\mathrm{J}_{1}+\mathrm{J}_{2}+\ldots+\mathrm{J}_{\mathrm{k}} .
$$

Since clearly $\gamma_{0}=1=J_{0}$ it follows by Theorem 2.1.1 that

$$
\gamma_{k}=\sum_{i=0}^{k} \mathrm{~J}_{\mathrm{i}}=\frac{1}{2}\left(\mathrm{~J}_{\mathrm{k}}+\mathrm{J}_{\mathrm{k}+1}\right) .
$$

(b) Consider now the case where n is odd. Let B be the subset of $\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}}$ described by

B :


Arguing as in the proof of Theorem 2.1.4, we see that the number of fixed points of $\mathrm{LE}_{2} \mathrm{DF}_{2 \mathrm{n}}$ in this case is the number of ideals of B that contain $\mathrm{a}_{(\mathrm{n}-1) / 2}$ but not $\mathrm{b}_{(\mathrm{n}-1) / 2}$. Thus, using Theorem 2.2.4, we see that

$$
\begin{aligned}
\mid \text { Fix } \mathrm{L}\left(\mathrm{E}_{2} \mathrm{DF}_{2 n} ; \mathrm{g}\right) \mid & =\#\left(\mathrm{E}_{2} \mathrm{DF}_{\mathrm{n}-1} ; \overline{\mathrm{b}}_{(\mathrm{n}-1) / 2}\right) \\
& =\#\left(\mathrm{E}_{2} \mathrm{DF}_{\mathrm{n}-1}\right)-\#\left(\mathrm{E}_{2} \mathrm{DF}_{\mathrm{n}-1} ; \mathrm{b}_{(\mathrm{n}-1) / 2}\right) \\
& =\#\left(\mathrm{E}_{2} \mathrm{DF}_{\mathrm{n}-1}\right)-\#\left(\mathrm{E}_{2} \mathrm{DF}_{\mathrm{n}-3}\right) \\
& =\frac{1}{2}\left(\mathrm{~J}_{(\mathrm{n}+1) / 2}-1\right)-\frac{1}{2}\left(\mathrm{~J}_{(\mathrm{n}-1) / 2}-1\right) \\
& =\frac{1}{2}\left(\mathrm{~J}_{(\mathrm{n}+1) / 2}+\mathrm{J}_{(\mathrm{n}-1) / 2}\right) .
\end{aligned}
$$

### 2.3 Half tiaras

Definition By a half tiara we shall mean an ordered set of the form


On $\mathrm{HT}_{2 \mathrm{n}}$ there is clearly only one dual closure f with a self-dual image, namely $\mathrm{f}=$ id. There is only one dual isomorphism g on $\operatorname{Im} f$, namely that described geometrically by a rotation $180^{\circ}$, given by

$$
g\left(a_{i}\right)=b_{n-i}, \quad g\left(b_{i}\right)=a_{n-i}
$$

The corresponding MS-algebra belongs properly to the class $\mathbf{M}$ of de Morgan algebras.

Theorem 2.3.1 $\left|\mathrm{L}_{\mathrm{HT}_{2 n}}\right|=\mathrm{J}_{\mathrm{n}+1}$.

Proof We obtain $\mathrm{HT}_{2 n}$ from $\mathrm{E}_{2} \mathrm{DF}_{2 n}$ by linking $\mathrm{a}_{\mathrm{o}}$ and $\mathrm{b}_{\mathrm{n}}$. Consider the effect of adding to $\mathrm{E}_{2} \mathrm{DF}_{2 n}$ the link $\mathrm{a}_{\mathrm{o}}-\mathrm{b}_{\mathrm{n}}$. Clearly, this reduces the number of ideals. More precisely, in so doing we suppress all the ideals of $E_{2} \mathrm{DF}_{2 n}$ that contain $\mathrm{b}_{\mathrm{n}}$ but not $\mathrm{a}_{0}$. Observe first that

$$
\begin{aligned}
\#\left(E_{2} \mathrm{DF}_{2 n} ; \mathrm{b}_{n}, \bar{a}_{0}\right) & =\#\left(E_{2} \mathrm{DF}_{2 n} \backslash\left\{a_{0}, b_{1}\right\} ; b_{n}\right) \\
& =\#\left(E_{2} \mathrm{DF}_{2 n} \backslash\left\{a_{0}, b_{1}, a_{n-1}, b_{n}\right\}\right) \\
& =\#\left(E_{2} \mathrm{DF}_{2 n-4}\right)
\end{aligned}
$$

It now follows that

$$
\begin{aligned}
\#\left(\mathrm{HT}_{2 n}\right) & =\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}}\right)-\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}} ; \mathrm{b}_{\mathrm{n}}, \bar{a}_{\mathrm{o}}\right) \\
& =\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}}\right)-\#\left(\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}-4}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2}\left(J_{n+2}-1\right)-\frac{1}{2}\left(J_{n}-1\right) \quad \text { (by Theorem 2.2.4) } \\
& =\frac{1}{2}\left(2 J_{n+1}+J_{n}-1\right)-\frac{1}{2}\left(J_{n}-1\right) \\
& =J_{n+1} \cdot
\end{aligned}
$$

By way of illustration, consider the half tiara


By Theorem 2.3.1, we have $\left|L_{H_{6}}\right|=J_{4}=17$. The Hasse diagram of $\mathrm{L}_{\mathrm{HT}_{6}}$

and the corresponding de Morgan algebra is

$$
\begin{aligned}
& x: 01 a b c d e f g h i j k l m n \alpha \\
& x^{0}: 10 i k g l h j c e a f b d n m \alpha
\end{aligned}
$$

As for the fixed points, we have the following result.

Theorem 2.3.2 $\left|\operatorname{FixL}_{( }\left(\mathrm{HT}_{2 n} ; g\right)\right|= \begin{cases}J_{n / 2} & \text { if } n \text { is even, } \\ J_{(n-1) / 2} & \text { if } n \text { is odd. }\end{cases}$

Proof Observe first that $\mathrm{HT}_{2 \mathrm{n}} \backslash\left\{\mathrm{a}_{0}, \mathrm{~b}_{\mathrm{n}}\right\}$ is isomorphic to $\mathrm{DF}_{2 \mathrm{n}-2}$ and is closed under g.

If $I$ is a distinguished ideal of $\mathrm{HT}_{2 n}$ under $g$. Then $I$ must contain $a_{0}$ but not $b_{n}$. In fact, since $g^{2}=$ id so we have that $g(I)=X \backslash I$ and $g(X \backslash I)=X$. If $a_{0} \notin I$ then it gives $b_{n}=g\left(a_{0}\right) \notin g(I)=X \backslash I$ and $b_{n} \in I$ whence the contradiction $a_{0} \in I$; if $b_{n} \in I$ then it gives $a_{0}=g\left(b_{n}\right) \in g(I)=X \backslash I$ and $a_{0} \notin I$ which contradicts $b_{n} \in I$. This shows that if $I$ is a distinguished ideal of $T_{2 n}$ under $g$ then $I$ must contain $a_{0}$ but not $b_{n}$. Consequently, $I \backslash\left\{a_{0}\right\}$ is a distinguished ideal of $\mathrm{HT}_{2 n} \backslash\left\{\mathrm{a}_{0}, \mathrm{~b}_{n}\right\}$ under g , equivalently, $\mathrm{I} \backslash\left\{\mathrm{a}_{0}\right\}$ is a distinguished ideal of $\mathrm{DF}_{2 \mathrm{n}-2}$ under g .

Conversely, if J is a distinguished ideal of $\mathrm{DF}_{2 \mathrm{n}-2}$ under g , equivalently, J is a distinguished ideal of $\mathrm{HT}_{2 n} \backslash\left\{a_{0}, b_{n}\right\}$ under $g$, then $J \cup\left\{a_{0}\right\}$ is a distinguished ideal of $\mathrm{HT}_{2 \mathrm{n}}$ under g . This correspondence of distinguished ideals is clearly a bijection. So we deduce by Theorem 2.1.4 that

$$
\begin{aligned}
\left|\operatorname{FixL}_{\left(H T_{2 n} ; g\right)}\right| & =\left|\operatorname{FixL}_{\left(\mathrm{DF}_{2 n-2} ; g\right)}\right| \\
& = \begin{cases}J_{n / 2} & \text { if } n \text { is even }, \\
J_{(n-1) / 2} & \text { if } n \text { is odd. }\end{cases}
\end{aligned}
$$

### 2.4 Tiaras

Definition By a tiara we shall mean an ordered set of the form


On the $T_{2 n}$ there is clearly one dual closure $f$ with a self-dual image, namely $f=i d$. There is only one dual isomorphism on $\operatorname{Im} f=T_{2 n}$, namely that described geometrically by a rotation through $180^{\circ}$, given by

$$
g\left(a_{i}\right)=b_{n-i+1}, \quad g\left(b_{i}\right)=a_{n-i+1}
$$

Since $\mathrm{g}^{2}=\mathrm{id}$, the corresponding MS-algebra $\left(\mathrm{L}_{\mathrm{T}_{2 \mathrm{n}}} ; \mathrm{g}\right)$ is de Morgan algebra.

Theorem 2.4.1 $\quad \mathrm{L}_{\mathrm{T}_{2 \mathrm{n}}} \left\lvert\,=2 \mathrm{~J}_{\mathrm{n}}+\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}+1\right)\right.$.

Proof We obtain $\mathrm{T}_{2 \mathrm{n}}$ from $\mathrm{HT}_{2 \mathrm{n}-2}$ by adding two elements $\mathrm{b}_{1}$ and $\mathrm{a}_{\mathrm{n}}$ with relations $\mathrm{a}_{1}<\mathrm{b}_{1}, \mathrm{a}_{2}<\mathrm{b}_{1}$ and $\mathrm{a}_{\mathrm{n}}<\mathrm{b}_{\mathrm{n}-1}, \mathrm{a}_{\mathrm{n}}<\mathrm{b}_{\mathrm{n}}$. As this suggests, we can see that

$$
\#\left(T_{2 n}\right)=\#\left(H T_{2 n-2}\right)+\#\left(T_{2 n} ; b_{1}\right)+\#\left(T_{2 n} \backslash\left\{b_{n}, b_{n-1}, b_{1}, a_{n}\right\}\right)
$$

Now

$$
\begin{aligned}
\#\left(T_{2 n} ; b_{1}\right) & =\#\left(T_{2 n} \backslash\left\{b_{1}, a_{1}, a_{2}\right\}\right) \\
& =\#\left(\mathrm{DF}_{2 n} \backslash\left\{b_{1}, a_{1}, a_{2}\right\}\right) \\
& =\#\left(\mathrm{DF}_{2 n} ; b_{1}\right) \\
& =\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}+\mathrm{J}_{\mathrm{n}}\right) \quad \text { (by the Corollary } 1 \text { to Theorem 2.1.2) }
\end{aligned}
$$

and $\#\left(T_{2 n} \backslash\left\{b_{n,}, b_{n-1}, b_{1}, a_{n}\right\}\right)=\#\left(M_{2 n-4}\right)$.
By Theorem 2.3.1 and the Corollary 2 to Theorem 2.2.1 it follows that

$$
\begin{aligned}
\left|L_{T_{2 n}}\right| & =\left|L_{H T} T_{2 n-2}\right|+\#\left(\mathrm{DF}_{2 n} ; b_{1}\right)+\#\left(\mathrm{M}_{2 \mathrm{n}-4}\right) \\
& =J_{\mathrm{n}}+\frac{1}{2}\left(J_{\mathrm{n}-1}+J_{\mathrm{n}}\right)+\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}}+1\right) \\
& =2 \mathrm{~J}_{\mathrm{n}}+\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}+1\right) .
\end{aligned}
$$

By way of illustration, the tiara $T_{6}$ is


By Theorem 2.4.1 we have

$$
\left|L_{T_{6}}\right|=2 J_{3}+\frac{1}{2}\left(\mathrm{~J}_{2}+1\right)=16
$$

The underlying lattice is

and the corresponding de Morgan algebra is

$$
\begin{aligned}
& x: 01 \mathrm{abc} d \mathrm{f} \mathrm{fhijkl} \alpha \beta \\
& \mathrm{x}^{0}: 10 \mathrm{klj} \mathrm{j} \text { ghefdcab} \alpha \beta \mathrm{M}
\end{aligned}
$$

As for the fixed points, we have the following result.

Theorem 2.4.2 $\mid$ Fix $L\left(T_{2 n} ; g\right) \left\lvert\,=\left\{\begin{array}{l}\frac{1}{2}\left(J_{(n-2) / 2}+J_{n / 2}\right) \text { if } n \text { is even, } \\ \frac{1}{2}\left(J_{(n-1) / 2}+J_{(n+1) / 2}\right) \text { if } n \text { is odd. }\end{array}\right.\right.$

Proof Observe first that $T_{2 n} \backslash\left\{a_{1}, b_{n}\right\}$ is isomorphic to $E_{2} \mathrm{DF}_{2 n-2}$ and is closed under g.

Let $I$ is a distinguished ideal of $T_{2 n}$ then $I$ must contain $a_{1}$ but not $b_{n}$. In fact, if $a_{1} \notin I$ then we have $b_{n}=g\left(a_{1}\right) \in I$ whence the contradiction $a_{1} \in I$, and if $b_{n} \in I$, we have $a_{1}=g\left(b_{n}\right) \notin I$ which contradicts $b_{n} \in I$. Consequently, $\backslash\left\{a_{1}\right\}$ is a distinguished ideal of $T_{2 n} \backslash\left\{a_{1}, b_{n}\right\}$.

Conversely, if $J$ is a distinguished ideal of $T_{2 n} \backslash\left\{a_{1}, b_{n}\right\}$, then $J \cup\left\{a_{1}\right\}$ is a distinguished ideal of $\mathrm{T}_{2 \mathrm{n}}$. This correspondence of distinguished ideals is clearly a bijection, so we deduce by Theorem 2.2.5 that

$$
\begin{aligned}
\mid \text { Fix } L\left(T_{2 n} ; g\right) \mid & =\left|\operatorname{FixL}\left(\mathrm{E}_{2} \mathrm{DF}_{2 n-2} ; g\right)\right| \\
& = \begin{cases}\frac{1}{2}\left(J_{(n-2) / 2}+J_{n / 2}\right) & \text { if } n \text { is even, } \\
\frac{1}{2}\left(J_{(n-1) / 2}+J_{(n+1) / 2}\right) & \text { if } n \text { is odd. }\end{cases}
\end{aligned}
$$

### 2.5 Double crowns

Definition By a double crown we shall mean an ordered set of the form


On the double crown $\mathrm{DC}_{2 \mathrm{n}}$ there is only one dual closure f with a self-dual image, namely $f=i d$. All antitone maps $g$ on $\mathrm{DC}_{2 \mathrm{n}}$ such that $\mathrm{g}^{2} \leq \mathrm{id}$ are then such that $\mathrm{g}^{2}=$ id, and give rise to de Morgan algebras. For every value of $n$ there are the following:
(a) the horizontal reflection $g_{1}$ given by

$$
\mathrm{g}_{1}\left(\mathrm{a}_{\mathrm{i}}\right)=\mathrm{b}_{\mathrm{i}}, \quad \mathrm{~g}_{1}\left(\mathrm{~b}_{\mathrm{i}}\right)=\mathrm{a}_{\mathrm{i}}
$$

(b) the rotation $\mathrm{g}_{2}$ given by

$$
g_{2}\left(a_{i}\right)=b_{n-i+1}, \quad g_{2}\left(b_{i}\right)=a_{n-i+1} .
$$

For odd $\mathrm{n} \geq 5$ there are the only possibilities. The case $\mathrm{n}=3$ is anomalous and will be illustrated below. For n even, however, there is also
(c) the slide-refection k given by

$$
\mathrm{k}\left(\mathrm{a}_{\mathrm{i}}\right)=\mathrm{b}_{\mathrm{i}}+\frac{\mathrm{n}}{2}, \quad \mathrm{k}\left(\mathrm{~b}_{\mathrm{i}}\right)=\mathrm{a}_{\mathrm{i}}+\frac{\mathrm{n}}{2}
$$

the subscripts being reduced modulo $n$.
In the case $\mathrm{n}=2$, the slide-reflection k coincides with the rotation $\mathrm{g}_{2}$.

Theorem 2.5.1 $\quad\left|\mathrm{L}_{\mathrm{DC}_{2 \mathrm{n}}}\right|=2 \mathrm{~J}_{\mathrm{n}}+1$.

Proof We obtain $D C_{2 n}$ from $T_{2 n}$ by linking $a_{n}$ with $b_{1}$. Consider first the effect of adding to $\mathrm{T}_{2 \mathrm{n}}$ the link $\mathrm{a}_{\mathrm{n}}-\mathrm{b}_{1}$. Clearly, this reduces the number of ideals. More
precisely, in so doing we suppress all the ideals of $T_{2 n}$ that contain $b_{1}$ but not $a_{n}$. So we have

$$
\mathrm{L}_{\mathrm{DC}_{2 \mathrm{n}}}\left|=\left|\mathrm{L}_{\mathrm{T}_{2 \mathrm{n}}}\right|-\#\left(\mathrm{~T}_{2 \mathrm{n}} ; \overline{\mathrm{a}}_{\mathrm{n}}, \mathrm{~b}_{1}\right)\right.
$$

Since

$$
\begin{aligned}
\#\left(T_{2 n} ; \ddot{a}_{n}, b_{1}\right) & =\#\left(T_{2 n} \backslash\left\{b_{n-1}, b_{n}, a_{n}\right\}, b_{1}\right) \\
& =\#\left(T_{2 n} \backslash\left\{a_{1}, a_{2}, a_{n}, b_{1}, b_{n-1}, b_{n}\right\}\right)
\end{aligned}
$$

and since all the ideals of $\mathrm{T}_{2 \mathrm{n}} \backslash\left\{\mathrm{a}_{1}, \mathrm{a}_{2}, \mathrm{a}_{\mathrm{n}}, \mathrm{b}_{1}, \mathrm{~b}_{\mathrm{n}-1}, \mathrm{~b}_{\mathrm{n}}\right\}$ are equivalent to all the ideals of $\mathrm{E}_{2} \mathrm{DF}_{2 \mathrm{n}-6}$. It follows, from Theorem 2.4.1 and Theorem 2.2.4, therefore, that

$$
\begin{aligned}
\mathrm{LL}_{\mathrm{DC}_{2 n}} \mid & =\left|\mathrm{L}_{\mathrm{T}_{2 \mathrm{n}}}\right|-\#\left(\mathrm{~T}_{2 \mathrm{n}} ; \bar{a}_{\mathrm{n}}, \mathrm{~b}_{1}\right) \\
& =\left|\mathrm{L}_{2 \mathrm{~T}}\right|-\left|L_{E_{2}} \mathrm{DF}_{2 \mathrm{n}-6}\right| \\
& =2 \mathrm{~J}_{\mathrm{n}}+\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}+1\right)-\frac{1}{2}\left(\mathrm{~J}_{\mathrm{n}-1}-1\right) \\
& =2 \mathrm{~J}_{\mathrm{n}}+1 . \diamond
\end{aligned}
$$

By way of illustration, consider the double crown $\mathrm{DC}_{6}$ :


Since, by symmetry, we can independently permute the $a_{i}$ and the $b_{i}$ to obtain the same diagram, there are six antitone mappings g on $\mathrm{DC}_{6}$ such that $\mathrm{g}^{2}=\mathrm{id}$. All of those produce Kleene algebras that are isomorphic. By Theorem 2.5 .1 we have

$$
\mathrm{L}_{\mathrm{DC}_{6}} \mathrm{I}=2 \mathrm{~J}_{3}+1=15
$$

the underlying lattice being


The six (isomorphic) Kleene algebras are described as follows:

> 01abcdefghijkl $\alpha$
> $10 \mathrm{ikglh} \mathrm{jc} \mathrm{e} \mathrm{afb} \mathrm{d} \alpha$
> 10 il hkgjecafdba
> 10 ki g 1 j hc f bead $\alpha$
> $101 \mathrm{i} \mathrm{hkj} \mathrm{g} \mathrm{fc} \mathrm{beda} \alpha$
> 10 kl j ighefdeaba
> $10 \mathrm{lkj} \mathrm{ihg} \mathrm{fedcba} \alpha$

Theorem 2.5.2 $\left|\operatorname{FixL}\left(\mathrm{DC}_{2 \mathrm{n}} ; \mathrm{g}_{1}\right)\right|=1$.

Proof Similar to the proof of Theorem 2.1.3 we have that, under the mapping $\mathrm{g}_{1}$, the only distinguished ideal of $\mathrm{DC}_{2 n}$ is

$$
I=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} .
$$



Proof Observe first that $\mathrm{DC}_{2 n} \backslash\left\{\mathrm{a}_{1}, \mathrm{a}_{\mathrm{n}}, \mathrm{b}_{1}, \mathrm{~b}_{\mathrm{n}}\right\}$ is isomorphic to $\mathrm{DF}_{2 \mathrm{n}-4}$ and is closed under $g_{2}$.

If $I$ is distinguished ideal of $D C_{2 n}$ then $I$ must contain $a_{1}$ and $a_{n}$ but neither $b_{1}$ nor $b_{n}$. Consequently, $I \backslash\left\{a_{1}, a_{n}\right\}$ is a distinguished ideal of $\operatorname{DC}_{2 n} \backslash\left\{a_{1}, a_{n}, b_{1}, b_{n}\right\}$.

Conversely, if $J$ is a distinguished ideal of $D C_{2 n} \backslash\left\{a_{1}, a_{n}, b_{1}, b_{n}\right\}$ then $J \cup\left\{a_{1}, a_{n}\right\}$ is a distinguished ideal of $\mathrm{DC}_{2 \mathrm{n}}$. Now this correspondence between the distinguished ideals of $\mathrm{DC}_{2 \mathrm{n}}$ and those of $\mathrm{DC}_{2 \mathrm{n}} \backslash\left\{\mathrm{a}_{1}, \mathrm{a}_{\mathrm{n}}, \mathrm{b}_{1}, \mathrm{~b}_{\mathrm{n}}\right\}$ is clearly a bijection, so we deduce by Theorem 2.1.4 that

$$
\begin{aligned}
\left.\mid \operatorname{FixL}_{\left(D C_{2 n} ;\right.} ; \mathrm{g}_{2}\right) \mid & =\mid \operatorname{FixL}_{\left(\mathrm{DC}_{2 n} \backslash\left\{a_{1}, a_{n}, b_{1}, b_{n}\right\} ; g_{2}\right) \mid} \\
& =\left|\operatorname{FixL}_{\left(\mathrm{DF}_{2(n-2)} ; \mathrm{g}_{2}\right) \mid}\right| \\
& = \begin{cases}J_{(n-2) / 2} & \text { if } n \text { is even, } \\
J_{(n-1) / 2} & \text { if } n \text { is odd. }\end{cases}
\end{aligned}
$$

We now determine the number of fixed points of $\mathrm{L}_{\left(\mathrm{DC}_{2 n} ; \mathrm{k}\right)}$.

Theorem 2.5.4 For $n$ even, $\mid$ Fix $L\left(\mathrm{DC}_{2 n} ; k\right) \mid=2 J_{n / 2}-1$.

Proof Consider the subsets $\mathrm{A}, \mathrm{B}$ of $\mathrm{DC}_{2 \mathrm{n}}$ given by

B :
$\mathrm{b}_{\mathrm{n} / 2+1}$
$a_{n / 2+1}$


Observe that $\mathrm{B}=\mathrm{k}(\mathrm{A})=\mathrm{DC}_{2 \mathrm{n}} \backslash \mathrm{A}$. For every ideal I of A let $\mathrm{I} *=\mathrm{B} \backslash \mathrm{k}(\mathrm{I})$. Note that if $J$ is a distinguished ideal of $\mathrm{DC}_{2 n}$, then

$$
\mathrm{b}_{1} \in \mathrm{~J} \Rightarrow \mathrm{a}_{\mathrm{n} / 2+1}=\mathrm{k}\left(\mathrm{~b}_{1}\right) \notin \mathrm{J} \Rightarrow \mathrm{~b}_{\mathrm{n} / 2} \notin \mathrm{~J} .
$$

Arguing as in the proof of Theorem 2.1.4 we can show, using the geometric nature of k , that a subset J of $\mathrm{DC}_{2 n}$ is a distinguished ideal under k if and only if it is of the $\mathrm{I} \cup$ I* where $I$ is an ideal of A that does not contain both $b_{1}$ and $b_{n / 2}$, and $I *$ does not contain both $b_{n / 2+1}$ and $b_{n}$. The latter condition is equivalent to $a_{1} \in I$ and $a_{n / 2} \in I$. It follows that the number of fixed points of $\mathrm{L}_{\left(\mathrm{DC}_{2 n} ; k\right)}$ is

$$
\mathrm{t}=\#\left(\mathrm{DF}_{\mathrm{n}}\right)-\#\left(\mathrm{DF}_{\mathrm{n}} ; \mathrm{b}_{1}, \mathrm{~b}_{\mathrm{n} / 2}\right)-\#\left(\mathrm{DF}_{\mathrm{n}} ; \bar{a}_{1} ; \bar{a}_{\mathrm{n} / 2}\right)
$$

Using Theorem 2.1.2, the Corollaries 1, 2 of Theorem 2.2.1, we deduce that

$$
\begin{aligned}
t & =\#\left(D F_{n}\right)-\#\left(D F_{n} ; b_{1}, b_{n / 2}\right)-\#\left(D F_{n} ; \bar{a}_{1} ; a_{n / 2}\right) \\
& =\#\left(D F_{n}\right)-\#\left(D F_{n} ; b_{1}, b_{n / 2}\right)-\#\left(M_{2(n / 2-3)}\right) \\
& =J_{n / 2+1}-\frac{1}{2}\left(J_{n / 2-1}+1\right)-\frac{1}{2}\left(J_{n / 2-1}+1\right) \\
& =J_{n / 2+1}-J_{n / 2-1}-1 \\
& =2 J_{n / 2}-1 .
\end{aligned}
$$

### 2.6 Tall double fences

We shall consider only one $X$ whose height is greater than 1 . This will suffice to illustrate the increasing complexity of the combinatorial arguments required. The X that we choose for this involves another sequence also defined recursively by a second order difference equation, namely the sequence $\left(r_{n}\right)_{n \geq 0}$ given by

$$
r_{0}=1, r_{1}=2,(\forall n \geq 2) r_{n}=3 r_{n-1}-r_{n-2}
$$

Definition By a tall double fence we shall mean an ordered set of the form


We first determine the size of $\mid \mathrm{LTDF}_{3 n} \mathrm{l}$.

Theorem 2.6.1 $\quad \mid L_{T D F}^{3 n} 1=2 r_{n}$.

Proof We show first that $\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}\right)=\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{\mathrm{n}}\right)$.
Observe that

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}\right) & =\#\left(\mathrm{TDF}_{3 n-3}\right)-\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{\mathrm{n}}\right) \\
& =\#\left(\mathrm{TDF}_{3 n-3}\right)-\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{c}_{\mathrm{n}-1}\right) ; \\
\#\left(\mathrm{TDF}_{3 \mathrm{n}} ; \mathrm{c}_{\mathrm{n}}\right) & =\#\left(\mathrm{TDF}_{3 n-3}\right)-\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \dot{\mathrm{b}}_{\mathrm{n}-1}, \tilde{c}_{\mathrm{n}-1}\right)
\end{aligned}
$$

$$
=\#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \overline{\mathrm{c}}_{\mathrm{n}-1}\right)
$$

So

$$
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}\right)-\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{\mathrm{n}}\right)=\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}-1}\right)-\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{\mathrm{n}-1}\right)
$$

Continuing this recursion, we obtain

$$
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}\right)-\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{n}\right)=\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{2}\right)-\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{2}\right)
$$

A direct computation gives that

$$
\#\left(\mathrm{TDF}_{6} ; \mathrm{c}_{2}\right)=\#\left(\mathrm{TDF}_{6} ; \mathrm{c}_{2}\right)=5
$$

So we obtain

$$
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}\right)=\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{\mathrm{n}}\right)
$$

Observe now that

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{\mathrm{n}}\right) & =\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{c}_{\mathrm{n}-1}\right) \\
& =\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{c}_{\mathrm{n}-1}, \overline{\mathrm{~b}}_{\mathrm{n}-1}\right) .
\end{aligned}
$$

and $\#\left(\mathrm{TDF}_{3 n} ; \overline{\mathrm{b}}_{\mathrm{n}}\right)=\#\left(\mathrm{TDF}_{3 n} ; \overline{\mathrm{b}}_{\mathrm{n}}, \mathrm{c}_{\mathrm{n}}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}} ; \overline{\mathrm{c}}_{\mathrm{n}}\right)$

$$
\begin{aligned}
= & {\left[\#\left(\mathrm{TDF}_{3 n-3}\right)-\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{b}_{\mathrm{n}-1}\right)\right]+} \\
& {\left[\#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}} ; \mathrm{c}_{\mathrm{n}-1}\right)\right] } \\
= & 2 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-2 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \overline{\mathrm{c}}_{\mathrm{n}-1}\right) .
\end{aligned}
$$

Then we have

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 \mathrm{n}}\right)= & \#\left(\mathrm{TDF}_{3 \mathrm{n}} ; \mathrm{b}_{\mathrm{n}}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}} ; \overline{\mathrm{b}}_{\mathrm{n}}\right) \\
= & 2 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{c}_{\mathrm{n}-1}, \overline{\mathrm{~b}}_{\mathrm{n}-1}\right)+ \\
& \#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \overline{\mathrm{c}}_{\mathrm{n}-1}\right)
\end{aligned}
$$

Now

$$
\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \overline{\mathrm{b}}_{\mathrm{n}-1}\right)=\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{c}_{\mathrm{n}-1}, \overline{\mathrm{~b}}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \overline{\mathrm{c}}_{\mathrm{n}-1}\right),
$$

so

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 n}\right) & =2 \#\left(\mathrm{TDF}_{3 n-3}\right)-\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 n-3} ; \bar{b}_{\mathrm{n}-1}\right) \\
& =2 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{b}_{\mathrm{n}-1}\right)+\left[\#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{b}_{\mathrm{n}-1}\right)\right] \\
& =3 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-2 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{b}_{\mathrm{n}-1}\right)
\end{aligned}
$$

Since

$$
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{\mathrm{n}}\right)=\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{c}_{\mathrm{n}-1}\right),
$$

we have

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right) & =\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{c}_{\mathrm{n}-1}\right)+\#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \overline{\mathrm{c}}_{\mathrm{n}-1}\right) \\
& =2 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3} ; \mathrm{c}_{\mathrm{n}-1}\right) \\
& =2 \#\left(\mathrm{TDF}_{3 \mathrm{n}} ; \mathrm{b}_{\mathrm{n}}\right)
\end{aligned}
$$

We therefore have

$$
\#\left(\mathrm{TDF}_{3 n}\right)=3 \#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-\#\left(\mathrm{TDF}_{3 \mathrm{n}-6}\right) .
$$

If now we let $r_{n}=\frac{1}{2} \#\left(\mathrm{TDF}_{3 n}\right)$, then we obtain $r_{n}=3 r_{n-1}-r_{n-2}$ with $r_{0}=1, r_{1}=$ $\frac{1}{2} \#\left(\mathrm{TDF}_{3}\right)=2$ and $\#\left(\mathrm{TDF}_{3 n}\right)=2 \mathrm{r}_{\mathrm{n}}$. $\quad \diamond$

Corollary 1 \# $\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{\mathrm{n}}\right)=\mathrm{r}_{\mathrm{n}-1} . \quad \diamond$

Corollary 2 \# $\left(\mathrm{TDF}_{3 n} ; \mathrm{a}_{n,} \bar{b}_{n}\right)=2\left(r_{n}-r_{n-1}\right)$.

Proof Note first that

$$
\#\left(\operatorname{TDF}_{3 n} ; a_{n}, \bar{b}_{n}\right)=\#\left(\operatorname{TDF}_{3 n} ; c_{n}, \bar{b}_{n}\right)+\#\left(\operatorname{TDF}_{3 n} ; a_{n}, \bar{c}_{n}\right) .
$$

Now

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 n}\right) & =\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{\mathrm{n}}\right)+\#\left(\mathrm{TDF}_{3 n} ; \dot{\mathrm{b}}_{n}\right) \\
& =\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{\mathrm{n}}\right)+\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}, \overline{\mathrm{~b}}_{\mathrm{n}}\right)+\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{\mathrm{n}}\right),
\end{aligned}
$$

so

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}} \overline{\mathrm{~b}}_{\mathrm{n}}\right) & =\#\left(\mathrm{TDF}_{3 n}\right)-\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{n}\right)-\#\left(\mathrm{TDF}_{3 n} ; \bar{c}_{\mathrm{n}}\right) \\
& =\#\left(\mathrm{TDF}_{3 n}\right)-\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{n}\right)-\#\left(\mathrm{TDF}_{3 n} ; \mathrm{a}_{\mathrm{n}}, \bar{c}_{\mathrm{n}}\right)-\#\left(\mathrm{TDF}_{3 n} ; \bar{a}_{\mathrm{n}}, \bar{c}_{n}\right) .
\end{aligned}
$$

But

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 n} ; \bar{a}_{n,} \overline{\mathrm{c}}_{\mathrm{n}}\right) & =\#\left(\mathrm{TDF}_{3 n} ; \overline{\mathrm{a}}_{\mathrm{n}}\right) \\
& =\#\left(\mathrm{TDF}_{3 n-3}\right)-\#\left(\mathrm{TDF}_{3 n-3} ; \mathrm{c}_{\mathrm{n}-1}\right) \\
& =\#\left(\mathrm{TDF}_{3 \mathrm{n}-3}\right)-\#\left(\mathrm{TDF}_{3 n} ; \mathrm{b}_{\mathrm{n}}\right) .
\end{aligned}
$$

So

$$
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}, \bar{b}_{n}\right)=\#\left(\mathrm{TDF}_{3 n}\right)-\#\left(\mathrm{TDF}_{3 n-3}\right)-\#\left(\mathrm{TDF}_{3 n} ; \mathrm{a}_{\mathrm{n}}, \overline{\mathrm{c}}_{\mathrm{n}}\right) .
$$

It follows that

$$
\begin{aligned}
\#\left(\mathrm{TDF}_{3 n} ; \mathrm{a}_{\mathrm{n},} \overline{\mathrm{~b}}_{\mathrm{n}}\right) & =\#\left(\mathrm{TDF}_{3 n} ; \mathrm{c}_{\mathrm{n}}, \overline{\mathrm{~b}}_{\mathrm{n}}\right)+\#\left(\mathrm{TDF}_{3 n} ; \mathrm{a}_{\mathrm{n}}, \overline{\mathrm{c}}_{\mathrm{n}}\right) \\
& =\#\left(\mathrm{TDF}_{3 n}\right)-\#\left(\mathrm{TDF}_{3 n-3}\right) \\
& =2\left(\mathrm{r}_{\mathrm{n}}-\mathrm{r}_{\mathrm{n}-1}\right) .
\end{aligned}
$$

By way of illustration, consider the tall double fence


By Theorem 2.6.1 we have $\left|L_{T D F}^{9}\right|=2 r_{3}=26$. The Hasse diagram of $\mathrm{LTDF}_{9}$ is

where $\mathrm{a}=\left(\mathrm{a}_{1}\right)^{\downarrow}, \mathrm{b}=\left(\mathrm{a}_{2}\right)^{\downarrow}, \mathrm{c}=\left(\mathrm{a}_{3}\right)^{\downarrow}, \mathrm{g}=\left(\mathrm{c}_{1}\right)^{\downarrow}, \mathrm{i}=\left(\mathrm{c}_{3}\right)^{\downarrow}, \mathrm{k}=\left(\mathrm{c}_{2}\right)^{\downarrow}, \mathrm{q}=\left(\mathrm{b}_{1}\right)^{\downarrow}$, $\mathrm{s}=\left(\mathrm{b}_{3}\right)^{\downarrow}, \mathrm{u}=\left(\mathrm{b}_{2}\right)^{\downarrow}$.

On $\mathrm{TDF}_{3 n}$ there is clearly only one dual closure $f$ with a self-dual image, namely $f=$ id. It is readily seen by [13, Theorem 1.1] that, all antitone mappings $g$ on $\operatorname{Im} f$ with $\mathrm{g}^{2} \leq \mathrm{id}$ are such that $\mathrm{g}^{2}=\mathrm{id}$, and so all corresponding MS-algebras are de Morgan algebras. There are only two such mappings, namely g and k given by

$$
\begin{array}{lll}
g\left(a_{i}\right)=b_{n-i+1}, & g\left(b_{i}\right)=a_{n-i+1}, & g\left(c_{i}\right)=c_{n-i+1} ; \\
k\left(a_{i}\right)=b_{i}, & k\left(b_{i}\right)=a_{i}, & k\left(c_{i}\right)=c_{i} .
\end{array}
$$

These can be considered as, respectively, a reflection in the horizontal and a rotation through $180^{\circ}$.

As far as k is concerned, every $\mathrm{c}_{\mathrm{i}}$ is fixed by k , by Theorem 1.6 of Chapter 1 , the corresponding MS-algebra $\mathrm{L}_{\left(\mathrm{TDF}_{3 n} ; k\right)}$ is fixed point free, and it is a Kleene algebra. To see this, it suffices to observe that, for every $x \in X, k^{2}(x)=x$ and $x$ is comparable with $\mathrm{k}(\mathrm{x})$ [Chapter 1, Theorem 1.7].

As for g , there are two cases to be considered:
(a) Consider first the case when n is odd. In this case, the element $\mathrm{c}_{(\mathrm{n}+1) / 2}$ is a fixed point of g. By Theorem 1.6 of Chapter 1, the corresponding MS-algebra is fixed point free. If $\mathrm{n} \neq 1$ then we can see from Theorem 1.7 of Chapter 1 , that $\mathrm{L}_{\left(\mathrm{TDF}_{3 n} ; \mathrm{g}\right)}$ is not a Kleene algebra, since $g\left(c_{1}\right)=c_{n} \| c_{1}=g^{2}\left(c_{1}\right)$.
(b) Consider now the case when n is even. In this case g has no fixed points, so $\mathrm{L}_{\left(\mathrm{TDF}_{3 n} ; \mathrm{g}\right)}$ has fixed points. In the following result we shall see that $\mathrm{L}_{\left(\mathrm{TDF}_{3 n} ;\right.}$ g) has more than one fixed point, and therefore belongs properly to $\mathbf{M}$.

Theorem 2.6.2 If $n$ is even, then $\mid$ Fix $L\left(\mathrm{TDF}_{3 n} ; g\right) \mid=2\left(r_{n / 2}-r_{n / 2-1}\right)$.

Proof Since $g$ can be regarded as a rotation through $180^{\circ}$, the fixed points of $L_{x}$ are those ideals of X which contain half of the $\mathrm{c}_{\mathrm{i}}$ and have a 'skew-symmetric profile'. To be more explicit, consider the subset A of $\mathrm{TDF}_{3 \mathrm{n}}$ described by
$\mathrm{A}=\mathrm{TDF}_{3 \mathrm{n} / 2}:$



Let $\mathrm{A}^{\prime}=\mathrm{TDF}_{3 \mathrm{n}} \backslash \mathrm{A}$, and for every ideal I of A , let $\mathrm{I} *=\mathrm{A}^{\prime} \backslash \mathrm{g}(\mathrm{I})$. Note that if J is a distinguished ideal of $\mathrm{TDF}_{3 n}$ under $g$ then

$$
\mathrm{a}_{\mathrm{n} / 2} \in \mathrm{~J} \text { and } \mathrm{b}_{\mathrm{n} / 2} \notin \mathrm{~J} .
$$

Arguing as in the proof of Theorem 2.1.4 we can show, using the geometric nature of g , that a subset J of $\mathrm{TDF}_{3 \mathrm{n}}$ is a distinguished ideal under g if and only if it is of the form $I \cup I *$ where $I$ is an ideal of $A$ which contains $a_{n / 2}$ and does not $b_{n / 2}$. It follows that the number of fixed points of $\mathrm{TDF}_{3 n}$ (when n is even) is precisely the number of ideals of $A$ that contain $a_{n / 2}$ but not $b_{n / 2}$. By Corollary 2 to Theorem 2.6.1, this is $\left.2\left(r_{n / 2}-r_{n / 2}-1\right) . \quad\right\rangle$

## CHAPTER 3

## CONGRUENCE LATTICES

In this chapter we shall describe some properties of congruence lattices of Ockham algebras. Our discussion here is based on the relations $\Phi_{i}(i=0,1,2, \ldots)$ on an Ockham algebra (L; f) which are defined by

$$
(\mathrm{x}, \mathrm{y}) \in \Phi_{\mathrm{i}} \Leftrightarrow \mathrm{f}^{\mathrm{j}}(\mathrm{x})=\mathrm{f}^{\mathrm{i}}(\mathrm{y}) .
$$

It is clear that, for each $\mathrm{i}, \Phi_{\mathrm{i}} \in \operatorname{Con} \mathrm{L}$ and $\Phi_{i} \leq \Phi_{i+1}$. Note that $\Phi_{0}=\omega$. Since Con $L$ is a complete distributive lattice, $V_{i \geq 0} \Phi_{i} \in$ Con $L$. We denote this congruence by $\Phi_{\omega}$.

Theorem 3.1 If $(L ; f)$ is an Ockham algebra then $(x, y) \in \Phi_{\omega}$ if and only if $f^{n}(x)=$ $f^{n}(y)$ for some positive integer $n$ (depending on $x$ and $y$ ). Moreover, if $L$ is non-trivial then $\Phi_{\omega}<\mathbf{l}$.

Proof If $(x, y) \in \Phi_{\omega}$ then there exist elements $t_{0}, \ldots, t_{k}$ and congruences $\Phi_{i_{1}}, \ldots$, $\Phi_{\mathrm{i}_{\mathrm{k}}}$ such that

$$
\mathrm{x}=\mathrm{t}_{0} \Phi_{\mathrm{i}_{1}} \mathrm{t}_{1} \Phi_{\mathrm{i}_{2}} \mathrm{t}_{2} \ldots \mathrm{t}_{\mathrm{k}-1} \Phi_{\mathrm{i}_{\mathrm{k}}} \mathrm{t}_{\mathrm{k}}=\mathrm{y}
$$

Denote the greatest of these $\Phi_{i}$ by $\Phi_{n}$, i.e., $\Phi_{n}=V_{j=1}^{k} \Phi_{i_{j}}$.
Then we have $x \Phi_{n} y$, i.e., $f^{n}(x)=f^{n}(y)$.
Conversely, if $f^{n}(x)=f^{n}(y)$ then clearly $(x, y) \in \Phi_{\omega}$. Finally, if $L$ is non-trivial then, since $f^{n}(0) \neq f^{n}(1)$, for all $n$ we have $\Phi_{\omega} \neq 1$. $\diamond$

If an Ockham algebra ( $L ; f$ ) belongs to a Berman class then there is a smallest Berman class to which it belongs. We denote this by $\mathbf{B}(\mathrm{L})$.

Theorem 3.2 If $(L ; f) \in K_{p, q}$ with $\mathbf{B}(L)=K_{p, q}$. Then

$$
\Phi_{0}=\omega<\Phi_{1}<\Phi_{2}<\ldots<\Phi_{\mathrm{q}}=\Phi_{\mathrm{q}+1}=\ldots=\Phi_{\omega}
$$

and Con L has length at least $\mathrm{q}+1$.

Proof Observe that

$$
\begin{aligned}
(x, y) \in \Phi_{q+1} & \Leftrightarrow f^{q+1}(x)=f^{q+1}(y) \\
& \Leftrightarrow f^{q}(x)=f^{2 p-1}\left[f^{q+1}(x)\right]=f^{2 p-1}\left[f^{q+1}(y)\right]=f^{q}(y) \\
& \Leftrightarrow(x, y) \in \Phi_{q} .
\end{aligned}
$$

It follows that $\Phi_{q}=\Phi_{q+1}$. If now $(x, y) \in \Phi_{q+r}$ where $r \geq 1$ then $f^{q+r}(x)=f^{q+r}(y)$ gives

$$
\left(f^{r-1}(x), f^{r-1}(y)\right) \in \Phi_{q+1}=\Phi_{q}
$$

and so $\mathrm{f}^{\mathrm{q}+\mathrm{r}-1}(\mathrm{x})=\mathrm{f}^{\mathrm{q}+\mathrm{r}-1}(\mathrm{y})$, i.e., $(\mathrm{x}, \mathrm{y}) \in \Phi_{\mathrm{q}+\mathrm{r}-1}$. Thus we see that $\Phi_{\mathrm{q}}=\Phi_{\mathrm{q}+1}=\ldots$
Consequently,

$$
\Phi_{\omega}=V_{\mathrm{i} \geq 0} \Phi_{\mathrm{i}}=\Phi_{\mathrm{q}} .
$$

Suppose now, by way of obtaining a contradiction, that for some $n$ with $1<n \leq q$ we have $\Phi_{\mathrm{n}-1}=\Phi_{\mathrm{n}}$.

For $x, y \in L$, if $(x, y) \in \Phi_{n+1}$, then $f^{n+1}(x)=f^{n+1}(y)$ and so $(f(x), f(y)) \in \Phi_{n}=$ $\Phi_{\mathrm{n}-1}$. So we have $\Phi_{\mathrm{n}+1}=\Phi_{\mathrm{n}}$ and continuing with this process we obtain

$$
\text { (*) } \quad \Phi_{\mathrm{n}-1}=\Phi_{\mathrm{n}}=\ldots=\Phi_{\mathrm{q}}=\Phi_{\mathrm{q}+1}=\ldots
$$

But, $\mathrm{L} \notin \mathbf{K}_{\mathrm{p}, \mathrm{q}-1}$ and so there exists $\mathrm{x} \in \mathrm{L}$ such that

$$
\mathrm{f}^{\mathrm{q}-1}(\mathrm{x}) \neq \mathrm{f}^{2 \mathrm{p}+\mathrm{q}-1}(\mathrm{x})
$$

So $\left(\mathrm{x}, \mathrm{f}^{2 \mathrm{p}}(\mathrm{x})\right) \notin \Phi_{\mathrm{q}-1}$. But $\mathrm{f}^{\mathrm{q}}(\mathrm{x})=\mathrm{f}^{2 \mathrm{p}+\mathrm{q}}(\mathrm{x})$, i.e., $\left(\mathrm{x}, \mathrm{f}^{2 \mathrm{p}}(\mathrm{x})\right) \in \Phi_{\mathrm{q}}$ whence $\Phi_{\mathrm{q}-1}<\Phi_{\mathrm{q}}$ which contradicts (*). This then completes the proof of the theorem. $\rangle$

Corollary For an Ockham algebra ( $L$; f ), the following statements are equivalent:
(1) $(\forall \mathrm{i} \geq 1) \quad \Phi_{\mathrm{i}}=\omega$;
(2) $\Phi_{1}=\omega$;
(3) f is injective.

Moreover, if ( $L ; f$ ) belongs to some Berman class $K_{p, q}$, then each of the above is equivalent to $(L ; f) \in K_{p, 0}$.

Proof The equivalence of (1), (2), (3) is clear. As for the final statement, suppose that for every $x \in L$, we have $f^{2 p+q}(x)=f^{q}(x)$. Then, by (3), we have $f^{2 p+q-1}(x)=$
$f^{q-1}(x)$, and so on, whence eventually, $f^{2 p}(x)=x$, and then $L \in K_{p, 0}$. Conversely, suppose that $(L ; f) \in K_{p, 0}$ and that $\Phi_{1} \neq \omega$. Then there exist $x, y \in L$ such that $x \neq y$ and $f(x)=f(y)$. This implies that $f^{2 p}(x)=f^{2 p}(y)$, and hence the contradiction $x=y$. $\diamond$

Note that the hypothesis that L belongs to a Berman class is necessary in the above. As the following example shows, it is possible in general for $f$ to be injective with $\mathrm{L} \notin \mathbf{K}_{\mathrm{p}, 0}$ for any p .

Example 3.1 Let L be the infinite chain

$$
0<x_{1}<x_{3}<x_{2 n+1}<\ldots<x_{2 n}<\ldots<x_{2}<x_{0}<1 .
$$

Define f by

$$
f(0)=1, f(1)=0, \quad(i=0,1,2, \ldots) f\left(x_{i}\right)=x_{i+1}
$$

Then ( $L$; $f$ ) is an Ockham algebra on which $f$ is injective. For all $m \neq n$ and all $i$ we have $\mathrm{f}^{\mathrm{m}}\left(\mathrm{x}_{\mathrm{i}}\right) \neq \mathrm{f}^{\mathrm{n}}\left(\mathrm{x}_{\mathrm{i}}\right)$ and so L does not belong to any Berman class.

For every Ockham algebra ( $L$; $f$ ) it is clear that

$$
\{0,1\} \leq \ldots \leq \mathrm{f}^{\mathrm{i}+1}(\mathrm{~L}) \leq \mathrm{f}^{\mathrm{i}}(\mathrm{~L}) \leq \ldots \leq \mathrm{f}(\mathrm{~L}) \leq \mathrm{f}^{0}(\mathrm{~L})=\mathrm{L}
$$

where in this context $\leq$ means ' is a subalgebra of '. It is easy to verify that there are Ockham algebra isomorphisms $L / \Phi_{i} \simeq f^{i}(L)$ when $i$ is even, and $L / \Phi_{i} \simeq\left(f^{i}(L)\right)^{d}$ when i is odd. Moreover, the following result is clear.

Theorem 3.3 If $(L ; f) \in K_{p, q}$, then, for $n \leq q, L / \Phi_{n} \in K_{p, q-n} . \quad \diamond$

Theorem 3.4 Let ( $L$; f ) belong to a Berman class. If $\mathbf{B}(L)=\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ then we have the mutually equivalent chains

$$
\begin{aligned}
& \text { (1) } \mathrm{L} \supset \mathrm{f}(\mathrm{~L}) \supset \mathrm{f}^{2}(\mathrm{~L}) \supset \ldots \supset \mathrm{f}^{\mathrm{q}}(\mathrm{~L})=\mathrm{f}^{\mathrm{q}+1}(\mathrm{~L})=\ldots ; \\
& \text { (2) } \Phi_{0}<\Phi_{1}<\ldots<\Phi_{\mathrm{q}}=\Phi_{\mathrm{q}+1}=\ldots .
\end{aligned}
$$

Conversely, each of these chains implies that $\mathbf{B}(\mathrm{L})=\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ for some $\mathrm{p} \geq 1$.

Proof From $f^{q}(x)=f^{2 p+q}(x)=f^{q+1}\left[f^{2 p-1}(x)\right] \in f^{q+1}(L)$ it follows that $f^{q}(L) \subseteq$ $f^{q+1}(L)$, whence we have

$$
\mathrm{f}^{\mathrm{q}}(\mathrm{~L})=\mathrm{f}^{\mathrm{q}+1}(\mathrm{~L})=\ldots .
$$

Suppose now, by way of obtaining a contradiction, that for some $\mathrm{n}<\mathrm{q}$ we have $\mathrm{f}^{\mathrm{n}-1}(\mathrm{~L})=\mathrm{f}^{\mathrm{n}}(\mathrm{L})$. Then

$$
\mathrm{f}^{\mathrm{q}}(\mathrm{~L})=\mathrm{f}^{\mathrm{q}-\mathrm{n}}\left[\mathrm{f}^{\mathrm{n}}(\mathrm{~L})\right]=\mathrm{f}^{\mathrm{q}-\mathrm{n}}\left[\mathrm{f}^{\mathrm{n}-1}(\mathrm{~L})\right]=\mathrm{f}^{\mathrm{q}-1}(\mathrm{~L}) .
$$

But since $B(L)=K_{p, q}$ we have $L \notin K_{p, q-1}$ and so there exists $x \in L$ such that $\mathrm{f}^{\mathrm{q}-1}(\mathrm{x})$ $\neq f^{2 p+q-1}(x)$. Now $f^{q-1}(x) \in f^{q-1}(L)=f^{q}(L)$ gives $f^{q-1}(x)=f^{q}(y)$ for some $y \in L$, whence $f^{q}(y)=f^{q-1}(x) \neq f^{2 p+q-1}(x)=f^{2 p+q}(y)$; and this contradicts the fact that $L$ $\in \mathbf{K}_{\mathrm{p}, \mathrm{q}}$. This then establishes the chain (1). The other chain is obtained immediately from Theorem 3.2.

For the converse, suppose that $\mathbf{B}(\mathrm{L})=\mathbf{K}_{\mathrm{p}, \mathrm{n}}$. If $\mathrm{n}>\mathrm{q}$ then from the chain (1) we have $\mathrm{f}^{\mathrm{n}}(\mathrm{L})=\mathrm{f}^{\mathrm{n}+1}(\mathrm{~L})$; and if $\mathrm{n}<\mathrm{q}$ we have $\mathrm{f}^{\mathrm{n}-1}(\mathrm{~L}) \supset \mathrm{f}^{\mathrm{n}}(\mathrm{L})$. Thus we require $\mathrm{n}=\mathrm{q}$. $\diamond$

Corollary If $\mathbf{B}(\mathrm{L})=\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ then $\mathbf{B}\left(\mathrm{f}^{\mathrm{i}}(\mathrm{L})\right)=\mathbf{K}_{\mathrm{p}, \mathrm{q}-\mathrm{i}} . \quad \diamond$

We now turn our attention to the congruence lattices of an Ockham algebra ( $L ; f$ ). We first establish the following results. In what follows we shall use the symbol $<$ to mean ' is covered by ' .

Theorem 3.5 Let $(L ; f)$ be an Ockham algebra. If $a, b \in L$ are such that $a<b$ and $f(a)=f(b)$, then $\theta(a, b) \in$ Con $L$ has a complement in $\left[\omega, \Phi_{1}\right]$.

Proof By Theorem 1.9 of Chapter 1 we have

$$
\theta(\mathrm{a}, \mathrm{~b})=\mathrm{V}_{\mathrm{n} \geq 0} \theta_{\mathrm{lat}}\left(\mathrm{f}^{\mathrm{n}}(\mathrm{a}), \mathrm{f}^{\mathrm{n}}(\mathrm{~b})\right) .
$$

It follows that $\theta(\mathrm{a}, \mathrm{b})=\theta_{\text {lat }}(\mathrm{a}, \mathrm{b}) \in \operatorname{Con} \mathrm{L}$ and clearly, $\theta(\mathrm{a}, \mathrm{b}) \leq \Phi_{1}$. Let now $\alpha=$ $\theta(\mathrm{a}, \mathrm{b})$. Since $\alpha$ is a principal lattice congruence, it has a complement $\beta$ in Con $_{\text {lat }} L$, namely $\beta=\theta_{\text {lat }}(0, a) \vee \theta_{\text {lat }}(b, 1)$. Consider the lattice congruence $\alpha^{\prime}=\beta \wedge \Phi_{1}$. Since every lattice congruence contained in $\Phi_{1}$ is a congruence, we have $\alpha^{\prime} \in \operatorname{Con} L$. Now

$$
\begin{aligned}
\alpha \vee \alpha^{\prime}=\theta(\mathrm{a}, \mathrm{~b}) \vee\left(\beta \wedge \Phi_{1}\right) & =\left(\theta_{\mathrm{lat}}(\mathrm{a}, \mathrm{~b}) \vee \beta\right) \wedge\left(\theta_{\mathrm{lat}}(\mathrm{a}, \mathrm{~b}) \vee \Phi_{1}\right) \\
& =\mathrm{\imath} \wedge \Phi_{1}=\Phi_{1} .
\end{aligned}
$$

and

$$
\alpha \wedge \alpha^{\prime}=\theta(a, b) \wedge\left(\beta \wedge \Phi_{1}\right)=\omega \wedge \Phi_{1}=\omega
$$

It follows that $\alpha^{\prime}$ is the complement of $\alpha$ in $\left[\omega, \Phi_{1}\right] . \quad \diamond$

Theorem 3.6 Let $(L ; f)$ be an Ockham algebra. If $a, b \in L$ are such $a<b$ and $f(a)=$ $f(b)$, then $\theta(a, b)$ is an atom of Con $L$.

Proof It is clear from the proof in Theorem 3.5 that $\theta(a, b)=\theta_{l a t}(a, b) \leq \Phi_{1}$.
Suppose now that $\omega \leq \phi<\theta(a, b)$. Then $\phi=\phi \wedge \theta(a, b)=\phi \wedge \theta_{\text {lat }}(a, b)$. So, if $(x, y) \in \phi$ then $(x, y) \in \phi \wedge \theta_{l a t}(a, b)$. Thus we have
(*) $x \wedge a=y \wedge a, x \vee b=y \vee b,(x, y) \in \phi$.
Writing $s=(x \vee a) \wedge b$ and $t=(y \vee a) \wedge b$ we see that $(s, t) \in \phi$; and, since $a<b$ by the hypothesis, we have $\{s, t\} \subseteq\{a, b\}$. Now if $s \neq t$ then one of $s, t$ must be a
and the other $b$, whence $(a, b) \in \phi$. This gives the contradiction $\theta(a, b) \leq \phi$. Hence we must have $s=t$, i.e. $(x \vee a) \wedge b=(y \vee a) \wedge b$. But from (*) we have $x \vee a \vee b$ $=y \vee a \vee b$; so, by the distributivity of $L, x \vee a=y \vee a$. Again by (*) and the distributivity of $L$ we obtain $x=y$, and hence $\phi=\omega$. $\diamond$

For an Ockham algebra ( $\mathrm{L} ; \mathrm{f}$ ), let $\alpha \in \operatorname{Con} \mathrm{L}$. An $\alpha$ - class [a] $\alpha$ will be called locally finite if, whenever $\mathrm{x}, \mathrm{y} \in[\mathrm{a}] \alpha$ with $\mathrm{x}<\mathrm{y}$, the interval $[\mathrm{x}, \mathrm{y}]$ has only finitely many elements in L . We now show the following result.

Theorem 3.7 Let ( $L ; f$ ) be an Ockham algebra. If $a, b \in L$ are such that

$$
\mathrm{a}<\mathrm{b},(\mathrm{a}, \mathrm{~b}) \notin \Phi_{\mathrm{n}}, \quad(\mathrm{a}, \mathrm{~b}) \in \Phi_{\mathrm{n}+1}
$$

then $\Phi_{n} \vee \theta(a, b)$ is an atom of $\left[\Phi_{n}, \Phi_{n+1}\right]$. Moreover, if every $\Phi_{n+1}$-class is locally finite, then every atom of $\left[\Phi_{n}, \Phi_{\mathrm{n}+1}\right]$ is of this form.

Proof Since $f^{n+1}(a)=f^{n+1}(b)$ we have $(f(a), f(b)) \in \Phi_{n}$, so $\theta(f(a), f(b)) \leq \Phi_{n}$ and consequently
(1) $\Phi_{n} \vee \theta(a, b)=\Phi_{n} \vee \theta_{\text {lat }}(a, b) \vee \theta(f(a), f(b))=\Phi_{n} \vee \theta_{\text {lat }}(a, b)$.

Clearly, we have $\Phi_{n}<\Phi_{n} \vee \theta(a, b) \leq \Phi_{n+1}$. Suppose that $\alpha \in$ Con $L$ is such that $\Phi_{\mathrm{n}} \leq \alpha<\Phi_{\mathrm{n}} \vee \theta(\mathrm{a}, \mathrm{b})$. Then by an argument as in Theorem 3.6 we have
(2) $\alpha \wedge \theta_{\text {lat }}(a, b)=\omega$.

It now follows from (1) and (2) that

$$
\alpha=\alpha \wedge\left(\Phi_{\mathrm{n}} \vee \theta(\mathrm{a}, \mathrm{~b})\right)=\alpha \wedge\left(\Phi_{\mathrm{n}} \vee \theta_{\mathrm{lat}}(\mathrm{a}, \mathrm{~b})\right)=\alpha \wedge \Phi_{\mathrm{n}}
$$

and therefore $\alpha \leq \Phi_{n}$, whence $\alpha=\Phi_{n}$. Hence $\Phi_{n} \vee \theta(a, b)$ is an atom of $\left[\Phi_{n}, \Phi_{n+1}\right]$.
Finally, let $\phi$ be an atom of [ $\Phi_{\mathrm{n}}, \Phi_{\mathrm{n}+1}$ ]. Then there exists $\mathrm{a}, \mathrm{b} \in \mathrm{L}$ such that $\mathrm{a}<\mathrm{b}$, (a,b) $£ \Phi_{\mathrm{n}}$, and $(\mathrm{a}, \mathrm{b}) \in \phi \leq \Phi_{\mathrm{n}+1}$. If every $\Phi_{\mathrm{n}+1^{-c l a s s ~ i s ~ l o c a l l y ~ f i n i t e, ~ t h e r e ~ e x i s t ~}}$
$\mathrm{p}, \mathrm{q} \in[\mathrm{a}, \mathrm{b}]$ such that $\mathrm{p}<\mathrm{q},(\mathrm{p}, \mathrm{q}) \notin \Phi_{\mathrm{n}},(\mathrm{p}, \mathrm{q}) \in \phi$. For such $\mathrm{p}, \mathrm{q}$ we have $\Phi_{\mathrm{n}}<$ $\Phi_{\mathrm{n}} \vee \theta(\mathrm{p}, \mathrm{q}) \leq \phi$ whence $\phi=\Phi_{\mathrm{n}} \vee \theta(\mathrm{p}, \mathrm{q}) . \quad \diamond$

Example 3.2 [ The sink ] Consider the ordered set L given by
1


0
and made into an Ockham algebra by defining $f(0)=1, f(1)=0$, and $f\left(x_{i}\right)=x_{i-1}$, $f\left(x_{0}\right)=x_{0}, f\left(z_{i}\right)=y_{i}, f\left(y_{1}\right)=f\left(x_{0}\right)=x_{0}, f\left(y_{2}\right)=f\left(x_{3}\right), f\left(y_{3}\right)=f\left(x_{7}\right), \ldots$, and extending to the whole of L .

Observe that the $\Phi_{\omega}$-classes are $\{0\},\{1\}, L \backslash\{0,1\}$, and are locally finite. It is easy to see that Con $L$ is as follows:

$\omega$
where $\Phi_{1}=\theta\left(\mathrm{x}_{1}, \mathrm{x}_{0}\right), \Phi_{2}=\theta\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\theta\left(\mathrm{x}_{0}, \mathrm{x}_{2}\right), \Phi_{3}=\theta\left(\mathrm{x}_{1} \wedge \mathrm{x}_{3}, \mathrm{x}_{2}\right)=$ $\theta\left(\mathrm{x}_{3}, \mathrm{x}_{0}\right), \Phi_{4}=\theta\left(\mathrm{x}_{1} \wedge \mathrm{x}_{3}, \mathrm{x}_{2} \vee \mathrm{x}_{4}\right)=\theta\left(\mathrm{x}_{0}, \mathrm{x}_{4}\right), \ldots ; \alpha_{1}=\theta\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right), \alpha_{2}=$ $\theta\left(\mathrm{y}_{1}, \mathrm{x}_{0}\right), \alpha_{3}=\theta\left(\mathrm{z}_{1}, \mathrm{x}_{2}\right), \alpha_{4}=\theta\left(\mathrm{y}_{1}, \mathrm{z}_{1}\right)=\theta\left(\mathrm{x}_{0}, \mathrm{z}_{1}\right), \quad \alpha_{5}=\theta\left(\mathrm{x}_{1}, \mathrm{z}_{1}\right)$.

Note that $\left[\omega, \Phi_{1}\right]$ and $\left[\Phi_{1}, \Phi_{2}\right]$ are boolean lattices, and every interval [ $\Phi_{\mathrm{i}}, \Phi_{i+1}$ ] $(\mathrm{i}=2,3, \ldots)$ is a 2 -element chain.

Note, by way of illustrating Theorem 3.5 , that $f\left(y_{1}\right)=f\left(x_{0}\right)$ with $y_{1}<x_{0}$. So $\theta\left(\mathrm{y}_{1}, \mathrm{x}_{0}\right)$ has a complement in $\left[\omega, \Phi_{1}\right]$, namely $\theta\left(\mathrm{x}_{1}, \mathrm{y}_{1}\right)$. Also since $\mathrm{y}_{1}<\mathrm{x}_{0}$, Theorem 3.7 shown that $\theta\left(y_{1}, x_{0}\right)$ is an atom of Con $L$.

Example 3.3 Let $(L ; f)$ be the Ockham algebra in Example 3.2, and let $A=f(L)$. Then $A=L \backslash\left\{z_{i} ; i \geq 1\right\}$, and the $\Phi_{\omega} l_{f(L)}$ - classes are : $\{0\},\{1\}, A \backslash\{0,1\}=f(L) \backslash\{0,1\}$ $=L \backslash\left(\{0,1\} \cup\left\{z_{i} ; i \geq 1\right\}\right)$, and are locally finite. It is easy to see that $\operatorname{Con} A=\operatorname{Con} f(L)$ $\simeq \operatorname{Con} \mathrm{L} / \Phi_{1} \simeq\left[\Phi_{1}, \mathrm{l}\right]$ in Con L , and is as follows:

where $\beta_{1}=\theta_{A}\left(x_{1}, y_{1}\right), \beta_{2}=\theta_{A}\left(y_{1}, x_{0}\right), \Phi_{1}^{*}=\Phi_{1} l_{A}=\theta_{A}\left(x_{1}, x_{0}\right), \Phi_{2}^{*}=\Phi_{2} l_{A}=$ $\theta_{A}\left(\mathrm{x}_{1}, \mathrm{x}_{2}\right)=\theta_{\mathrm{A}}\left(\mathrm{x}_{0}, \mathrm{x}_{2}\right), \Phi_{3}^{*}=\Phi_{3} \|_{\mathrm{A}}=\theta_{\mathrm{A}}\left(\mathrm{x}_{1} \wedge \mathrm{x}_{3}, \mathrm{x}_{2}\right)=\theta_{\mathrm{A}}\left(\mathrm{x}_{3}, \mathrm{x}_{0}\right), \ldots, \Phi_{\omega}^{*}=$ $\Phi_{\omega}{ }_{A}$.

Example 3.4 Let $(L ; f)$ be the Ockham algebra in Example 3.2, and let $B=f^{2}(L)$. Then $B=f^{2}(L) \simeq L \backslash\left(\left\{y_{i} ; i \geq 1\right\} \cup\left\{z_{i} ; i \geq 1\right\}\right)$, and $\Phi_{\omega_{f}}{ }_{f^{2}(L)}$-classes are $\{0\},\{1\}$, $L \backslash\left(\left\{y_{i} ; i \geq 1\right\} \cup\left\{z_{i} ; i \geq 1\right\}\right)$, and are locally finite. It is readily seen that Con $B=$ $\operatorname{Con} \mathrm{f}^{2}(\mathrm{~L}) \simeq \operatorname{Con} \mathrm{L} / \Phi_{2} \simeq\left[\Phi_{2}, \mathrm{t}\right]$, and that $\operatorname{Con} B$ is as follows:

where $\Phi_{1}^{* *}=\left.\Phi_{1}\right|_{\mathrm{f}^{2}(\mathrm{~L})}=\theta_{\mathrm{B}}\left(\mathrm{x}_{3}, \mathrm{x}_{0}\right), \Phi_{2}^{* *}=\Phi_{2} \mathrm{f}^{2}(\mathrm{~L}),=\theta_{\mathrm{B}}\left(\mathrm{x}_{0}, \mathrm{x}_{4}\right), \ldots, \quad \Phi_{\omega}^{* *}=\Phi_{\omega_{\mathrm{f}} \mathrm{I}^{2}(\mathrm{~L})}$.

We now recall [6]
(1) the infinite distributive law (ID) : $x \wedge V_{i} y_{i}=V_{i}\left(x \wedge y_{i}\right)$;
(2) that a lattice is atomistic if every non-zero element is the join of a family of atoms.

Theorem 3.8 Let L be a complete distributive lattice satisfying the infinite distributive law (ID). If an interval $[\alpha, \beta]$ of $L$ is atomistic then it is boolean,

Proof Let $\left\{x_{i} \mid i \in I\right\}$ be the set of atoms of $[\alpha, \beta]$. Then for $\alpha<\gamma<\beta$ we have

$$
\gamma=\gamma \wedge \beta=\gamma \wedge \bigvee_{i \in I} x_{i}=V_{i \in I}\left(\gamma \wedge x_{i}\right)
$$

Let $I_{1}^{(\gamma)}=\left\{i \in I \mid x_{i} \leq \gamma\right\}$ and $I_{2}^{(\gamma)}=\left\{i \in I \mid x_{i} \sharp \gamma\right\}$. Then $\left\{I_{1}^{(\gamma)}, I_{2}^{(\gamma)}\right\}$ is a partition of I with $\gamma=V_{i \in I_{1}^{(\gamma)}} x_{i}$. Moreover,
(*) $\quad\left(\forall \mathrm{i} \in \mathrm{I}_{1}^{(\gamma)}\right)\left(\forall \mathrm{j} \in \mathrm{I}_{2}^{(\gamma)}\right) \quad \mathrm{x}_{\mathrm{i}} \wedge \mathrm{x}_{\mathrm{j}}=\mathrm{x}_{\mathrm{i}} \wedge \gamma \wedge \mathrm{x}_{\mathrm{j}}=\mathrm{x}_{\mathrm{i}} \wedge \alpha=\alpha$.
Now let $\delta=\bigvee_{\mathrm{j} \in \mathrm{I}_{2}(\gamma)} \mathrm{x}_{\mathrm{j}}$. Then clearly $\gamma \vee \delta=\beta$. Also, by (*) and (ID),

$$
\gamma \wedge \delta=V_{i \in I_{1}^{(\gamma)}} x_{i} \wedge V_{j \in I_{2}^{(\gamma)}} x_{j}=V_{i \in I_{1}^{(\gamma)}}\left(x_{i} \wedge V_{j \in I_{2}^{(\gamma)}} x_{j}\right)=\alpha
$$

Hence $\delta$ is the complement of $\gamma$ in $[\alpha, \beta]$. $\diamond$

We now establish the following result.

Theorem 3.9 Let $L$ be an Ockham algebra in which the $\Phi_{\omega}$-classes are locally finite. Then every non-trivial interval $\left[\Phi_{n}, \Phi_{n+1}\right]$ of Con $L$ is a complete atomic boolean lattice.

Proof For every $\theta \in \operatorname{Con} L$ we have $\theta=\bigvee\{\theta(a, b) ;(a, b) \in \theta\}$.Thus, if $\Phi_{n} \leq \theta$ then we have

$$
\theta=\Phi_{\mathrm{n}} \vee V\left\{\theta(\mathrm{a}, \mathrm{~b}) ;(\mathrm{a}, \mathrm{~b}) \notin \Phi_{\mathrm{n}},(\mathrm{a}, \mathrm{~b}) \in \theta\right\}
$$

If now $\theta \in\left[\Phi_{n}, \Phi_{n+1}\right]$ then, since the $\Phi_{n+1}$-classes are locally finite, we have

$$
\theta=\Phi_{\mathrm{n}} \vee \vee\left\{\theta(p, q) ;(p, q) \notin \Phi_{\mathrm{n}},(p, q) \in \theta, p<q\right\}
$$

Now for such $p$, $q$ we have, by Theorem 3.7, that $\Phi_{n} \vee \theta(p, q)$ is an atom of $\left[\Phi_{n}\right.$, $\Phi_{\mathrm{n}+1}$ ]. Consequently, $\left[\Phi_{\mathrm{n}}, \Phi_{\mathrm{n}+1}\right.$ ] is atomistic and the result follows by Theorem 3.8. $\diamond$

Corollary 1 Let $L$ be finite. Then Con $L$ contains the vertical sum

$$
\left[\omega, \Phi_{1}\right] \bar{\oplus}\left[\Phi_{1}, \Phi_{2}\right] \bar{\oplus} \ldots \bar{\oplus}\left[\Phi_{\mathrm{q}-1}, \Phi_{\mathrm{q}}\right] \bar{\oplus}\left[\Phi_{\mathrm{q}}, \mathrm{l}\right]
$$

where q is such that $\mathbf{B}(\mathrm{L})=\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ and each summand is boolean.

Proof Observe first that $\left[\Phi_{q}, \tau\right] \simeq \operatorname{Con} L / \Phi_{q} \simeq \operatorname{Con} f^{q}(L)$ and that $f^{q}(L) \in K_{p, 0}$, so it follows from Theorem 1.10 in Chapter 1 that $\left[\Phi_{q}, l\right]$ is a boolean lattice. It is also readily seen from Theorem 3.9 that, for each $\mathrm{n},\left[\Phi_{\mathrm{n}-1}, \Phi_{\mathrm{n}}\right]$ is a boolean lattice. $\diamond$

Corollary 2 Let $(L ; f)$ be a finite Ockham algebra. If $f$ is injective, then Con $L$ is boolean.

Proof Since, if f is injective then

$$
\omega=\Phi_{1}=\ldots=\Phi_{\mathrm{q}}=\Phi_{\omega}
$$

The result follows immediately by Corollary 1. $\diamond$

Example 3.5 Consider the chain C given by

$$
0<x_{1}<x_{2}<\ldots<\alpha<\ldots<y_{3}<y_{2}<y_{1}<1
$$

and made into an Ockham algebra by defining

$$
\mathrm{f}(0)=1, \mathrm{f}(1)=0, \quad(\forall \mathrm{i}) \mathrm{f}\left(\mathrm{x}_{\mathrm{i}}\right)=\mathrm{f}\left(\mathrm{y}_{\mathrm{i}}\right)=\mathrm{f}(\alpha)=\alpha
$$

Here $\Phi_{\omega}=\Phi_{1}$ and has classes $\{0\},\{1\}, \mathrm{C} \backslash\{0,1\}$. The $\Phi_{\omega}$-class $\mathrm{C} \backslash\{0,1\}$ is not locally finite.

Consider now the partition

$$
\{0\},\left\{x_{i} ; i \geq 1\right\},\{\alpha\},\left\{y_{i} ; i \geq 1\right\},\{1\} .
$$

This defines a congruence in $\left[\omega, \Phi_{1}\right]$ which has no complement in $\left[\omega, \Phi_{1}\right]$. So in this case

$$
\operatorname{Con} \mathrm{L} \simeq\left[\omega, \Phi_{1}\right] \bar{\oplus}\{\imath\}
$$

with $\left[\omega, \Phi_{1}\right]$ is not a boolean lattice. $\diamond$

Example 3.6 Let the ordered set $L$ be given by

and made into an Ockham algebra by defining

$$
\begin{aligned}
& x: 01 \text { abcdef } \\
& x_{\sim}^{\sim}: \\
& 100 d d d c
\end{aligned}
$$

It is readily seen that $\mathrm{L} \in \mathrm{MS}$ and that $\Phi_{1}=\Phi_{2}=\ldots=\Phi_{\omega}$. Con $L$ is as follows:

where $\Phi_{1}=\Phi_{\omega}=\theta(\mathrm{a}, \mathrm{c}), \quad \theta(0, \mathrm{~d}) \vee \theta(\mathrm{a}, \mathrm{b})=\theta(\mathrm{a}, \mathrm{f}), \theta(0, \mathrm{~d}) \vee \theta(\mathrm{b}, \mathrm{c})=\theta(\mathrm{b}, 1)$, $\theta(0, d) \vee \theta(a, b) \vee \theta(b, c)=\theta(a, 1), \theta(0, a)=\theta(0, c)$. Clearly, $\left[0, \Phi_{1}\right]$ and $\left[\Phi_{1}, \mathrm{l}\right]$ are boolean lattices, and Con $L$ contains the vertical sum $\left[0, \Phi_{1}\right] \oplus\left[\Phi_{1}, v\right]$.

Example 3.7 Consider the lattice $L$ given by

and made into an Ockham algebra by defining

$$
\begin{aligned}
& f(0)=1, f(1)=0, f(x)=y, f(y)=x \\
& f(a)=f(b)=f(c)=f(d)=e, f(e)=f(\alpha)=\alpha .
\end{aligned}
$$

It is clear that $\mathbf{B}(\mathrm{L})=K_{1,2}$ and $\Phi_{2}=\Phi_{\omega}$. The congruence lattice of $L$ is as follows:

where $\mathrm{A}=\theta(\mathrm{e}, \mathrm{a})=\theta(\alpha, \mathrm{a}), \mathrm{B}=\theta(\mathrm{e}, \mathrm{b})=\theta(\alpha, \mathrm{b}), \mathrm{C}=\theta(\mathrm{e}, \mathrm{c})=\theta(\alpha, \mathrm{c}), \Phi_{2}=\Phi_{\omega}$ $=\theta(\mathrm{e}, \mathrm{d})=\theta(\alpha, \mathrm{d}), \theta(\mathrm{a}, \mathrm{b}) \vee \theta(\mathrm{a}, \mathrm{c})=\theta(\mathrm{a}, \mathrm{d})$.

Here $\left[\omega, \Phi_{1}\right] \simeq 2^{3},\left[\Phi_{1}, \Phi_{2}=\Phi_{\omega}\right] \simeq 2,\left[\Phi_{\omega}, 1\right] \simeq 2^{2}$.

## CHAPTER 4

## SUBDIRECTLY IRREDUCIBLE

## OCKHAM ALGEBRAS

In this chapter, a generalised variety $\mathbf{K}_{\omega}$ of Ockham algebras that contains all varieties $\mathrm{K}_{\mathrm{p}, \mathrm{q}}$ is introduced. We shall show that $\mathrm{L} \in \mathbf{K}_{\omega}$ is subdirectly irreducible if and only if its lattice of congruences reduces to the chain

$$
\omega=\Phi_{0} \leq \Phi_{1} \leq \Phi_{2} \leq \ldots \leq \Phi_{\omega}<\mathrm{\imath}
$$

Here the symbol $\leq$ means 'is covered by or is equal to'.

### 4.1 Weakly subdirectly irreducible Ockham algebras

An algebra is said to be weakly subdirectly irreducible if the intersection of two non-trivial principal congruences is non-trivial. More precisely, for a weakly subdirectly irreducible algebra $L$, if $\theta(a, b), \theta(c, d) \in \operatorname{Con} L$ with $a<b$ and $c<d$, and if $\theta(a, b) \wedge \theta(c, d)=\omega$ then either $\theta(a, b)=\omega$ or $\theta(c, d)=\omega$. Every subdirectly irreducible algebra is therefore clearly weakly subdirectly irreducible.

For an Ockham algebra ( $L ; f$ ), we consider the subset $T(L)$ of $L$ consisting of those elements $x$ of $L$ for which there is a smallest even positive integer $m_{x}=2 n_{x}$ such that $f^{m_{x}}(x)=x$. Clearly, $T(L) \neq \varnothing$ since it contains 0 and 1 . If now $x, y \in T(L)$ let $t=$ l.c.m. $\left[n_{x}, n_{y}\right]$. Then we have $f^{2 t}(x \vee y)=f^{2 t}(x) \vee f^{2 t}(y)=x \vee y$, and similarly $f^{2 t}(x \wedge y)=x \wedge y$. Since $x \in T(L)$ clearly implies $f(x) \in T(L)$, it follows that $T(L)$ is a subalgebra of $L$.

For $\mathrm{i} \geq 1$ define

$$
T_{i}(L)=\{x \in L \mid f(x)=x\}
$$

Then $\mathrm{T}_{1}(\mathrm{~L})$ is the set of fixed points (possible empty) and we have the chain

$$
\mathrm{C}(\mathrm{~L})=\{0,1\} \cup \mathrm{T}_{1}(\mathrm{~L}) \subseteq \mathrm{T}_{2}(\mathrm{~L}) \subseteq \mathrm{T}_{4}(\mathrm{~L}) \subseteq \ldots \subseteq \mathrm{T}_{2^{n}(\mathrm{~L}) \subseteq \cdots \subseteq \mathrm{T}(\mathrm{~L}) .}
$$

Note that $T_{2 n}(L)$ is the largest $K_{n, 0}-$ subalgebra in $L$.

Example 4.1.1 Let $G=\left(2^{N} ; f\right)$ where $f$ is given by

$$
f(X)=\{m \in \mathbf{N} \mid \mathrm{m}+1 \notin \mathbf{X}\} .
$$

Then G is an Ockham algebra. Using the fact that

$$
f^{2}(X)=\{x-2 \mid x \in X\}
$$

we have, for $n \geq 1$,

$$
\mathrm{f}^{2 \mathrm{n}}(2 \mathrm{n} \mathbf{N}+1)=2 \mathrm{n} \mathbf{N}+1, \mathrm{f}^{2 \mathrm{k}}(2 \mathrm{n} \mathbf{N}+1) \neq 2 \mathrm{n} \mathbf{N}+1(\text { for } \mathrm{k}<\mathrm{n}) .
$$

It follows that $2 \mathrm{n} N+1$ belongs to $\mathrm{T}_{2 \mathrm{n}}(\mathrm{G})$ but does not to $\mathrm{T}_{2 \mathrm{k}}(\mathrm{G})$ for any $\mathrm{k}<\mathrm{n}$. Consequently, we have the chain

$$
C(G)=\{\varnothing, N, 2 N, 2 N+1\}=T_{2}(G) \subset T_{4}(G) \subset \ldots \subset T_{2}(G) \subset \ldots \subset T(G)
$$

The following result is obtained by adapting a proof of Theorem 1.13 of Chapter 1 (see [24]), for the class $K_{n, 0}$.

Theorem 4.1.1 Let an Ockham algebra $(L ; f)$ be such that $T_{2}(L)=C(L)$. If $a, b$ $\in T(L)$ with $a<b$, then $\theta(a, b)=t$.

Proof For every $x \in T(L)$ let $m_{x}$ be the least even positive integer such that $f^{m x}(x)=x$ and let $\mathrm{n}_{\mathrm{x}}=\frac{1}{2} \mathrm{~m}_{\mathrm{x}}$. Consider the elements

$$
\alpha(x)=\Lambda_{i=0}^{n_{x}-1} f^{2 i}(x), \quad \beta(x)=V_{i=0}^{n_{x}-1} f^{2 i}(x)
$$

Observe that $f^{2}(\alpha(x))=\alpha(x)$ and $f^{2}(\beta(x))=\beta(x)$, so that $\alpha(x), \beta(x) \in T_{2}(L)=C(L)$.
Now let $\mathrm{a}, \mathrm{b} \in \mathrm{T}(\mathrm{L})$ be such that $\mathrm{a}<\mathrm{b}$. Consider the sublattice M that is generated by

$$
\left\{f^{2 \mathrm{i}}(a), \mathrm{f}^{2 \mathrm{j}}(\mathrm{~b}) \quad \mid 0 \leq \mathrm{i} \leq \mathrm{n}_{\mathrm{a}}-1,0 \leq \mathrm{j} \leq \mathrm{n}_{\mathrm{b}}-1\right\}
$$

Clearly, $M$ is finite with smallest element $\alpha(a)$ and greatest element $\beta(b)$. Let $p$ be an atom of $M$ and consider the interval $B=[\alpha(a), \beta(p)]$ in $M$. Since every atom of $M$ is of the form $\bigwedge_{i \neq j} f^{2 i}(a)$ for some $j$, it follows that $f^{2}(p)$ is also an atom of $M$. Consequently, B is boolean; for it is a finite distributive lattice whose greatest element is a join of atoms.

Observe that $\alpha(a)<\beta(p)$ and so, since both belong to $C(L)$, we have that $\alpha(a)$ is either 0 or a fixed point, and $\beta(p)$ is either 1 or a fixed point.

Clearly, $a \wedge \beta(p)$ and $b \wedge \beta(p)$ belong to $B$, and

$$
(a \wedge \beta(p), b \wedge \beta(p)) \in \theta(a, b)
$$

If $a \wedge \beta(p)<b \wedge \beta(p)$, let $c$ be an atom of $B$ with $c \npreceq a \wedge \beta(p)$ and $c \leq b \wedge \beta(p)$. Then we have

$$
(\alpha(a), c)=(a \wedge \beta(p) \wedge c, b \wedge \beta(p) \wedge c) \in \theta(a, b)
$$

It follows that $(\alpha(a), \beta(c)) \in \theta(a, b)$. Since $\alpha(a), \beta(c) \in C(L)$ with $\alpha(a)<\beta(c)$ we deduce that $(0,1) \in \theta(a, b)$ and therefore $\theta(a, b)=1$.

If now $a \wedge \beta(p)=b \wedge \beta(p)$ let $a_{1}=a \vee \beta(p)<b \vee \beta(p)=b_{1}$. Then clearly we have $\left(a_{1}, b_{1}\right) \in \theta(a, b)$. Moreover, we cannot have $\beta(p)=1$, so $\beta(p)$ must be a fixed point. It then follows that $\beta(b)=1$; for otherwise $\beta(b)=\beta(p)$ gives the contradiction

$$
a=a \wedge \beta(b)=a \wedge \beta(p)=b \wedge \beta(p)=b \wedge \beta(b)=b
$$

Considering therefore the interval $[\beta(p), 1]$ in $M$ and a coatom $q$ such that $q \geq a \vee \beta(p)$ and $q \pm b \vee \beta(p)$, we see in dual manner that again $\theta(a, b)=t . \quad\rangle$

From Theorem 4.1.1 we can obtain the following an important result.

Theorem 4.1.2 For an Ockham algebra $L$ the following statements are equivalent:
(1) The subalgebra $T(L)$ is simple;
(2) Every subalgebra $T_{2 i}(L)$ is simple;
(3) $\mathrm{T}_{2}(\mathrm{~L})=\mathrm{C}(\mathrm{L})$;
(4) All de Morgan subalgebras of $L$ are simple.

Proof $(1) \Rightarrow(2)$ : This is clear since, by the congruence extension property [Chapter 1 , Theorem 1.8], every subalgebra of a simple algebra is simple.
$(2) \Rightarrow(3)$ : If (2) holds then particularly $T_{2}(L)$ is simple. But $T_{2}(L) \in \mathbf{K}_{1,0}=\mathbf{M}$, and since there are only three non-isomorphic simple de Morgan algebras we see immediately that we must have $\mathrm{T}_{2}(\mathrm{~L})=\mathrm{C}(\mathrm{L})$.
(3) $\Rightarrow$ (1): If (3) holds then by Theorem 4.1.1 every non-trivial principal congruence on $T(L)$ coincides with $t$. Since every congruence is the supremum of the principal congruences that it contains, it follows that $\mathrm{T}(\mathrm{L})$ is simple.
$(3) \Leftrightarrow(4)$ : This follows from the fact that $T_{2}(L)$ is the largest de Morgan subalgebra of L. $\diamond$

Corollary Let ( $L ; f$ ) be an Ockham algebra. If there exists some $i \in \mathbf{N}$ such that $\overline{T_{2 i-1}(L)}=\{0,1\} \cup T_{2 i-1}(L)=T_{2 i}(L)$ then $T(L)$ is simple.

Proof It suffices to show that $C(L)=T_{2}(L)$. Let $x \in T_{2}(L)$ then clearly we have $f^{2 i}(x)=x$ and $x \in T_{2 i}(L)=\overline{T_{2 i-1}(L)}$. If $x \in\{0,1\}$ clearly $x \in C(L)$. If $x \notin\{0,1\}$ then $f^{2 i-1}(x)=x$ and then $f(x)=f\left(f^{2 i-1}(x)\right)=f^{2 i}(x)=x$ in this case $x$ is a fixed point. Hence $T_{2}(L) \subseteq C(L)$ and therefore $C(L)=T_{2}(L) . \quad \diamond$

Theorem 4.1.3 If an Ockham algebra ( $L$; $f$ ) is weakly subdirectly irreducible, then $\mathrm{T}_{2}(\mathrm{~L})=\mathrm{C}(\mathrm{L})$. Moreover, f has at most two fixed points.

Proof Let $x \in T_{2}(L)$ and let $y=f(x)$. Then $f(y)=f^{2}(x)=x$.
Suppose now that $\{x, y\} \neq\{0,1\}$. Then $0<x<1$ and $0<y<1$. If $x \wedge y=0$ then $x \vee y=f(y) \vee f(x)=f(y \wedge x)=f(0)=1$ and then we have, by Theorem 1.9 in Chapter 1 , that

$$
\theta(0, x)=\theta_{\text {lat }}(0, x) \vee \theta_{\text {lat }}(y, 1) \text { and } \theta(0, y)=\theta_{\text {lat }}(0, y) \vee \theta_{\text {lat }}(x, 1)
$$

So we have

$$
\begin{aligned}
\theta(0, x) \wedge \theta(0, y)= & {\left[\theta_{\mathrm{lat}}(0, x) \wedge \theta_{\mathrm{lat}}(0, y)\right] \vee\left[\theta_{\mathrm{lat}}(0, x) \wedge \theta_{\mathrm{lat}}(x, 1)\right] } \\
& \vee\left[\theta_{\mathrm{lat}}(y, 1) \wedge \theta_{\mathrm{lat}}(0, y)\right] \vee\left[\theta_{\mathrm{lat}}(y, 1) \wedge \theta_{\mathrm{lat}}(x, 1)\right] \\
= & \omega
\end{aligned}
$$

a contradiction. Hence we must have $x \wedge y>0$. Then we have

$$
\begin{aligned}
\theta(0, x \wedge y) \wedge \theta(x \wedge y, x \vee y)= & {\left[\theta_{\mathrm{lat}}(0, x \wedge y) \vee \theta_{\mathrm{lat}}(x \vee y, 1)\right] \wedge \theta_{\mathrm{lat}}(x \wedge y, x \vee y) } \\
= & {\left[\theta_{\mathrm{lat}}(0, x \wedge y) \wedge \theta_{\mathrm{lat}}(x \wedge y, x \vee y)\right] } \\
& \vee\left[\theta_{\mathrm{lat}}(x \vee y, 1) \wedge \theta_{\mathrm{lat}}(x \wedge y, x \vee y)\right] \\
= & \omega .
\end{aligned}
$$

By the definition of weakly subdirectly irreducible, we deduce from this that $x \wedge y=$ $x \vee y$ whence $x=y$, i.e., $x \in C(L)$.

Now if $f(x)=x$ and $f(y)=y$ with $x \neq y$, then $f(x \wedge y)=x \vee y$ and $f(x \vee y)=x \wedge y$. Then $x \wedge y=0$ and $x \vee y=1$. Hence fixed points of $f$ are complementary. So by distributivity there are at most two such. $\diamond$

Theorem 4.1.4 If an Ockham algebra ( $L$; $f$ ) is weakly subdirectly irreducible, then every $\Phi_{1}$-class contains at most two elements. Moreover, if $a, b \in L$ are such that $\mathrm{a}<\mathrm{b}$ and $(\mathrm{a}, \mathrm{b}) \in \Phi_{1}$ then $\theta(\mathrm{a}, \mathrm{b})$ is an atom of Con $L$.

Proof Suppose that a $\Phi_{1}$-class contains at least three elements. Then it contains a three-element chain $\mathrm{a}<\mathrm{b}<\mathrm{c}$ with $\mathrm{f}(\mathrm{a})=\mathrm{f}(\mathrm{b})=\mathrm{f}(\mathrm{c})$. Then $\theta(\mathrm{a}, \mathrm{b})=\theta_{\text {lat }}(\mathrm{a}, \mathrm{b})$ and $\theta(b, c)=\theta_{\text {lat }}(b, c)$, whence we have the contradiction

$$
\theta(\mathrm{a}, \mathrm{~b}) \wedge \theta(\mathrm{b}, \mathrm{c})=\theta_{\mathrm{lat}}(\mathrm{a}, \mathrm{~b}) \wedge \theta_{\mathrm{lat}}(\mathrm{~b}, \mathrm{c})=\omega
$$

If now $(\mathrm{a}, \mathrm{b}) \in \Phi_{1}$ with $\mathrm{a}<\mathrm{b}$ then, by the above, we have $\mathrm{a}<\mathrm{b}$. It follows that $\theta_{\text {lat }}(a, b)$ is an atom of $\operatorname{Con}_{\text {lat }} L$, whence $\theta(a, b)$ is an atom of $\operatorname{Con} L . \delta$

### 4.2 The generalised variety $\mathbf{K}_{\omega}$

It is well known that every finite Ockham algebra belongs to some Berman class. This is no longer true for an infinite Ockham algebra, so it is natural to consider classes that contain all the Berman classes $\mathrm{K}_{\mathrm{p}, \mathrm{q}}$. In the following we introduce such a subclass of $\mathbf{O}$ denoted by $\mathbf{K}_{\omega}$.

Definition 4.2.1 The subclass $K_{\omega}$ of Ockham algebra is defined by

$$
(L ; f) \in K_{\omega} \Leftrightarrow(\forall x \in L)(\exists m \geq 1, n \geq 0) f^{m+n}(x)=f^{n}(x) .
$$

By its very definition, $\mathbf{K}_{\omega}$ is closed under the formation of subalgebras, and homomorphic images. However, it is not closed under the formation of arbitrary direct products, as can be seen by taking an algebra $\mathrm{L}_{\mathrm{q}} \in \mathrm{K}_{\mathrm{p}, \mathrm{q}}$ for each $\mathrm{q} \geq 0$ and considering the algebra

$$
\mathrm{L}_{0} \times \mathrm{L}_{1} \times \mathrm{L}_{2} \times \ldots
$$

Nevertheless, the following result enables us to claim that $\mathbf{K}_{\omega}$ is closed under finite direct products.

Theorem 4.2.1 Let ( $L$; f) be an Ockham algebra and let $x_{1}, x_{2} \in L$ be such that there are natural numbers $\mathrm{m}_{1} \geq 1, \mathrm{~m}_{2} \geq 1$ and $\mathrm{n}_{1} \geq 0, \mathrm{n}_{2} \geq 0$ with

$$
\mathrm{f}^{\mathrm{m}_{1}+\mathrm{n}_{1}}\left(\mathrm{x}_{1}\right)=\mathrm{f}^{\mathrm{n}} 1\left(\mathrm{x}_{1}\right) \text { and } \mathrm{f}^{\mathrm{m}_{2}+\mathrm{n}_{2}}\left(\mathrm{x}_{2}\right)=\mathrm{f}^{\mathrm{n} 2}\left(\mathrm{x}_{2}\right) .
$$

Then there are natural numbers $m \geq 1, n \geq 0$ such that

$$
\mathrm{f}^{\mathrm{m}+\mathrm{n}}\left(\mathrm{x}_{1}\right)=\mathrm{f}^{\mathrm{n}}\left(\mathrm{x}_{1}\right) \text { and } \mathrm{f}^{\mathrm{m}+\mathrm{n}}\left(\mathrm{x}_{2}\right)=\mathrm{f}^{\mathrm{n}}\left(\mathrm{x}_{2}\right) .
$$

Proof Let $\mathrm{m}=1$.c.m. $\left\{\mathrm{m}_{1}, \mathrm{~m}_{2}\right\}$ and $\mathrm{n}=$ l.c.m. $\left\{\mathrm{n}_{1}, \mathrm{n}_{2}\right\}$. Then $\mathrm{m}=\mathrm{m}_{1} \mathrm{r} \geq 1, \mathrm{n}=\mathrm{n}_{1} \mathrm{~s} \geq$ 0 and so

$$
\begin{aligned}
\mathrm{f}^{\mathrm{m}+\mathrm{n}}\left(\mathrm{x}_{1}\right)=\mathrm{f}^{\mathrm{m}_{1} \mathrm{r}+\mathrm{n}_{1} \mathrm{~s}}\left(\mathrm{x}_{1}\right) & =\mathrm{f}^{\mathrm{m}_{1}(\mathrm{r}-1)+\mathrm{n}_{1}(\mathrm{~s}-1)}\left[\mathrm{f}^{\mathrm{m}_{1}+\mathrm{n}_{1}}\left(\mathrm{x}_{1}\right)\right] \\
& =\mathrm{f}^{\mathrm{m}_{1}(\mathrm{r}-1)+\mathrm{n}_{1}(\mathrm{~s}-1)}\left[\mathrm{f}^{\mathrm{n}_{1}}\left(\mathrm{x}_{1}\right)\right] \\
& =\mathrm{f}^{\mathrm{m}_{1}(\mathrm{r}-2)+\mathrm{n}_{1}(\mathrm{~s}-1)}\left[\mathrm{f}^{\mathrm{m}_{1}+\mathrm{n}_{1}}\left(\mathrm{x}_{1}\right)\right] \\
& =\mathrm{f}^{\mathrm{m}_{1}(\mathrm{r}-2)+\mathrm{n}_{1}(\mathrm{~s}-1)}\left[\mathrm{f}^{\mathrm{n}_{1}}\left(\mathrm{x}_{1}\right)\right] \\
& =\ldots \\
& =\mathrm{f}^{\mathrm{n}_{1}(\mathrm{~s}-1)}\left[\mathrm{f}^{\mathrm{n}_{1}}\left(\mathrm{x}_{1}\right)\right] \\
& =\mathrm{f}^{\mathrm{n}}\left(\mathrm{x}_{1}\right) .
\end{aligned}
$$

Similarly, $f^{m+n}\left(x_{2}\right)=f^{n}\left(x_{2}\right) . \quad \diamond$

As shown by Berman [Chapter 1, Theorem 1.1], each $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ is locally finite in sense that every finitely generated algebra in $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ is finite. Using Theorem 4.2.1, we can show that $\mathbf{K}_{\omega}$ enjoys the same property.

Theorem 4.2.2 $K_{\omega}$ is locally finite. Moreover, if $L \in K_{\omega}$ then every finitely generated subalgebra of $L$ belongs to some Berman class.

Proof Suppose that $\mathrm{L} \in \mathbf{K}_{\omega}$ is $\mathbf{O}$--generated by $\left\{\mathrm{x}_{1}, \ldots, \mathrm{x}_{\mathrm{k}}\right.$ ). Then there are natural numbers $\mathrm{m}_{\mathrm{i}} \geq 1, \mathrm{n}_{\mathrm{i}} \geq 0$ such that

$$
(\mathrm{i}=1, \ldots, \mathrm{k}) \quad \mathrm{f}^{\mathrm{m}_{\mathrm{i}}+n_{i}}\left(\mathrm{x}_{\mathrm{i}}\right)=\mathrm{f}^{n_{i}}\left(\mathrm{x}_{\mathrm{i}}\right) .
$$

By Theorem 4.2.1 and induction, there exist $\mathrm{m} \geq 1, \mathrm{n} \geq 0$ such that

$$
(\mathrm{i}=1, \ldots, \mathrm{k}) \quad \mathrm{f}^{\mathrm{m}+\mathrm{n}}\left(\mathrm{x}_{\mathrm{i}}\right)=\mathrm{f}^{\mathrm{n}}\left(\mathrm{x}_{\mathrm{i}}\right)\left[=\mathrm{f}^{2 \mathrm{~m}+\mathrm{n}}\left(\mathrm{x}_{\mathrm{i}}\right)\right] .
$$

It follows that L belongs to $\mathrm{K}_{\mathrm{m}, \mathrm{n}}$. The result now follows by Theorem 1.1 of Chapter 1. 0

If $(\mathbf{L} ; \mathrm{f}) \in \mathbf{K}_{\omega}$ and $(\mathrm{L} ; \mathrm{f}) \notin \mathbf{K}_{\mathrm{p}, \mathrm{q}}$ for any $\mathrm{p}, \mathrm{q}$ then we shall say that ( $L ; \mathrm{f}$ ) belongs properly to $\mathbf{K}_{\omega}$. Here are examples of such algebras.

Example 4.2.1 Consider the infinite chain L

$$
0<\ldots<a_{-n}<a_{-(n-1)}<\ldots<a_{-1}<a_{0}<a_{1}<\ldots<a_{n-1}<a_{n}<\ldots<1
$$

made into an Ockham algebra by defining

$$
f(0)=1, f(1)=0, f\left(a_{0}\right)=a_{0}, \quad(\forall k \geq 1) f\left(a_{k}\right)=a_{-k+1}, f\left(a_{-k}\right)=a_{k}
$$

Clearly, ( $L$; f) belongs properly to $\mathbf{K}_{\omega}$, and $T(L)=C(L)=\left\{0,1, a_{0}\right\}$.

Example 4.2.2 The sink (see Example 3.2 in Chapter 3) belongs properly to $\mathbf{K}_{\omega}$ and $T(L)=C(L)=\left\{0,1, x_{0}\right\}$.

Theorem 4.2.3 If $\mathrm{L} \in \mathrm{K}_{\omega}$, then the following statements are equivalent.
(1) L is weakly subdirectly irreducible;
(2) L is subdirectly irreducible.

Proof (1) $\Rightarrow$ (2): Since $L \in K_{\omega}$, for every $x \in L$ we have $f^{m+n}(x)=f^{n}(x)$ for some $m \geq 1, n \geq 0$. If $\Phi_{1}=\omega$ then $f$ is injective and we obtain $x=f^{m}(x)$ whence $x \in$ $T(L)$. Thus $L=T(L)$ and it follows by Theorem 4.1.3 and Theorem 4.1.2 that $L$ is simple, hence subdirectly irreducible. If, on the other hand, $\Phi_{1} \neq \omega$ then by Theorem 4.1.4 the interval $\left[\omega, \Phi_{1}\right.$ ] of Con $L$ contains an atom $\theta(a, b)$. If now $\varphi \in C$ n $L$ is such that $\varphi \neq \omega$ then, since $\varphi$ is the supremum of the non-trivial principal congruences which it contains, that is

$$
\varphi=V\{\theta(x, y) \mid(x, y) \in \varphi, x<y\}
$$

and since Con $L$ satisfies the infinite distributive law $\beta \wedge \vee_{i \in I} \alpha_{i}=\bigvee_{i \in I}\left(\beta \wedge \alpha_{i}\right)$, it follows by the hypothesis that $L$ is weakly subdirectly irreducible that $\theta(a, b) \wedge \varphi \neq$ $\omega$. Since $\theta(a, b)$ is an atom in Con $L$ it follows that $\theta(a, b) \leq \varphi$, whence $\theta(a, b)$ is the smallest non-trivial congruence on L and so L is subdirectly irreducible.
$(2) \Rightarrow(1):$ This is clear. $\diamond$

Corollary If an Ockhan algebra $L$ is weakly subdirectly irreducible but not subdirectly irreducible then necessarily $L \notin \mathrm{~K}_{\omega}$ and $f$ is injective.

Proof That $\mathrm{L} \notin \mathbf{K}_{\omega}$ follows from Theorem 4.2.3. Suppose that $f$ were not injective. Then by Theorem 4.1.4 the interval $\left[\omega, \Phi_{1}\right]$ would contain an atom $\theta(a, b)$. As shown above, this implies that L is subdirectly irreducible, a contradiction. $\diamond$

Example 4.2.3 [The pineapple] Consider the ordered set $L$ given by


0
and made into an Ockham algebra by defining $f(0)=1, f(1)=0$, and $f\left(x_{i}\right)=x_{i+1}$ for each $i$, and extending to the whole of $L$.

Observe that f is injective and that $(\mathrm{L} ; \mathrm{f}) \notin \mathbf{K}_{\omega}$. It can readily be verified that the classes modulo the congruence $\theta\left(\mathrm{x}_{\mathrm{i}+1}, \mathrm{x}_{\mathrm{i}}\right)$ are as in the diagram


Since every congruence is union of principal congruences, it is readily seen that Con $L$ is the chain

$$
\omega<\ldots<\theta\left(x_{i+2}, x_{i+1}\right)<\theta\left(x_{i+1}, x_{i}\right)<\ldots<\Psi<\mathrm{l} .
$$

where $\Psi$ has classes $\{0\},\{1\}, L \backslash\{0,1\}$. Thus $L$ is weakly subdirectly irreducible but not subdirectly irreducible. Here also we have $T(L)=C(L)=\{0,1\}$.

Example 4.2.4 Let (B; f) be the Ockham algebra in Example 3.4 in Chapter 3. We see that $\mathrm{B} \in \mathbf{K}_{\omega}$ and Con B is the chain

$$
\omega<\Phi_{1}^{* *}-<\Phi_{2}^{* *}<\ldots<\Phi_{\omega}^{* *}<1
$$

where $\Phi_{\mathrm{i}}^{* *}=\Phi_{\mathrm{i}_{\mathrm{f}}{ }^{2}(\mathrm{~L})}$ and $\Phi_{\omega}^{* *}=\Phi_{\omega_{\mathrm{f}^{2}(\mathrm{~L})}}$. Hence B is subdirectly irreducible. Here we have $T(B)=C(B)=\left\{0,1, x_{0}\right\}$.

We shall now proceed to charcterise the (weakly) subdirectly irreducible algebras in $\mathbf{K}_{\boldsymbol{\omega}}$. For this purpose we require the following results.

Theorem 4.2.4 Let A be an algebra that belongs to a class that has the congruence extension property. If $A$ is subdirectly irreducible with monolith $\alpha$ then every subalgebra $B$ of $A$ for which $\left.\alpha\right|_{B} \neq \omega$ is also subdirectly irreducible, with monolith $\left.\alpha\right|_{B}$.

Proof Let $\alpha^{*}=\left.\alpha\right|_{B}$. Every congruence $\varphi^{*}$ on B with $\varphi^{*} \neq \omega$ extend to a congruence $\varphi$ on A such that $\varphi \neq \omega$, and therefore $\varphi \geq \alpha$. It follows that $\varphi^{*} \geq \alpha^{*} \neq \omega$, and hence that B is subdirectly irreducible with monolith $\alpha^{*}$. $\diamond$

Theorem 4.2.5 If an Ockham algebra ( $L$; $f$ ) is subdirectly irreducible. Then $\omega \leq \Phi_{1}$. Moreover, if $\Phi_{1} \neq \omega$ then $\Phi_{1}$ is the monolith of $L$.

Proof Suppose that $\omega \neq \Phi_{1}$. Since every subdirectly irreducible Ockham algebra is weakly subdirectly irreducible, by Theorem 4.1 .4 , every $\Phi_{1}$-class has at most two elements. By the definition of subdirectly irreducible that L has monolith $\alpha$. Then $\omega<$ $\alpha \leq \Phi_{1}$ and so $\alpha$ has a two-element class, say $\{\mathrm{a}, \mathrm{b}\}$ with $\mathrm{a}<\mathrm{b}$. Since every lattice congruence contained in $\Phi_{1}$ is a congruence, it follows that

$$
\alpha=\theta(\mathrm{a}, \mathrm{~b})=\theta_{\mathrm{lat}}(\mathrm{a}, \mathrm{~b}) .
$$

Since $\alpha$ is a principal lattice congruence it has a complement $\beta=\theta_{\text {lat }}(0, a) \vee \theta_{\text {lat }}(b, 1)$ in $\operatorname{Con}_{\text {lat }} L$. Now $\beta \wedge \Phi_{1}$ is a lattice congruence contained in $\Phi_{1}$ and so $\beta \wedge \Phi_{1}$ is a congruence. Since $L$ is subdirectly irreducible it follows that either $\beta \wedge \Phi_{1} \geq \alpha$ or $\beta \wedge \Phi_{1}=\omega$. The former is excluded since it gives $\alpha=\beta \wedge \Phi_{1} \wedge \alpha=\beta \wedge \alpha$, whence the contradiction $\alpha \leq \beta$. Thus $\beta \wedge \Phi_{1}=\omega$. But $1=\beta \vee \alpha$ and $\Phi_{1} \geq \alpha$ give $\mathrm{l}=\beta \vee \Phi_{1}$. Hence $\beta$ is the complement of $\Phi_{1}$ in $\operatorname{Con}_{\text {lat }} \mathrm{L}$ and therefore $\Phi_{1}=\alpha$. $\diamond$

We now establish a characterisation of the (weakly) subdirectly irreducible algebras in $\mathbf{K}_{\boldsymbol{\omega}}$. We have the following result.

Theorem 4.2.6 If $L \in K_{\omega}$, then $L$ is subdirectly irreducible if and only if Con $L$ reduces to the chain

$$
\omega=\Phi_{0} \leq \Phi_{1} \leq \Phi_{2} \leq \ldots \leq \Phi_{\omega}<\mathrm{\imath}
$$

More precisely
(1) If $L$ belongs to a Berman class and $B(L)=K_{p, q}$ then $L$ is subdirectly irreducible if and only if $C o n L$ reduces to the finite chain

$$
\omega=\Phi_{0}<\Phi_{1}<\Phi_{2}<\ldots<\Phi_{\mathrm{q}}=\Phi_{\omega}<\mathrm{t}
$$

(2) If $L$ belongs properly to $\mathbf{K}_{\boldsymbol{\omega}}$ then $L$ is subdirectly irreducible if and only if Con L reduces to the infinite chain

$$
\omega=\Phi_{0}<\Phi_{1}<\Phi_{2}<\ldots<\Phi_{\omega}<\mathbf{t} .
$$

Proof $\Rightarrow$ : Suppose that $L$ is subdirectly irreducible. We show first that $\Phi_{\omega}<\mathrm{l}$. For this purpose, we note that if $\mathrm{a}, \mathrm{b} \in \mathrm{L}$ are such that $\mathrm{a}<\mathrm{b}$ and $(\mathrm{a}, \mathrm{b}) \notin \Phi_{\omega}$ then $\theta(a, b)=1$. To see this, observe that if $(a, b) \notin \Phi_{\omega}$ then $f^{n}(a) \neq f^{n}(b)$ for all $n \in N$. Now since $\mathrm{L} \in \mathbf{K}_{\omega}$ we see by Theorem 4.2.1 that there exist $\mathrm{m} \geq 1, \mathrm{n} \geq 0$ such that

$$
f^{m+n}(a)=f^{n}(a) \text { and } f^{m+n}(b)=f^{n}(b) .
$$

If $\mathrm{n}=0$ then $\mathrm{a}, \mathrm{b} \in \mathrm{T}(\mathrm{L})$ and it follows by Theorem 4.1.3 and Theorem 4.1.1 that $\theta(a, b)=t$. Let now $n>0$ and let $c=f^{n}(a)$ and $d=f^{n}(b)$ so that $c, d \in T(L)$. We have also that $\theta(c, d)=\mathrm{r}$. Consequently,

$$
\theta(\mathrm{a}, \mathrm{~b})=\mathrm{V}_{\mathrm{k}=0}^{\mathrm{n}-1} \theta_{\mathrm{lat}}\left(\mathrm{f}^{\mathrm{k}}(\mathrm{a}), \mathrm{f}^{\mathrm{k}}(\mathrm{~b})\right) \vee \theta(\mathrm{c}, \mathrm{~d})=\mathrm{l} .
$$

Suppose then that $\varphi \in \operatorname{Con} L$ is such that $\varphi \neq \mathrm{l}$. Since $\varphi=V_{(x, y) \in \varphi} \theta(x, y)$ it follows from the above observation that

$$
(x, y) \in \varphi \Rightarrow \theta(x, y) \neq 1 \Rightarrow(x, y) \in \Phi_{\omega}
$$

Thus $\varphi \leq \Phi_{\omega}$ and so $\Phi_{\omega}<\mathfrak{\imath}$, and $\operatorname{Con} \mathrm{L}=\left\{\omega, \Phi_{\omega}\right\} \oplus\{\mathfrak{\imath}\}$.
We now show that the subalgebra $f(L)$ is also subdirectly irreducible. In fact, suppose first that $\Phi_{1}=\omega$. Then we have

$$
\operatorname{Con} \mathrm{f}(\mathrm{~L}) \simeq \operatorname{Con} \mathrm{L} / \Phi_{1}=\operatorname{Con} \mathrm{L}
$$

whence $f(L)$ is subdirectly irreducible. Suppose now that $\Phi_{1} \neq \omega$ and let $\Phi_{1}^{*}$ be the restriction of $\Phi_{1}$ to $f(L)$. Since

$$
(\mathrm{f}(\mathrm{x}), \mathrm{f}(\mathrm{y})) \in \Phi_{1}^{*} \Leftrightarrow \mathrm{f}^{2}(\mathrm{x})=\mathrm{f}^{2}(\mathrm{y}) \Leftrightarrow(\mathrm{x}, \mathrm{y}) \in \Phi_{2}
$$

it follows that $\Phi_{1}^{*}=\omega \Leftrightarrow \Phi_{1}=\Phi_{2}=\ldots=\Phi_{\omega}<\mathrm{\imath}$.
Thus, if $\Phi_{1}^{*}=\omega$ then Con $L$ reduces to the three-element chain

$$
\omega<\Phi_{1}=\Phi_{2}=\ldots=\Phi_{\omega}<1 .
$$

It follows by the congruence extension property that $f(\mathrm{~L})$ is also subdirectly irreducible. If , on the other hand, $\Phi_{1}^{*} \neq \omega$ then the same conclusion follows by Theorem 4.2.4, and by $\operatorname{Con} f(L) \simeq \operatorname{Con} L / \Phi_{1}$, the monolith of $f(L)$ is $\Phi_{1}^{*}$.

In conclusion, $f(L)$ is subdirectly irreducible, whence so are all $f^{n}(L)$ since for every i we have that $\mathrm{f}^{\mathrm{i}}(\mathrm{L})=\mathrm{f}\left(\mathrm{f}^{\mathrm{i}-1}(\mathrm{~L})\right)$. We thus have

$$
\operatorname{Con} \mathrm{L}=\{\omega\} \oplus\left[\Phi_{1}, \mathrm{l}\right] \text { with }\left[\Phi_{1}, \imath\right] \simeq \operatorname{Con} \mathrm{L} / \Phi_{1} \simeq \operatorname{Con} f(\mathrm{~L}) .
$$

Similarly, Con $L=\{\omega\} \oplus\left\{\Phi_{1}\right\} \oplus\left[\Phi_{2}, \mathrm{l}\right]$ with $\left[\Phi_{2}, \mathrm{l}\right] \simeq \operatorname{Con} \mathrm{L} / \Phi_{2} \simeq \operatorname{Con} \mathrm{f}^{2}(\mathrm{~L})$. We conclude from this that if $L$ belongs to a Berman class and $\mathbf{B}(L)=K_{p, q}$ then, by Theorem 3.2 of Chapter 3, Con L is the finite chain

$$
\omega=\Phi_{0}<\Phi_{1}<\Phi_{2}-\ldots \quad-<\Phi_{\mathrm{q}}-1
$$

If, on the other hand, L belongs properly to $\mathbf{K}_{\omega}$ then since there are infinitely many $\Phi_{\mathrm{i}}$, with $\Phi_{i+1}$ covering $\Phi_{\mathrm{i}}$ and $\Phi_{\omega}=\bigvee_{\mathrm{i}=0}^{\infty} \Phi_{\mathrm{i}}$, we conclude that Con L is the infinite
chain

$$
\omega=\Phi_{0}-<\Phi_{1}-<\Phi_{2}<\ldots<\Phi_{\omega}<\mathrm{l} .
$$

$\Leftarrow$ This is clear. $\diamond$

Corollary 1 If $L \in K_{\omega}$ is subdirectly irreducible, so is every subalgebra of $L$.

Corollary 2 Let $L \in O$ be subdirectly irreducible. If $\Phi_{\omega} \neq \Phi_{\mathrm{n}}$, for every $n$. Then, for every positive integer $m, \mathrm{f}^{\mathrm{m}}(\mathrm{L})$ is subdirectly irreducible.

Proof This is precisely as in Theorem 4.2.6. $\diamond$

Corollary 3 Let $L \in O$ be subdirectly irreducible. If $f$ is injective, then $f^{n}(L)$ is subdirectly irreducible, for every n .

Proof This is precisely as in Theorem 4.2.6. $\diamond$

Corollary 4 If $L \in K_{p, q}$ then the following statements are equivalent:
(1) L is simple:
(2) $L$ is subdirectly irreducible and $f$ is a bijection.

Proof Subdirectly irreducibles in $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ are finite [Chapter 1, Theorem 1.12]. 0

Corollary 5 If $L \in K_{p, q}$ is simple then $L \in K_{p, 0}$.

Proof By Corollary $4, L=f^{q}(L) \in K_{p, 0} . \quad \diamond$

In seeking to extend Theorem 4.2.6 to a general subdirectly irreducible Ockham algebra, it is natural to consider the congruence $\Phi_{\omega}$. However, here we have a difficulty : this congruence is not in general maximal. We illustrate this in the following example (adapted from an example of Goldberg [21])

Example 4.2.5 Let $2 \mathrm{~N}+1$ denote the set of odd positive integers and let $\mathrm{B}_{1}=\mathbf{P}(2 \mathrm{~N}+1)$ be its power set. Let $B_{2}=\{2 N+1 \cup X \mid X \in P(2 N)\}$ and define $G=B_{1} \oplus B_{2}$.

Pictorially, this is as in Figure 1, in which $\overline{2 n}$ means $2 N+1 \cup\{2 n\}$.


Figure 1
For every $X \in G$ define

$$
f(X)=\{k \in N \mid k+1 \notin X\}
$$

Then ( $G ; f$ ) is an Ockham algebra. The effect of $f$ can be seen in the following table.

| $X$ | $f(X)$ | $f^{2}(X)$ | $f^{3}(X)$ |
| :---: | :---: | :---: | :---: |
| $\varnothing$ | $N$ | $\varnothing$ | $N$ |
| $\{1\}$ | $N \backslash\{0\}$ | $\varnothing$ | $N$ |
| $\{3\}$ | $N \backslash\{2\}$ | $\{1\}$ | $N \backslash\{0\}$ |
| $\vdots$ |  |  |  |
| $\{2 n+1\}$ | $\mathrm{N} \backslash\{2 n\}$ | $\{2 n-1\}$ | $\mathrm{N} \backslash\{2 n-2\}$ |
| $\{1,3\}$ | $\mathrm{M} \backslash\{0,2\}$ | $\{1\}$ | $\mathrm{N} \backslash\{0\}$ |
| $\vdots$ |  |  |  |

Since $B_{1}, B_{2}$ are complete atomic boolean lattices it is readily seen that every nontrivial congruence on $G$ identifies $\mathrm{N} \backslash 0\}$ and N . Consequently, G is subdirectly irreducible with smallest non-trivial congruence

$$
\theta(N \backslash\{0\}, N)=\Phi_{1} .
$$

The other congruences $\Phi_{\mathrm{i}}$ are described by

$$
\Phi_{2}=\theta(\varnothing,\{1\}), \quad \Phi_{3}=\theta(N \backslash\{0,2\}, N), \quad \Phi_{4}=\theta(\varnothing,\{1,3\}), \quad \ldots .
$$

Let us now describe the congruence $\Phi_{\omega}$ on $G$. For this purpose, we shall say that $\mathrm{X}, \mathrm{Y} \in \mathrm{G}$ differ finitely if $(\mathrm{X} \cup \mathrm{Y}) \backslash(\mathrm{X} \cap \mathrm{Y})$ is finite. Then we have that

$$
(\mathrm{A}, \mathrm{~B}) \in \Phi_{\omega} \Leftrightarrow \mathrm{A}, \mathrm{~B} \text { differ finitely. }
$$

To see this, suppose first that $(\mathrm{A}, \mathrm{B}) \in \Phi_{\omega}$. There are three case to consider
(1) $\mathrm{A}, \mathrm{B} \in \mathrm{B}_{1}$.

If $A=\left\{a_{i} \mid i \geq 1\right\}$ and $B=\left\{b_{i} \mid i \geq 1\right\}$ with $a_{i}<a_{i+1}$ and $b_{i}<b_{i+1}$ for every $i$, then for some $i$ and $j$ we have

$$
\left\{a_{i}-2 k, a_{i+1}-2 k, \ldots\right\}=f^{2 k}(A)=f^{2 k}(B)=\left\{b_{i}-2 k, b_{i+1}-2 k, \ldots\right\}
$$

It follows that $a_{i}=b j$ and $a_{i+m}=b_{j+m}$ for all $m \geq 1$. Thus $A, B$ differ finitely.
(2) $\mathrm{A}, \mathrm{B} \in \mathrm{B}_{2}$.

This is similar to (1).
(3) $\mathrm{A} \in \mathrm{B}_{1}, \mathrm{~B} \in \mathrm{~B}_{2}$.

Here $(\mathrm{A}, \mathrm{B}) \in \Phi_{\omega}$ implies that $(\mathrm{A}, 2 \mathrm{~N}+1) \in \Phi_{\omega}$ and $(\mathrm{B}, 2 \mathrm{~N}+1) \in \Phi_{\omega}$ whence, by (1) and (2), A and B differ finitely.

For the converse, we observe first that if F is a finite subset of G then necessarily $F \subset 2 N+1$. If $F=\left\{x_{1}, \ldots, x_{n}\right\}$ with $x_{i}<x_{i+1}$ for each $i$ then

$$
\begin{aligned}
& f(F)=N\left\{x_{1}-1, x_{2}-1, \ldots, x_{n}-1\right\}, \\
& f^{2}(F)=\left\{\begin{array}{l}
\left\{x_{1}-1, x_{2}-1, \ldots, x_{n}-1\right\} \text { if } x_{1} \geq 3, \\
\left\{x_{2}-2, x_{3}-2, \ldots, x_{n}-2\right\} \text { if } x_{1}=1
\end{array}\right.
\end{aligned}
$$

and so on. It follows that for some $k$ we have $f^{2 k}(F)=\varnothing$. Consequently, if $F_{1}, F_{2}$ are finite subsets of $G$ then $\left(F_{1}, F_{2}\right) \in \Phi_{\omega}$.

Suppose now that $A, B \in B_{1}$ differ finitely. Then we have

$$
A=F_{1} \cup(A \cap B), \quad B=F_{2} \cup(A \cap B)
$$

where $F_{1}, F_{2} \in G$ are differ fintely. Since $\left(F_{1}, F_{2}\right) \in \Phi_{\omega}$ it follows that $(A, B) \in \Phi_{\omega}$. If $A, B \in B_{2}$ differ finitely let $2 k$ be the biggest even integer in $(A \cup B) \backslash(A \cap B)$. Then clearly $f^{2 k}(A)=f^{2 k}(B)$ and so $(A, B) \in \Phi_{\omega}$. If $A \in B_{1}$, and $B \in B_{2}$ differ finitely then $A, 2 N+1$ differ finitely and $B, 2 N+1$ differ finitely, whence $(A, 2 N+1) \in$ $\Phi_{\omega}$ and $(\mathrm{B}, 2 \mathrm{~N}+1) \in \Phi_{\omega}$, so that $(\mathrm{A}, \mathrm{B}) \in \Phi_{\omega}$.

It follows from the above description of $\Phi_{\omega}$ that $G / \Phi_{\omega}$ is of the form $A_{1} \oplus A_{2}$ where $A_{1}$ and $A_{2}$ are atomless boolean lattices. We shall now show that $G / \Phi_{\omega}$ is not subdirectly irreducible.

Suppose, by way of obtaining of a contradiction, that the quotient algebra $\left(\mathrm{G} / \Phi_{\omega} ; \hat{\mathrm{f}}\right)$, where $\hat{f}[\mathrm{X}]=[\mathrm{f}(\mathrm{X})]$, is subdirectly irreducible. Then there exists $\alpha \in \operatorname{Con} \mathrm{G} / \Phi_{\omega}$ such that $\omega \neq \alpha \leq \theta$ for all $\theta \in \operatorname{Con} \mathrm{G} / \Phi_{\omega}$ with $\theta \neq \omega$. Suppose that $\mathrm{A}, \mathrm{B} \in \mathrm{B}_{1}$ are such $([A],[B]) \in \alpha$ with $[A]<[B]$. (Note that we can restrict attention to $A, B \in B_{1}$ since, from the way that $f$ is defined, $\hat{f}$ is injective and so if $X, Y \in B_{2}$ are such that $([X],[Y]) \in \alpha$ with $[X]<[Y]$ then $(\hat{f}[Y], \hat{f}[X]) \in \alpha$ with $\hat{\mathrm{f}}[\mathrm{Y}]<\hat{\mathrm{f}}[\mathrm{X}]$.) Then A , $\mathrm{A} \cap \mathrm{B}$ differ finitely whereas $\mathrm{A}, \mathrm{B}$ do not; in other words, $\mathrm{A}^{\prime}$ denoting the complement of $A$ in $B_{1}$, we have that $A^{\prime} \cap B$ is infinite. Since $\left([\varnothing],\left[A^{\prime}\right] \wedge[B]\right) \in \alpha$ we see that $([\varnothing],[Y]) \in \alpha$ for every $Y$ with $[\varnothing]<[Y]<\left[\mathrm{A}^{\prime}\right] \cap[\mathrm{B}]$; and since $\alpha$ is an atom, $\theta([\varnothing],[Y])=\alpha$.

Now choose Y such that its elements are 'far enough apart'. More precisely, if

$$
A^{\prime} \cap B=\left\{x_{1}, x_{2}, \ldots, x_{n}, \ldots\right\}
$$

with $x_{i}<x_{i+1}$ for each $i$, let $Y=\left\{y_{i} \mid i \geq 1\right\}$ be the subset of $A^{\prime} \cap B$ formed as follows: let $y_{1}=x_{1}, y_{2}=x_{2}$ and

$$
\begin{aligned}
& y_{3}=\min \left\{x_{i} \in A^{\prime} \cap B \quad \mid x_{i}-y_{2} \geq y_{2}-y_{1}\right\} ; \\
& y_{4}=\min \left\{x_{i} \in A^{\prime} \cap B \mid x_{i}-y_{3} \geq y_{3}-y_{1}\right\} ;
\end{aligned}
$$

$$
y_{k}=\min \left\{x_{i} \in A^{\prime} \cap B \mid x_{i}-y_{k-1} \geq y_{k-1}-y_{1}\right\} ;
$$

Thus, for every $y_{i} \in Y$ we have $y_{i+1}-y_{i} \geq y_{i}-y_{1}$. In other words, the distance from $y_{i}$ to $y_{i+1}$ is at least the distance from $y_{1}$ to $y_{i}$.

Suppose now that $n<m$. Then $z \in f^{2 m}(Y) \cap f^{2 n}(Y)$ if and only if, for some $i$ and $j$, $z=y_{i}-2 m=y_{j}-2 n$. Consider the equation

$$
\mathrm{y}_{\mathrm{i}}-\mathrm{y}_{\mathrm{j}}=2(\mathrm{~m}-\mathrm{n})
$$

If $\mathrm{j} \neq 1$ then there is at most one pair $y_{i}, y_{j}$ that satisfy this equation; and if $j=1$ there are at most two pairs (namely when the situation $y_{i}-y_{j}=2(m-n)=y_{i+1}-y_{i}$ occurs). It follows that $\mathrm{f}^{2 \mathrm{~m}}(\mathrm{Y}) \cap \mathrm{f}^{2 \mathrm{n}}(\mathrm{Y})$ is finite, and hence that

$$
(\mathrm{m} \neq \mathrm{n}) \quad\left[\mathrm{f}^{2 \mathrm{~m}}(\mathrm{Y})\right] \wedge\left[\mathrm{f}^{2 \mathrm{n}}(\mathrm{Y})\right]=[\varnothing]
$$

Thus the subalgebra $<[\mathrm{Y}]>$ of $\mathrm{G} / \Phi_{\omega}$ has atoms $[\mathrm{Y}],\left[\mathrm{f}^{2}(\mathrm{Y})\right],\left[\mathrm{f}^{4}(\mathrm{Y})\right], \ldots$ and, since $\hat{\mathrm{f}}$ is injective, coatoms $[\mathrm{f}(\mathrm{Y})],\left[\mathrm{f}^{3}(\mathrm{Y})\right],\left[\mathrm{f}^{5}(\mathrm{Y})\right], \ldots$ Observe that

$$
\vee_{\mathrm{n} \leq \mathrm{k}}\left[\mathrm{f}^{2 \mathrm{n}}(\mathrm{Y})\right] \neq[2 \mathrm{~N}+1] \neq \wedge_{\mathrm{n} \leq \mathrm{k}}\left[\mathrm{f}^{2 \mathrm{n}+1}(\mathrm{Y})\right]
$$

so that the fixed point $[2 \mathrm{~N}+1]$ of $\mathrm{G} / \Phi_{\omega}$ does not belong to $\langle[\mathrm{Y}]>$. Also, every element in the 'lower part ' of $<[\mathrm{Y}]>$ can be expressed uniquely as a join of atoms, and every element in the 'upper part ' of < [Y]> can be expressed uniquely as a meet of coatoms.

Denoting principal congruences in the subalgebra $<[\mathrm{Y}]>$ by $\theta^{*}([\mathrm{H}],[\mathrm{K}])$, consider $\theta^{*}([\varnothing],[Y])$. This identifies all the atoms of $\langle[Y]>$, and likewise all the coatoms. Thus $\theta^{*}([\varnothing],[Y])$ has two classes (namely, the upper and lower parts of $<[Y]>$ and so is maximal in Con $<[\mathrm{Y}]>$. Since, for any $[\mathrm{X}] \in<[\mathrm{Y}]>$, the congruence $\theta^{*}([\varnothing],[\mathrm{Y}])$ identifies [ $\varnothing],\left[\mathrm{f}^{2}(\mathrm{X})\right]$ we have the chain

$$
\theta^{*}([\varnothing],[Y]) \geq \theta^{*}\left([\varnothing],\left[f^{2}(Y)\right]\right) \geq \theta^{*}\left([\varnothing],\left[f^{4}(Y)\right]\right) \geq \ldots .
$$

In fact, each of these inequalities is strict. For example, that $\theta^{*}([\varnothing],[Y])>$ $\theta^{*}\left([\varnothing],\left[\mathrm{f}^{2}(\mathrm{Y})\right]\right)$ follows from the observation that $\theta^{*}\left([\varnothing],\left[\mathrm{f}^{2}(\mathrm{Y})\right]\right)$ has four classes; those in the lower part of $<[\mathrm{Y}]>$ are
(a) the lower part of $\left\langle\left[\mathrm{f}^{2}(\mathrm{Y})\right]>\right.$;
(b) $\{\mathrm{X} \in<[\mathrm{Y}]>$ | $[\mathrm{Y}] \leq[\mathrm{X}]<[2 \mathrm{~N}+1]\}$,
(so that (b) is the complement of (a) in lower part of $\langle[\mathrm{Y}]>$ ). For the next inequality, consider in a similar way the restrictions of $\theta^{*}\left([\varnothing],\left[\mathrm{f}^{2}(\mathrm{Y})\right]\right)$ and $\theta^{*}\left([\varnothing],\left[\mathrm{f}^{4}(\mathrm{Y})\right]\right)$ to the subalgebra $\left\langle\left[\mathrm{f}^{2}(\mathrm{Y})\right]>\right.$.

It follows from the above observations that $\mathrm{Con}<[\mathrm{Y}]>$ contains the infinite descending chain

$$
\theta^{*}([\varnothing],[Y])>\theta^{*}\left([\varnothing],\left[\mathrm{f}^{2}(\mathrm{Y})\right]\right)>\theta^{*}\left([\varnothing],\left[\mathrm{f}^{4}(\mathrm{Y})\right]\right)>\ldots .
$$

By the congruence extension property [Chapter 1 ,Theorem 1.8], it follows that $\operatorname{Con} \mathrm{G} / \Phi_{\omega}$ contains the infinite descending chain

$$
\theta([\varnothing],[\mathrm{Y}])>\theta\left([\varnothing],\left[\mathrm{f}^{2}(\mathrm{Y})\right]\right)>\theta\left([\varnothing],\left[\mathrm{f}^{4}(\mathrm{Y})\right]\right)>\ldots .
$$

This contradicts the fact that $\alpha=\theta([\varnothing],[\mathrm{Y}])$ is an atom in Con $\mathrm{G} / \Phi_{\omega}$. Hence $\mathrm{G} / \Phi_{\omega}$ is not subdirectly irreducible.
It follows from these observations that $\Phi_{\omega}$ is not maximal in Con L. For a subdirectly irreducible algebra $L$ that does not belong to $\mathbf{K}_{\omega}$ the description of the interval $\left.\left[\Phi_{\omega},\right\urcorner\right]$ is still an open question.

### 4.3 Totally ordered subdirectly irreducible Ockham algebras

We now turn our attention to infinite totally ordered subdirectly irreducible Ockham algebras.

Theorem 4.3.1 Let $L$ be a totally ordered Ockham algebra. If $L$ is weakly subdirectly irreducible but not simple then one $\Phi_{1}$-class has two elements and all other $\Phi_{1}$-classes are singletons.

Proof Bearing Theorem 4.1.4, suppose that L has $\Phi_{1}$-classes $\{\mathrm{a}, \mathrm{b}\}$ and $\{\mathrm{c}, \mathrm{d}\}$ with $\mathrm{a}<\mathrm{b}$ and $\mathrm{c}<\mathrm{d}$. Since L is totally ordered by the hypothesis, we can assume without loss of generality that a <c. So we have that

$$
\text { (*) } \mathrm{a}<\mathrm{b}<\mathrm{c}<\mathrm{d} \text {. }
$$

In fact, since $[a] \Phi_{1} \neq[c] \Phi_{1}$, so $b \neq c$. If $b>c$, then $a<c<b$ and then $f(a) \geq f(c) \geq f(b)$ whence a contradiction $f(a)=f(b)=f(c)=f(d)$, thus (*) holds. So we have

$$
\theta(a, b) \wedge \theta(c, d)=\theta_{\text {lat }}(a, b) \wedge \theta_{\text {lat }}(c, d)=\omega
$$

which contradicts the fact that L is weakly subdirectly irreducible. $\diamond$

Theorem 4.3.2 The only simple Ockham algebras that are totally ordered are the two-element boolean algebra and the three-element Kleene algebra..

Proof If $(L ; f)$ is simple then $\Phi_{1}=\omega$ and $f$ is injective. If $L$ had at least four elements then the equivalence relation of which the classes are $\{0\},\{1\}$ and $L \backslash\{0,1\}$ is a nontrivial congruence on L , and L would not be simple. $\diamond$

Theorem 4.3.3 Let $L$ be a totally ordered subdirectly irreducible Ockham algebra. Then, for every $x \in L$ there is a positive integer $n$ such that $f^{n}(x) \in C(L)$.

Proof If $x \in C(L)$ then $f^{n}(x) \in C(L)$ for every $n$. So suppose that $x \notin C(L)$. Then, by Theorem 4.3.2, L is not simple; and by Theorem 4.3.1, precisely one $\Phi_{1}$-class has two elements and all other $\Phi_{1}$-classes are singletons. The subalgebra generated by x is

$$
S=\left\{0,1, x, f(x), f^{2}(x), \ldots\right\}
$$

Since $x \notin C(L)$ we have $x \neq f^{2}(x)$. There are then four possibilities for $S$ :
(1) if $x>f(x)$ and $x<f^{2}(x)$ then $S$ is the subchain

$$
0 \leq \ldots \leq f^{5}(x) \leq f^{3}(x) \leq f(x)<x<f^{2}(x) \leq f^{4}(x) \leq \ldots \leq 1 ;
$$

(2) if $x>f(x)$ and $x>f^{2}(x)$ then $S$ is the subchain

$$
0 \leq f(x) \leq f^{3}(x) \leq \ldots \leq f^{4}(x) \leq f^{2}(x)<x<1 ;
$$

(3) if $x<f(x)$ and $x>f^{2}(x)$ then $S$ is the chain dual to (1);
(4) if $x<f(x)$ and $x<f^{2}(x)$ then $S$ is the chain dual to (2).

Suppose that $S$ is the chain (1). If the only two-element $\Phi_{1}$-class is $\{y, z\}$ with $y<z$ then there are five possibilities:
(a) $. . . \leq \mathrm{f}^{2 \mathrm{k}-2}(\mathrm{x}) \leq \mathrm{y}<\mathrm{z} \leq \mathrm{f}^{2 \mathrm{k}}(\mathrm{x}) \leq \ldots$;
(b) $\ldots \leq \mathrm{f}^{2 \mathrm{k}+1}(\mathrm{x}) \leq \mathrm{y}<\mathrm{z} \leq \mathrm{f}^{2 \mathrm{k}-1}(\mathrm{x}) \leq \ldots$;
(c) $\ldots \leq \mathrm{f}(\mathrm{x}) \leq \mathrm{y}<\mathrm{z} \leq \mathrm{x} \leq \ldots$;
(d) $0 \leq \mathrm{y}<\mathrm{z} \leq \ldots \leq \mathrm{f}^{2 \mathrm{k}+1}(\mathrm{x}) \leq \ldots$ for all k ;
(e) $\ldots \leq \mathrm{f}^{2 \mathrm{k}}(\mathrm{x}) \leq \ldots \leq \mathrm{y}<\mathrm{z} \leq 1$ for all k .

In case (a), if $f^{2 k}(x) \neq f^{2 k+2}(x)$ then $\alpha=\theta\left(f^{2 k}(x), f^{2 k+2}(x)\right)$ separates $y$ and $z$, whence we have the contradiction $\alpha \wedge \Phi_{1}=\omega$. Thus $f^{2 k}(x)=f^{2 k+2}(x)$ and therefore $f^{2 k}(x) \in$ $C(L)$. Similar argument hold if $S$ is the chain (b) or the chain (c). If $S$ is the chain (d) the equivalence relation $\beta$ whose classes are $\{0\},\{y\},\{z\},\{1\}, L \backslash\{0, y, z, 1\}$ is a non-trivial congruence such that $\beta \wedge \Phi_{1}=\omega$, which is not possible; and a similar
situation obtains if $S$ is the chain (e). Similar arguments hold when $S$ is any of the subchains (2), (3), (4). $\diamond$

Corollary 1 If L is a totally ordered subdirectly irreducible Ockham algebra then L $\in \mathbf{K}_{\boldsymbol{\omega}}$. $\diamond$

Corollary 2 If L is a totally ordered Ockham algebra then L is subdirectly irreducible if and only if its congruence lattice Con $L$ reduces to the chain

$$
\omega=\Phi_{0} \leq \Phi_{1} \leq \Phi_{2} \leq \ldots \leq \Phi_{\omega}<\mathrm{\imath}
$$

Proof $\Rightarrow$ : If $L$ is subdirectly irreducible, then the result follows from Corollary 1 and Theorem 4.2.6.
$\Leftarrow$ This is clear. $\diamond$

Example 4.3.1 [The see-saw] Let L be the infinite chain

$$
0<\ldots<x_{3}<x_{1}<x_{0}<x_{2}<x_{4}<\ldots<1 .
$$

Define f by

$$
f(0)=1, f(1)=0, \quad(i=0,1,2, \ldots) f\left(x_{i}\right)=x_{i+1} .
$$

Then ( $L ; f$ ) is an Ockham algebra on which $f$ is injective. For all $m, n(m \neq n)$ we have $f^{m}\left(x_{i}\right) \neq f^{n}\left(x_{i}\right)$ and so $L \notin K_{\omega}$. It is readily seen that Con $L$ is the lattice


Thus $L$ is weakly subdirectly irreducible but not subdirectly irreducible. Clearly, $\Phi_{\omega}=$ $\omega$ is not maximal, and $T(L)=C(L)=\{0,1\}$.

Example 4.3.2 Add to the see-saw a coatom $\alpha$ to obtain the chain

$$
0<\ldots<x_{3}<x_{1}<x_{0}<x_{2}<x_{4}<\ldots<\alpha<1,
$$

and define $f(\alpha)=0$. Then Con $L$ becomes


Here $L$ is not weakly subdirectly irreducible, and $T(L)=C(L)=\{0,1\}$.

### 4.4 Ockham algebras generated by finite subdirectly irreducible algebras

As shown by Goldberg [20], in every Berman class $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ there is a greatest subdirectly irreducible algebra. Specifically, for $m>n \geq 0$ let $m_{n}$ be the Ockham space consisting of the discretely ordered set $Z_{m}=\{0,1, \ldots, m-1\}$ together with the mapping $\mathrm{g}: \mathrm{Z}_{\mathrm{m}} \rightarrow \mathrm{Z}_{\mathrm{m}}$ defined by

$$
(0 \leq \mathrm{k}<\mathrm{m}-1) \quad \mathrm{g}(\mathrm{k})=\mathrm{k}+1 \quad \text { and } \quad \mathrm{g}(\mathrm{~m}-1)=\mathrm{n} .
$$

Then any order on $m_{n}$ with respect to which $g$ is antitone gives rise to the dual space of a subdirectly irreducible Ockham algebra; and conversely all dual spaces of finite subdirectly irreducible Ockham algebras arise in this way. If $L_{m, n}$ denotes the dual algebra obtained by using the discrete order then in the Berman class $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ the algebra $\mathrm{L}_{2 \mathrm{p}+\mathrm{q}, \mathrm{q}}$ is the greatest subdirectly irreducible algebra; in particular, in $\mathbf{K}_{\mathrm{p}, 0}$ the algebra $\mathbf{L}_{2 p, 0}$ is the greatest simple algebra.

Theorem 4.4.1 If $\mathrm{A} \in \mathrm{K}_{\mathrm{p}_{1}, \mathrm{q}_{1}}$ and $\mathrm{B} \in \mathrm{K}_{\mathrm{p}_{2}, \mathrm{q}_{2}}$ are subdirectly irreducible then the Ockham algebra [A, B] generated by $A$ and $B$ is in $K_{p_{1}, q_{1}} \vee K_{p_{2}, q_{2}}$ and is also subdirectly irreducible.

Proof Let $\mathbf{K}_{\mathrm{p}, \mathrm{q}}=\mathbf{K}_{\mathrm{p}_{1}, \mathrm{q}_{1}} \vee \mathbf{K}_{\mathrm{p}_{2}, \mathrm{q}_{2}}$. Then clearly A, B belong to $\mathbf{K}_{\mathrm{p}, \mathrm{q}}$ and so are subalgebras of $L_{2 p+q, q}$. It follows that $[A, B]$ is a subalgebra of $L_{2 p+q, q}$ whence [A, B] is also subdirectly irreducible. $\diamond$

Corollary If A, B are simple then so is [A, B].

Proof Take $\mathrm{q}=\mathrm{q}_{1}=\mathrm{q}_{2}=0$ in the above. $\diamond$

In what follows we shall generalise Theorem 4.4.1 to an arbitrary family of finite subdirectly irreducible Ockham algebras.

Given an ascending chain

$$
\left(L_{1} ; f_{1}\right) \leq\left(L_{2} ; f_{2}\right) \leq\left(L_{3} ; f_{3}\right) \leq \ldots
$$

of Ockham algebras (in which $\leq$ means 'is a subalgebra of '), it is clear that under the following operations ( $\cup_{i \geq 1} L_{i}$; f) is an Ockham algebra: given $x, y \in \cup_{i \geq 1} L_{i}$ there is a smallest $j$ such that $x=x_{j} \in L_{j}$ and $y=y_{j} \in L_{j}$ so take $x \wedge y=x_{j} \wedge y_{j}, x \vee y=x_{j} \vee$ $y_{j}$; likewise, given $x \in \cup_{i \geq 1} L_{i}$ there is a smallest $i$ such that $x=x_{i} \in L_{i}$ so take $f(x)=$ $\mathrm{f}_{\mathbf{i}}\left(\mathrm{x}_{\mathrm{i}}\right)$. Moreover, this is the Ockham algebra generated by the chain.

Theorem 4.4.2 Let $\left(A_{i}\right)_{i \in I}$ be a family of finite subdirectly irreducible Ockham algebras. Then the Ockham algebra $L$ generated by this family belongs to $\mathbf{K}_{\omega}$ and is also subdirectly irreducible. If each $\mathrm{A}_{\mathrm{i}}$ is simple then so is L .

Proof Being finite and subdirectly irreducible, every $\mathrm{A}_{\mathrm{i}}$ belongs to a Berman class. Since there are countably many Berman classes, each containing finitely many subdirectly irreducible algebras, $I$ is necessarily countable. Define recursively

$$
\mathrm{L}_{1}=\mathrm{A}_{1} \text { and }(\mathrm{i} \geq 2) \quad \mathrm{L}_{\mathrm{i}}=\left[\mathrm{L}_{\mathrm{i}-1}, \mathrm{~A}_{\mathrm{i}}\right] .
$$

By Theorem 4.4.1, every $L_{i}$ is subdirectly irreducible. Clearly, we have the chain

$$
\mathrm{L}_{1} \leq \mathrm{L}_{2} \leq \mathrm{L}_{3} \leq \ldots,
$$

and $L=\cup_{i \geq 1} L_{i}$ is the subalgebra generated by $\left(A_{i}\right)_{i \in I}$.
For every $x \in L$ we have $x \in L_{i}$ for some $i$. Then $f_{i}^{2 p_{i}+q_{i}}(x)=f_{i}^{q_{i}}(x)$ where $p_{i}, q_{i}$ are such that $B\left(L_{i}\right)=K_{p_{i}, q_{i}}$ It follows that $L \in K_{\omega}$.

Suppose now that every $\mathrm{A}_{\mathrm{i}}$ is simple. Then, by the Corollary to Theorem 4.4.1, every $L_{i}$ is simple. If now $\alpha \in$ Con $L$ is such that $\omega \leq \alpha<i$, let $a, b \in L$ be such that $(a, b) \in \alpha$. We have $a, b \in L_{i}$ for some i. Now we cannot have $\alpha_{L_{i}}={ }^{l^{l}} L_{i} ;$ for
$0,1 \in \mathcal{L}_{i}$ and $\left.(0,1) \in{ }^{\mathfrak{l}}\right|_{L_{i}}$ would give $\left.(0,1) \in \alpha\right|_{L_{i}}$ and then $(0,1) \in \alpha$ whence the contradiction $\alpha=1$. Since $L_{i}$ is simple we must therefore have $\left.\alpha\right|_{L_{i}}=\omega^{\prime} L_{i}$ whence $(a, b) \in \omega L_{L_{i}}$ and $a=b$. Hence $\alpha=\omega$ and $L$ is simple.

Suppose now that not every $A_{i}$ is simple. Then there is a smallest $k$ such that $L_{1}$, $\mathrm{L}_{2}, \ldots, \mathrm{~L}_{\mathrm{k}}$ are simple and $\mathrm{L}_{\mathrm{k}+1}, \mathrm{~L}_{\mathrm{k}+2}, \ldots$ are subdirectly irreducible but not simple. The congruence $\Phi_{1}$ on $L$ is then such that $\Phi_{1} L_{L_{i}}=\omega$ for $\mathrm{i} \leq k$ and $\Phi_{1} l_{L_{i}} \neq \omega$ for $\mathrm{i} \geq \mathrm{k}+1$. Now let $\theta \in \mathrm{Con} \mathrm{L}$ be such that $\theta \neq \omega$. Let j be the smallest index such that ${ }^{\theta 1} L_{j} \neq \omega$. Then necessarily $j \leq k+1$. In fact, if $j>k+1$ then we have, since $\left.\Phi_{1}\right|_{L_{t}}$ is the monolith of $L_{t}$ for $t \geq k+1$,
(1) $\quad \omega<\left.\Phi_{1}\right|_{L_{j}} \leq\left.\theta\right|_{L_{j}}$
and, by the definition of $\mathbf{j}$,

$$
\text { (2) } \quad \omega=\theta l_{L_{j-1}}<\Phi_{1} I_{L_{j-1}} .
$$

By (2) there exist $x, y \in L_{j-1}$ with $x<y$ such that $(x, y) \in \Phi_{1}$. Since $x, y \in L_{j}$ we then have by (1) that $(x, y) \in \theta$ whence, by (2), the contradiction $x=y$.

Now if $j \leq k$ we have, since $L_{1}, L_{2}, \ldots, L_{k}$ are simple,

$$
\begin{cases}\omega=\Phi_{1} l_{L_{i}}=\left.\theta\right|_{L_{i}} & \text { if } i \leq j-1 \\ \omega=\left.\Phi_{1}\right|_{L_{i}}<\left.\hat{l}\right|_{L_{i}}=\left.\theta\right|_{L_{i}} & \text { if } j \leq i \leq k\end{cases}
$$

whereas if $\mathrm{j}=\mathrm{k}+1$ we have

$$
\begin{cases}\omega=\Phi_{1}{ }^{\prime} L_{L_{i}}=\theta{ }^{\prime} L_{i} & \text { if } \mathrm{i} \leq \mathrm{j}-1=\mathrm{k} \\ \omega<\left.\Phi_{1}\right|_{L_{i}} \leq\left.\theta\right|_{L_{i}} & \text { if } \mathrm{i}=\mathrm{j}=\mathrm{k}+1\end{cases}
$$

It follows from this that for $1 \leq \mathrm{i} \leq \mathrm{k}+1$ we have $\left.\Phi_{1}\right|_{L_{i}} \leq\left.\theta\right|_{L_{i}}$. Since this clearly holds for all $\mathrm{i}>\mathrm{k}+1$, it therefore holds for all values of i . Consequently, if $\mathrm{x}, \mathrm{y} \in \mathrm{L}$ are such that $(x, y) \in \Phi_{1}$ then, since $x, y \in L_{i}$ for some $i$, we have $(x, y) \in{ }^{\theta 1} L_{i}$ whence $(x, y) \in \theta$. Thus $\Phi_{1} \leq \theta$ and so $L$ is subdirectly irreducible. $\diamond$

Example 4.4.1 Consider the infinite chain L

$$
0<\ldots<a_{-n}<a_{-(n-1)}<\ldots<a_{-1}<a_{0}<a_{1}<\ldots<a_{n-1}<a_{n}<\ldots<1
$$

made into an Ockham algebra by defining

$$
f(0)=1, f(1)=0, f\left(a_{0}\right)=a_{0}, \quad(\forall k \geq 1) f\left(a_{k}\right)=a_{-k+1}, f\left(a_{-k}\right)=a_{k} .
$$

Now, for $\mathrm{n}=1,2, \ldots$ consider the finite chain $L_{\mathrm{n}}$ as follows

$$
0<a_{-n}<a_{-(n-1)}<\ldots<a_{-1}<a_{0}<a_{1}<\ldots<a_{n-1}<a_{n}<1
$$

Clearly, $\left(L_{n} ; f\right)$ is a subalgebra of $(L ; f)$ satisfying

$$
\mathrm{L}_{1} \subseteq \mathrm{~L}_{2} \subseteq \ldots \subseteq \mathrm{~L}_{\mathrm{n}} \subseteq \ldots \text { and } \mathrm{L}=\cup_{\mathrm{i} \geq 1} \mathrm{~L}_{\mathrm{i}}
$$

Observe that $L_{n} \in K_{1,2 n-1}$ and that $\theta\left(a_{0}, a_{1}\right)$ is the smallest non-trivial congruence of Con $L_{n}$ for all $n \geq 2$. Hence every $L_{n}$ is subdirectly irreducible and then so is $L$.

Example 4.4.2 Let $G=\left(2^{N} ; f\right)$ be the Ockham algebra in Example 4.1.1. Let $A_{i}=$ $\left[2^{i} N+1\right]$. Since, for $n \geq 1, f^{2 n}(2 n N+1)=2 n N+1, f^{2 k}(2 n N+1) \neq 2 n N+1($ for $k<n)$, we see that $A_{1} \subset A_{2} \subset \ldots \subset A_{i} \subset \ldots$. Here we have $A_{i}=\left[2^{i} N+1\right] \simeq 2^{i} \oplus 2^{i}$. So $A_{i} \in$ $\mathrm{K}_{2 \mathrm{i}, 0}$ is simple, and so $\bigcup_{i \geq 1} A_{i}$ is simple.

## CHAPTER 5

## FINITE SIMPLE OCKHAM ALGEBRAS

An algebra $L$ is called simple if Con $L$ reduces to the 2-element chain $\{\omega, 1\}$. It is known [Theorem 1.12 in Chapter 1 and Corollary 5 of Theorem 4.2.6 in Chapter 4] that if $L \in K_{p, q}$ is simple, then $L$ is finite and $L \in K_{p, 0}$. In this chapter we shall describe the structure of finite simple Ockham algebras.

The investigations of this chapter are based on the following results.

Theorem 5.1 Let $L$ be a simple Ockham algebra. If $a \in L$ is such that $a$ and $f^{2}(a)$ are comparable, then $a \in C(L)$.

Proof We assume that $\mathrm{f}^{2}(\mathrm{a}) \geq \mathrm{a}$. Consider the relation $\theta_{a}$ defined by

$$
(x, y) \in \theta_{a} \Leftrightarrow x \wedge a=y \wedge a \text { and } x \vee f(a)=y \vee f(a)
$$

Let $(x, y) \in \theta_{a}$; then $f(x) \wedge f^{2}(a)=f(y) \wedge f^{2}(a)$. Since $f^{2}(a) \geq a$, it follows that $f(x) \wedge a$ $=f(y) \wedge a$, and so we can see that $\theta_{a} \in$ Con $L$ with

$$
\theta_{\mathrm{a}}=\theta_{\mathrm{lat}}(\mathrm{a}, 1) \wedge \theta_{\mathrm{lat}}(0, f(\mathrm{a}))=\theta_{\mathrm{lat}}(\mathrm{a} \wedge \mathrm{f}(\mathrm{a}), \mathrm{f}(\mathrm{a}))
$$

Since $L$ is simple by the hypothesis, it follows that either $\theta_{a}=1$ or $\theta_{a}=\omega$. Now when $\theta_{a}=1$, then $(0,1) \in \theta_{a}$ and then $0 \wedge a=1 \wedge a$ whence $a=0 \in C(L)$. When $\theta_{a}=\omega$, we have $a \wedge f(a)=f(a)$ whence $f(a) \leq a$. So $f(a) \leq a \leq f^{2}(a), f^{2}(a) \geq f(a) \geq$ $\mathrm{f}^{3}(\mathrm{a})$ and so on, and we have the subalgebra chain

$$
0 \leq \ldots \leq f^{2 n+1}(a) \leq \ldots \leq f(a) \leq a \leq f^{2}(a) \leq \ldots \leq f^{2 n}(a) \leq \ldots \leq 1
$$

Since every subalgebra of a simple Ockham algebra is also simple, it follows, by Theorem 4.3.2 in Chapter 4, that $\mathrm{a} \in \mathrm{C}(\mathrm{L})$.
A similar argument holds if $f^{2}(a) \leq a$. $\diamond$

Theorem 5.2 Let $L$ be a simple Ockham algebra. If $a \notin C(L)$, then $a \wedge f(a), a \vee f(a)$ $\notin \mathrm{C}(\mathrm{L})$.

Proof We show first that a $\vee \mathrm{f}(\mathrm{a}) \notin \mathrm{C}(\mathrm{L})$. Suppose, by way of obtaining a contradiction, that $a \vee f(a) \in C(L)$. We consider the following two cases:
(a) If $a \vee f(a)=1$.

Consider the principal congruence $\theta_{\text {lat }}(0, a)$. For $(x, y) \in \theta_{\text {lat }}(0, a)$ we have $x \vee a=$ $y \vee a$. Then $f(x) \wedge f(a)=f(y) \wedge f(a)$ and $(f(x) \wedge f(a)) \vee a=(f(y) \wedge f(a)) \vee a$. Since
$a \vee f(a)=1$, we have that $f(x) \vee a=f(y) \vee a$. Consequently, $(f(x), f(y)) \in \theta_{\text {lat }}(0, a)$. Hence $\theta_{\text {lat }}(0, a) \in$ Con $L$. Since $L$ is simple and $a \neq 0$, it follows that $\theta_{\text {lat }}(0, a)=t$, and so $(0,1) \in \theta_{\text {lat }}(0, a)$. We therefore have that $0 \vee a=1 \vee a$, whence the contradiction $\mathrm{a}=1$.
(b) If $\mathrm{a} \vee \mathrm{f}(\mathrm{a})$ is a fixed point.

In this case, we have $f(a) \wedge f^{2}(a)=a \vee f(a)$. So $f(a) \geq a$ and $f^{2}(a) \geq f(a)$, and so $f^{2}(a)=f(a)$. Since $L$ is simple then $f$ is injective, it follows that we must have $f(a)=a$, a contradiction.

Finally, by the above observations we have $f(a) \vee f^{2}(a) \notin C(L)$, for $f(a) \notin C(L)$. It follows $a \wedge f(a) \notin C(L) . \diamond$

Theorem 5.3 Let $(\mathrm{L} ; \mathrm{f}) \in \mathrm{K}_{\mathrm{p}, 0}$ be finite. Then f takes atoms to coatoms, and conversely.

Proof Let a be an atom of $L$ and let $f(a) \leq y<1$. Since $L$ is finite and $f$ injective, hence $f$ is surjective, there exists $z \in L$ such that $y=f(z)$ and so $f(a) \leq f(z)<1$. Since $f$ is a dual automorphism we deduce that $\mathrm{a} \geq \mathrm{z}>0$. Since a is an atom, it follows that $a=z$ whence $y=f(a)$ and so $f(a)$ is a coatom. Dually, if $b$ is a coatom then $f(b)$ is an atom. $\diamond$

Corollary Let $(L ; f) \in K_{p, 0}$ be finite. If $a \in L$ is an atom then so is $f^{2}(a)$. $\delta$

Every finite simple Ockham algebra belongs to $\mathbf{K}_{\mathbf{i}, 0}$ for some i [Corollary 5 of Theorem 4.2.6 in Chapter 4]. The following example is of considerable interest.

Example 5.1 Consider the Ockham algebra (G; f) of Example 4.2.3 of Chapter 4.

Since G is subdirectly irreducible, it follows, by Theorem 1.11 of Chapter 1 and Theorem 4.1.2 of Chapter 4, that $T(G)$ is a simple subalgebra. For each $i \geq 1$ consider $E_{i}=2 i N+1$. It is readily seen that $f^{2 i}\left(E_{i}\right)=E_{i}$ and so each $E_{i} \in T(G)$. Since $T(G)$ is simple, so is each $\left\langle\mathrm{E}_{\mathrm{i}}\right\rangle$. We thus see that $\mathrm{T}(\mathrm{G})$ is an infinite simple algebra. Moreover, by Corollary 5 of Theorem 4.2.6 of Chapter 4, we can see that $\left\langle\mathrm{E}_{\mathrm{i}}\right\rangle \in \mathbf{K}_{\mathrm{i}, 0}$ which shows that the infinite simple algebra $T(G)$ contains finite simple subalgebras in every permissible Berman class.

We now shall be concerned with finite simple Ockham algebras. The following examples, as we shall see, are of fundamental importance.

Example 5.2 Let $L$ be the boolean lattice $2^{n}$ with atoms $a_{1}, \ldots, a_{n}$. In order to make L into an Ockham algebra, it suffices to define $f(0)=1$ and to specify $f\left(a_{i}\right)$ for each $a_{i}$; for, every $x \neq 0$ can be expressed uniquely in the form $x=V_{i \in I} a_{i}$ where $I$ is a nonempty subset of $\{1,2, \ldots, n\}$ and we can extend the definition of $f$ by defining $f(x)$ $=\bigwedge_{i \in I} f\left(a_{i}\right)$, thereby obtaining a dual endomorphism. Consider in this way the dual endomorphism f obtained by defining

$$
\mathrm{f}\left(\mathrm{a}_{\mathrm{i}}\right)=\dot{a}_{\mathrm{i}+1}
$$

where $a_{i+1}$ is the complement of $a_{i}$ in $2^{n}$, the subscripts being reduces modulo $n$ where necessary. In particular, we have

$$
f^{2}\left(a_{i}\right)=f\left(a_{i+1}^{\prime}\right)=f\left(\bigvee_{j \neq i+1} a_{j}\right)=\bigwedge_{j \neq i+1} f\left(a_{j}\right)=\bigwedge_{j \neq i+1} a_{j+1}^{\prime}=a_{i+2}
$$

It follows that if $n$ is odd then $f^{2}$ induces the atom cycle

$$
a_{1} \rightarrow a_{3} \rightarrow a_{5} \rightarrow \cdots \rightarrow^{a_{n}} \rightarrow^{a_{2}} \rightarrow^{a_{4}} \rightarrow \cdots \rightarrow a_{n-1} \rightarrow^{a_{1}}
$$

whereas if n is even then $\mathrm{f}^{2}$ induces the two atom cycles

$$
a_{1} \rightarrow a_{3} \rightarrow a_{5} \rightarrow \cdots \rightarrow a_{n-1} \rightarrow^{a_{1}} ; a_{2} \rightarrow a_{4} \rightarrow a_{6} \rightarrow \cdots \rightarrow a_{n} a_{2}
$$

(a) If n is odd.

Suppose that $\theta \in \operatorname{Con}\left(2^{\mathrm{n}} ; \mathrm{f}\right)$ is such that $\theta \neq \omega$; and let $(\mathrm{x}, \mathrm{y}) \in \theta$ with $\mathrm{x}<\mathrm{y}$. Then there is an atom $a_{k} \leq y$ and $a_{k} \$ x$. Consequently

$$
\left(0, a_{k}\right)=\left(a_{k} \wedge x, a_{k} \wedge y\right) \in \theta
$$

and therefore

$$
\left(0, \mathrm{a}_{\mathrm{k}+2}\right)=\left(0, \mathrm{f}^{2}\left(\mathrm{a}_{\mathrm{k}}\right)\right) \in \theta
$$

Since the atoms form a single cycle under $f^{2}$ it follows that $\left(0, a_{i}\right) \in \theta$ for every atom $\mathrm{a}_{\mathrm{i}}$. Hence

$$
(0,1)=\left(0, V_{i=1}^{n} a_{i}\right) \in \theta
$$

and so $\theta=1$. Thus ( $2^{n} ; f$ ) is simple. Note that in this case there are no fixed points; for if $\alpha$ were a fixed point and $a_{i}$ is an atom with $a_{i} \leq \alpha$ then $a_{i+2}=f^{2}\left(a_{i}\right) \leq \alpha$, so all the atoms would be contained in $\alpha$, which is not possible.
(b) If n is even.

In this case let $\alpha=a_{1} \vee a_{3} \vee \ldots \vee a_{n-1}$ and $\beta=a_{2} \vee a_{4} \vee \ldots \vee a_{n}$. Then $\alpha \wedge \beta=0$ and $\alpha \vee \beta=1$, and so

$$
\alpha=\beta^{\prime}=\bigwedge_{i \in I} a_{2 i}^{\prime}=\bigwedge_{i \in I} f\left(a_{2 i-1}\right)=f\left(\vee_{i \in I} a_{2 i-1}\right)=f(\alpha)
$$

Thus $\alpha$ is a fixed point; and similarly so is $\beta$. Arguing as in case (a), and using the fact that in this case there are two atom cycles under $\mathrm{f}^{2}$, we see that

$$
\text { either }(0, \alpha)=\left(0, V_{i \in I} a_{2 i}\right) \in \theta, \text { or }(0, \beta)=\left(0, V_{i \in I} a_{2 i+1}\right) \in \theta
$$

In either case we deduce that $(0,1) \in \theta$, whence $\theta=t$ and again $\left(2^{\mathrm{n}} ; \mathrm{f}\right)$ is simple.

Example 5.3 Let $L=2^{n} \bar{\oplus} 2^{n}$ be the vertical sum of two copies of $2^{n}$. Let the atoms be $a_{1}, a_{2}, \ldots, a_{n}$ and let the coatoms of $L$ be $b_{1}, b_{2}, \ldots, b_{n}$. Then we can make $L$ into an Ockham algebra by defining $f(0)=1, f(1)=0$ and, with reduction modulo $n$ where appropriate,

$$
f\left(a_{i}\right)=b_{i}, \quad f\left(b_{i}\right)=a_{i+1} .
$$

We extend $f$ to a dual endomorphism by defining

$$
f\left(V_{i \in I} a_{i}\right)=\bigwedge_{i \in I} b_{i}, \quad f\left(\bigwedge_{i \in I} b_{i}\right)=V_{i \in I} a_{i+1} .
$$

Observe that ( $2^{\mathrm{n}} \oplus 2^{\mathrm{n}}$; f) has a single fixed point, namely

$$
\alpha=\bigvee_{i=1}^{n} a_{i}=\bigwedge_{i=1}^{n} b_{i} .
$$

Suppose that $\theta \in \operatorname{Con}\left(2^{n} \oplus 2^{n} ; f\right)$ is such that $\theta \neq \omega$; and let $(x, y) \in \theta$ with $x<y$. We consider the following three cases:
(1) $x, y \in[0, \alpha]$.

In this case there exists an atom $a_{k}$ such that $a_{k} \leq y$ and $a_{k} \leq x$. Consequently,

$$
\left(0, a_{k}\right)=\left(a_{k} \wedge x, a_{k} \wedge y\right) \in \theta
$$

and then

$$
\left(0, \mathrm{a}_{\mathrm{k}+1}\right)=\left(0, \mathrm{f}^{2}\left(\mathrm{a}_{\mathrm{k}}\right)\right) \in \theta
$$

Since the atoms form a single cycle under $\mathrm{f}^{2}$ it follows that $\left(0, a_{j}\right) \in \theta$ for every atom $a_{i}$. We therefore have

$$
(0, \alpha)=\left(0, \vee_{i=1}^{n} a_{i}\right) \in \theta
$$

It follows that $(0,1) \in \theta$ and $\operatorname{so} \theta=1$.
(2) $x<\alpha \leq y$.

This case as same as (1), there is an atom $a_{k} £ x$ and $y>a_{k}$. Whence again $\theta=1$.
(3) $x, y \in[\alpha, 1]$.

In this case there exists a coatom $b_{k}$ with $b_{k}>x$ and $b_{k} \not 2 y$. Consequently,

$$
\left(b_{k}, 1\right)=\left(b_{k} \vee x, b_{k} \vee y\right) \in \theta
$$

and therefore

$$
\left(b_{k+1}, 1\right)=\left(f^{2}\left(b_{k}\right), 1\right) \in \theta .
$$

Since the coatoms form a single cycle under $f^{2}$, we have that $\left(b_{i}, 1\right) \in \theta$ for every coatom $b_{i}$. Hence

$$
(\alpha, 1)=\left(\wedge_{\mathrm{i}=1}^{\mathrm{n}} \mathrm{~b}_{\mathrm{i}}, 1\right) \in \theta
$$

It follows again that $(0,1) \in \theta$ and $\operatorname{so} \theta=\mathbf{t}$.
We therefore have from those observations above that ( $\left.2^{\mathrm{n}} \oplus 2^{\mathrm{n}} ; \mathrm{f}\right)$ is simple.

Definition 5.1 If $L$ is a finite Ockham algebra then a subalgebra $A$ of $L$ will be called a full subalgebra if A contains all the atoms of $L$.

We now establish the following result.

Theorem 5.4 Let $L$ be a finite Ockham algebra. If $L$ contains $\left(2^{n} \Psi^{n} ; f\right)$ as a full subalgebra then L is simple.

Proof Clearly, $L$ has unique fixed point $\alpha$; and if $a$ is any atom of $L$ then we have from Theorem 5.3 that every $f^{2 i}(a)$ is atom and every $f^{2 i+1}(a)$ is coatom. Consequently,

$$
\alpha=a \vee f^{2}(a) \vee \ldots \vee f^{2 n-2}(a)=f(a) \wedge f^{3}(a) \wedge \ldots \wedge f^{2 n-1}(a)
$$

Let $A=2^{n} \oplus 2^{n}$. Then we observe that, for $x \in L \backslash\{0,1\}$,

$$
\text { (*) } x \ngtr \alpha \Rightarrow x \in A \text {. }
$$

In fact, if $x \leq \alpha$ then

$$
x=x \wedge \alpha=(x \wedge a) \vee\left(x \wedge f^{2}(a)\right) \vee \ldots \vee\left(x \wedge f^{2 n-2}(a)\right)
$$

where, for each $i, x \wedge f^{2 i}(a)$ is either 0 or an atom (and not all are 0 since $x \neq 0$ ). Since A is a full subalgebra it follows that $\mathrm{x} \in \mathrm{A}$. A similar argument holds when $\mathrm{x} \geq \alpha$.

Suppose now that $\theta \in \operatorname{Con} L$ with $\theta \neq \omega$. Then there exist $x, y \in L$ with $x<y$ and $(x, y) \in \theta$. Since $x<y$, we have that either $x \wedge \alpha<y \wedge \alpha$ or $x \vee \alpha<y \vee \alpha$; and by $(*), \mathrm{x} \wedge \alpha, \mathrm{y} \wedge \alpha, \mathrm{x} \vee \alpha, \mathrm{y} \vee \alpha \in \mathrm{A}$. Then $(\mathrm{x} \wedge \alpha, \mathrm{y} \wedge \alpha) \in \theta,(\mathrm{x} \vee \alpha, \mathrm{y} \vee \alpha) \in \theta$
give $\theta l_{A} \neq \omega$ and so, since $A$ is simple, $\theta l_{A}=l_{A}$. Then $(0,1) \in \theta l_{A}$ and so $(0,1) \in \theta$. Consequently, $\theta=t$ and $L$ is simple. $\diamond$

## Example 5.4 Consider the Ockham space consisting of the crown $X=\mathrm{C}_{6}$ :


and the antitone mapping g given as follows:

$$
\begin{gathered}
x: a b c d e f \\
g(x): d e f b c a
\end{gathered}
$$

It is easy to see that, for every $x \in X, g^{\omega}(\{x\})=\left\{x, g(x), g^{2}(x), g^{3}(x), g^{4}(x), g^{5}(x)\right\}$ $=\mathrm{X}$. By [20, Corollary 2.4], the corresponding Ockham algebra is simple, its lattice reduct being the free distributive lattice on 3 generators (see [6], Page 33, Figure 8.):


$$
\begin{aligned}
& \mathrm{t}: ~ 01 \text { abcdefp } \alpha \beta \gamma \delta \varepsilon \zeta \mathrm{xyz} \\
& \mathrm{t}^{0}: 10 \alpha \beta \gamma \delta \varepsilon \zeta \mathrm{p} \text { b c afdey } \mathrm{fx}
\end{aligned}
$$

It is clear that this simple algebra contains $\mathbf{2}^{\mathbf{3}} \boldsymbol{2}^{\mathbf{3}}$ as a full subalgebra.

Our objective now is to show that the above types describe all finite simple Ockham algebras. We have the following result.

Theorem 5.5 Let ( L ; f) be a finite simple Ockham algebra with n atoms. Then the structure of L is as follows:
(1) if $L$ has no fixed points then $n$ is odd and $L \simeq 2^{n}$;
(2) if $L$ has two fixed points then $n$ is even and $L \simeq 2^{n}$;
(3) if $L$ has a unique fixed point then $L$ contains $2^{n} \not 2^{n}$ as a full subalgebra.

Proof Let $a \in L$ be an atom and let $m$ be the smallest positive integer such that $\mathbf{f}^{2 \mathrm{~m}}$ (a) $=\mathrm{a}$. By Theorem 5.1, if a is neither 1 nor a fixed point then $\mathrm{m}>1$. By the corollary to Theorem 5.3 the elements $\mathrm{a}, \mathrm{f}^{2}(\mathrm{a}), \ldots, \mathrm{f}^{2 \mathrm{~m}-2}(\mathrm{a})$ are all atoms; and, by the hypothesis on $m$ and the fact that $f$ is injective, these atoms are all distinct. Consider the element

$$
\alpha=a \vee f^{2}(a) \vee \ldots \vee f^{2 m-2}(a) .
$$

We have $\mathrm{f}^{2}(\alpha)=\alpha$ and so $\alpha \in \mathrm{T}_{2}(\mathrm{~L})=\mathrm{C}(\mathrm{L})$ [by Theorem 1.11 in Chapter 1]. Consequently, either $\alpha=1$ or $\alpha$ is a fixed point. Since $L$ has at most two fixed points [by Theorem 1.11 in Chapter 1], we consider the following cases:
(1) L has no fixed points.

In this case necessarily $\alpha=1$ and so 1 is a join of the atoms a, $\mathrm{f}^{2}(\mathrm{a}), \ldots, \mathrm{f}^{2 \mathrm{~m}-2}(\mathrm{a})$. It follows that $\mathrm{m}=\mathrm{n}$ and $\mathrm{L} \simeq 2^{\mathrm{n}}$. By Theorem 5.3 we therefore have the situation of Example 5.2 with n odd (no fixed points).
(2) L has two fixed points.

If L has two fixed points then, by Theorem 1.11 in Chapter 1 , these are complementary in L. There must therefore exist an atom $b$ that does not belong to the
sequence $a, f^{2}(a), \ldots, f^{2 m-2}(a)$. If $p$ is the smallest positive integer such that $f^{2 p}(b)=b$. Then the set of atoms of $L$ is

$$
\left\{\mathrm{a}, \mathrm{f}^{2}(\mathrm{a}), \ldots, \mathrm{f}^{2 \mathrm{~m}-2}(\mathrm{a}), \mathrm{b}, \mathrm{f}^{2}(\mathrm{~b}), \ldots, \mathrm{f}^{2 \mathrm{p}-2}(\mathrm{~b})\right\}
$$

and the fixed points are $\alpha=V_{i=0}^{m-1} f^{2 i}(a)$ and $\beta=V_{i=0}^{p-1} f^{2 i}(b)$. Since $\alpha, \beta$ are complementary in $L$ and since $f$ is a dual automorphism it follows that

$$
[0, \alpha] \simeq[\beta, 1] \stackrel{d}{\approx}[0, \beta]
$$

and hence that $\mathrm{p}=\mathrm{m}$. Consequently, $\mathrm{n}=2 \mathrm{~m}$. Since $1=\alpha \vee \beta$ is the join of all the atoms we have $\mathrm{L} \simeq 2^{\mathrm{n}}$. By Theorem 5.3 we therefore have the situation of Example 5.2 with n even (two fixed points).
(3) $L$ has unique fixed point.

If L has precisely one fixed point $\alpha$ then $\mathrm{a}, \mathrm{f}^{2}(\mathrm{a}), \ldots, \mathrm{f}^{2 \mathrm{~m}-2}(\mathrm{a})$ must be all the atoms of $L$, with $\alpha=V_{i=0}^{m-1} f^{2 i}(a)$; for if $b$ were an atom not in this cycle then for some
$k, d=V_{i=0}^{k-1} 1^{2 \mathrm{i}}(\mathrm{b})$ would also be a fixed point, which is not possible.

Thus the join of all the atoms is the fixed point $\alpha$. It follows that $[0, \alpha] \simeq 2^{\mathrm{n}}$. By Theorem 5.3 and the fact that f is a dual automorphism, it follows that L contains the algebra $\mathbf{2}^{\mathrm{n}} \bar{\oplus} \mathbf{2}^{\mathrm{n}}$ of Example 5.3 as a full subalgebra. $\diamond$

The 'usual crown' $\mathrm{C}_{2 \mathrm{n}, 2}$, every vertex of which is of degree 2 , is as follows:

with the antitone mapping g given as follows

$$
g\left(a_{i}\right)=b_{i}, g\left(b_{i}\right)=a_{i+1}(\bmod n)(i=1,2, \ldots, n)
$$

In the following examples of finite simple Ockham algebras we shall use ordered sets $C_{2 n, k}$ which are particular extensions of $C_{2 n, 2}$ in which the degree of every vertex is $k$ $\leq n$. Since

$$
\begin{aligned}
g^{\omega}\left(\left\{a_{i}\right\}\right) & =\left\{a_{i}, g\left(a_{i}\right), \ldots, g^{2(n-i)}\left(a_{i}\right), g^{2(n-i)+1}\left(a_{i}\right), \ldots, g^{2 n-2}\left(a_{i}\right), g^{2 n-1}\left(a_{i}\right)\right\} \\
& =\left\{a_{i}, b_{i}, a_{i+1}, b_{i+1}, \ldots, a_{n}, b_{n}, a_{1}, b_{1}, \ldots, a_{i-1}, b_{i-1}\right\} \\
& =C_{2 n, k} \\
g^{\omega}\left(\left\{b_{i}\right\}\right) & =\left\{b_{i}, g\left(b_{i}\right), \ldots, g^{\left.2(n-i)\left(b_{i}\right), g^{2(n-i)+1}\left(b_{i}\right), \ldots, g^{2 n-2}\left(b_{i}\right), g^{2 n-1}\left(b_{i}\right)\right\}}\right. \\
& =\left\{b_{i}, a_{i+1}, b_{i+1}, a_{i+2}, \ldots, b_{n}, a_{1}, b_{1}, a_{2}, \ldots, b_{i-1}, a_{i}\right\} \\
& =C_{2 n, k}
\end{aligned}
$$

it follows from [20, Corollary 2.4] that the corresponding Ockham algebras are indeed simple.

Example 5.5 Consider the Ockham space $\mathrm{C}_{10,5}$ :


The corresponding Ockham algebra is as in Figure 1.


Figure 1.
where $f\left(x_{i}\right)=y_{i}$ and $f\left(y_{i}\right)=x_{i+1}(\bmod 5)$.

Example 5.6 Consider the Ockham space $\mathrm{C}_{10,4}$ :


The corresponding Ockham algebra is as in Figure 2. Note that it contains the algebra of Example 5.5 as a full subalgebra.


Figure 2
where $f\left(x_{i}\right)=y_{i}, f\left(y_{i}\right)=x_{i+1}(\bmod 5), f\left(z_{i}\right)=z_{i+1}(\bmod 5)$ and $f(\alpha)=\alpha$.

Example 5.7 Consider the Ockham space $\mathrm{C}_{10,3}$ :


The corresponding Ockham algebra is as in Figure 3. It also contains the algebra of
Example 5.5 as a full subalgebra.


Figure 3
where $f\left(x_{i}\right)=y_{i}, f\left(y_{i}\right)=x_{i+1}(\bmod 5), f\left(a_{i}\right)=a_{i+1}(\bmod 10)$ and $f\left(b_{i}\right)=b_{i+1}(\bmod 10)$, and $f(\alpha)=\alpha$.

## Example 5.8 Consider the Ockham space $\mathrm{C}_{10,2}$ :



The corresponding Ockham algebra is as in Figure 4. Again it contains the algebra of
Example 5.5 as a full subalgebra.


Figure 4
where $f\left(x_{i}\right)=y_{i}, f\left(y_{i}\right)=x_{i+1}(\bmod 5), f\left(a_{i}\right)=a_{i+1}(\bmod 10), f\left(b_{i}\right)=b_{i+1}(\bmod 10)$, $f\left(\mathrm{c}_{\mathrm{i}}\right)=\mathrm{c}_{\mathrm{i}+1}(\bmod 10), \mathrm{f}\left(\mathrm{d}_{\mathrm{i}}\right)=\mathrm{d}_{\mathrm{i}+1}(\bmod 10), \mathrm{f}\left(\mathrm{e}_{\mathrm{i}}\right)=\mathrm{e}_{\mathrm{i}+1}(\bmod 10), \mathrm{f}\left(\mathrm{u}_{\mathrm{i}}\right)=\mathrm{u}_{\mathrm{i}+1}, \mathrm{f}\left(\mathrm{v}_{\mathrm{i}}\right)=\mathrm{v}_{\mathrm{i}+1}$ $(\bmod 5)$ and $f(\alpha)=\alpha$.
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