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Publishilglecular dynamics simulation of microwave heating of liquid monoethanolamine (MEA):

an evaluation of existing force fields

N. D. Afify"*® and M. B. Sweatman'
School of Engineering, The University of Edinburgh, The King’s Buildings,
Sanderson Building, Mayfield Road, Edinburgh EH9 3JL, Uni@om

(Dated: 17 April 2018) Q’(

We present a complete classical molecular dynamics (1\/[$§st\uJ of the dielectric heat-
ing of liquid monoethanolamine (MEA) at microwave (MW, frequencies ranging from 1.0
to 10.0 GHz. The detailed dielectric properties(predictedsby a series of existing empir-
ical force fields of MEA were carefully compare e)})erimental results. We find that
all the evaluated force fields were unable totc.curaf@ly predict experimental static dielec-
tric constant, frequency-dependent dielectric e‘(?tfa, and MW heating profiles of liquid
MEA, although GROMOS-aa is the n\l@am of those tested. With an isotropic scal-
ing of partial atomic charges, the N\@GROMOS—M and OPLS-aa force fields could
accurately reproduce the experi ?ﬂyl\st ic dielectric constant and frequency-dependent
dielectric spectra, but they toypredict MW heating rates directly from MD heating
simulations. Thus, the‘ts\GQ presented approach (J. Chem. Theory Comput.11, 683
(2015) and J. Chems Theory Comput.11, 2792 (2015)) to tune existing force fields is not

an ideal approagh te produce force fields suitable for accurate dielectric heating studies.
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Publishihg INTRODUCTION

Dielectric heating of liquids using microwave (MW) radiation (0.3-300 GHz) is becoming an
increasingly important research area, where many applications are emerging. For instance, use of
MW dielectric heating in a carbon capture process to regenerate the amfine solvent could poten-
tially reduce the overall cost of the process'. In order to understand_the role of MW in this CO;
capture process, details of the dielectric response of the employed4iguids to MW irradiation are
required. These details include an accurate determination of static dielectric constant, frequency-
dependent dielectric spectra, and heating rates of these liquids at different MW frequencies.

Classical molecular dynamics (MD) is a very powerful atomistic computational technique
which is, in principle, able to characterize detailed di€lectrie.properties of liquids though the pre-
diction of static dielectric constants, frequency-dependent diglectric spectra, and dielectric heating
profiles. Since the employed force field is the4nain ingredient of any classical MD study, the ac-
curacy of the obtained dielectric properties is stcongly dependent on the quality of the employed
force field.

We recently reported on classical MDygimulations of the dielectric heating of liquid water using
MW radiation at different frequencies%,_We concluded that the capability of an empirical force
field to correctly predict the dielectriestesponse of liquids to MW radiation should be evaluated
on the basis of a joint comparison of*the predicted and experimental static dielectric constant,
frequency-dependent dieleetric spectra, and MW heating rates.

In the present computational study, we focus on the dielectric response of liquid monoethanolamine
(MEA) to MW radiation at different frequencies. MEA aqueous solutions are widely used in CO;
capture applidations'. For'example, a 30 % aqueous MEA solution has been utilized in CO, cap-
ture at andndustriakscale®*. For MEA-water solutions containing 70 % water the CO, sorption
and desorptionprocesses take place at 40°C and 120°C respectively, which makes the CO; capture
process energgtically inefficient®. The use of pure MEA liquid in CO, capture is not feasible be-
cause of ghe high viscosity of the product. However, the temperature required for CO, desorption

in thecase of pure MEA liquid loaded on the surface of nanoporous TiO; is as low as 80 °C5”.

FIG. 1. The molecular geometry of the monoethanolamine (MEA) molecule C,H7NO.

In Figure 1 we illustrate the molecular geometry of the MEA molecule. In this paper we care-
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Publishiful]y evaluate the accuracy of most available empirical force fields of MEA, namely MEAa20078,
MEA02007%, MEAa2015%, OPLS-aa!'?, OPLS-aam'?, GROMOS-aa!!:!2, and GROMOS-ua'""12.
In Table I we summarize the Lennard-Jones parameters € and ¢ and partial atomic charges g em-
ployed in the different force fields. The full set of bond, bond angle, and dihedral angle constraints

employed in each force field are reported in Table 1 of the Supplementafy Material.

While MEAa2007%, MEA02007%, MEAa2015°, OPLS-aa'’, afid @PLS-aam'’, GROMOS-
aa!"12 gre all-atoms force fields, GROMOS-ua'!"!2 is a united-atems force field, where each CH,
group is represented by a single site with an equivalent mass{ From table I it can be seen that the
first four force fields are just modified versions of the original ©@PLS-aa force fields'?. It should
be mentioned that in the case of the OPLS-aam force field the dihedral angle constraints reported
in table 1 of the Supplementary Material were provided.to.us by the authors of Ref. [10] through

personal communications.

II. COMPUTATIONAL DETAILS

Molecular dynamics simulationg wete carried out using the Large-scale Atomic/ Molecular
Massively Parallel Simulafor<ILAMMPS) code'3. The computational work was carried out on
the Archer and Cirrus/High«Performance Computing (HPC) clusters available at the Edinburgh
Parallel Computing/Ceéntre (ERCC) located at the University of Edinburgh.

All molecular dynamics simulations used 512 MEA molecules (i.e. 5632 atoms) in a cubic
box. This sample §ize was decided on the basis of the size-dependence of the different dielectric
propertieSigbtained from exploratory simulations. A time step of 1.0 fs was used for all simula-
tions, (with periedic boundary conditions (PBC) applied in all directions to mimic infinite liquid
samplessJong-range Coulombic interactions were evaluated using the particle-particle/particle-
mesh (PPPM) solver'?, using a precision factor of 1x107® and a real-space cut-off of 12.0 A.
The short-range interaction cut-off was set also to 12.0 A. For all simulations bonds involving
hydrogen atoms were constrained during dynamics using the Shake algorithm'# to allow for using
a time step of 1.0 fs. All simulations, except those specifically noted, were conducted at 298.0 K
and 1 atmosphere of pressure. For clarity, in the following subsections we summarize the different

MD simulations and post-processing sets.


http://dx.doi.org/10.1063/1.5022585

AllP

| This manuscript was accepted by J. Chem. Phys. Click here to see the version of record.

PUbIISh”f]/gf LE I. Summary of the Lennard-Jones parameters € and ¢ and partial atomic charges ¢ employed in

the MEAa2007%, MEA02007%, MEAa2015%, OPLS-aa'®, OPLS-aam'?, GROMOS-aa'!"!2, and GROMOS-

ua'"1? force fields. The full set of bond, bond angle, and dihedral angle constrains employed in each force

fields are reported in Tables 1, 2, and 3 of the Supplementary Material.

y.
‘MEA02OO7‘MEAaZOO7‘MEAa2015‘ OPLS-aa ‘ OPLS-aé\ ‘GROMOS-aa GROMOS-ua
Partial atomic charges q [e] / \
N 0.9 -0.88 -0.739 0.9 0 / -0.943 -0.943
H(N) 0.36 0.335 0.297 0.36 y _\M\ 0.377 0.377
C(N) 0.06 0.2 -0.113 0.06 )OJQ\ 0.236
H(CN) 0.06 0 0.136 0.06 ( - \02 0
C(0) 0.145 0.25 -0.007 0.145 \\ 3 0.088 0.19
H(CO) 0.06 0 0.136 0.06 ( _\\"‘ 0.01 0.013
0 -0.683 -0.6 -0.662 -0.68?\"" ) -0.738 -0.625 -0.625
H(O) 0.418 0.36 0.383 0448 \ 0.508 0.362 0.362
CH,(N) ) \\I 0.236
CH2(0) = 0216
Lennard- drhers ¢ [kcal/mol] and & [A]
N-N 0.17 0.17 0.17 ( \ 0.17078 0.17078 0.07006 0.07006
3.25 3.25 305, \\\ 33 33 3.5722 3.5722
0-0 02104 | 02104 | 021 "\ 0.17078 0.17078 0.20306 0.20306
3.0664 3.0604471-.3.0664 3.12 3.21 2.95484 2.95484
HN)-HN)| 0.0157 0.0)59\ 00\7 0 0 0.02829 0
1069 | 4.0694 \rsQ69 0 1 2.37341 0
H(C)-H(C)| 0.0157 /;0.01 o157 0.15063(C0) 0.03013(CN)|0.01500(CO) 0.03000(CN) 0
2.47)4‘ 24914 | 24714 25 2.5 0 0
H(O)-H©)| ﬁ\ f o h 0 0 0 0 0
( 0, \‘\ 0 0 0 1 0
cc -.\W‘* A 01004 | 0.1094 0.06624 0.06624 0.0663
3.;29‘6\ 33996 | 3.3996 35 35 3.58118
((H;SHZ \__’ 0.09812
4.07038

In1t1al equilibration simulations

The first set of MD simulations aimed to generate fully equilibrated liquid samples to feed to the

remaining sets of simulations. First, we energy-minimized the geometry of the starting atomistic
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Publishieghiigurations prior to the equilibration stage. Samples were then equilibrated at 298.0 K and
1.0 atmospheric pressure for 5 ns. This simulation time comprised NVT simulation for the first 1
ns, then NPT simulation for the next 3 ns, and finally NVT simulation for the last 1 ns. During

the NVT simulations the temperature was controlled by the Nosé-Hoover thermostat!>

using a
temperature damping factor of 0.1 ps. During the NPT simulations the/temperature and pressure
were controlled by the MTK!® (Martyna-Klein-Tuckerman) thermeStat andibarostat employing

temperature and pressure damping factors of 0.1 ps and 1.0 ps regpectiyely.

B. Calculation of static dielectric constants using the Neumann’s-formula

To determine static dielectric constants using thé' Neumann’s formula!” we carried out long
equilibrium NVT simulations. During these simuldations temperature was controlled by the Nosé-
Hoover thermostat using a damping factors ofi0.1 psiFor each force field a trajectory of 30 ns
was collected and the total dipole moment of*the System was recorded each 1, 10, and 100 fs.
The obtained trajectories were also used to ‘egmpute the frequency-dependent dielectric spectra,
as explained later.

According to Neumann’s formula!*he'static dielectric constant is related to the magnitude
of fluctuations of the total dipolewnoment (i.e. (M.M)— (M).(M)) by Equation 1. In this equa-
tion kg, T, V, and €. represent the Boltzmann constant, system temperature and volume, and
high-frequency dielectric censtant. Our calculations confirmed that the term (M).(M) is neg-
ligible. In these caleulafions, an experimental value of the high-frequency dielectric constant

(€0 = 2.0903'8:12) GRMEAwas used.

4T
3kgTV

In Figure 1 of the Supplementary Material we report the dependence of the dielectric constant

€ = €t ((M.M) — (M) . (M)) (1)

calculated using Neumann’s formula on the MD simulation length. Results are reported in the
case of the GROMOS-aa'!>!? force field as an example, obtained using three different sampling
frequencies of the total dipole moment. The cumulative average of the static dielectric constant
was calculated by averaging the values in the last 5 ns and taking into account the effect of the
sampling interval. In figure 1 of the Supplementary Material the predicted value in the case of the
GROMOS-aa'">!? force field is shown by the dashed line. From this figure it can be concluded that

our simulation time was long enough to obtain a converged value of the static dielectric constant.

5
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Our second approach for the determination of the static dielectric constant of MEA involves
equilibration of the liquid under an externally applied static electric field**?!. According to this
method the magnitude of the total dipole moment induced by an exterdal static electric field of
intensity E is given by Equation 2. In this equation €, €,, and (V) represeat the predicted static

dielectric constant, vacuum permittivity, and average system volunie,

(M) =(e—1)e, (V) E 2)

To apply this method we carried out a set of equilibriuta NV T simulations. In these simulations,
an external electric field with strengths ranging frofn 0.0-to 0.01 V/A, with a step of 0.001 V/A,
were applied in the x direction. At each field strength MEA(liquids were equilibrated for 400 ps.
Temperature was controlled by the Nosé-Hoayerthermastat'” using a temperature damping factor
of 0.1 ps. The total dipole moment of the §imulatien box was computed from the final 50 ps.

The above procedure was repeatedéby. applying an external static dielectric field in the y and
z directions. The relation between ¢he eleefric field strength and the induced average total dipole
moment was fitted linearly to oBtain the Static electric constant from the slope according to equa-
tion 2. Figure 2 of the Supplementagy Material shows an example set of results, reported in the

case of the GROMOS-aadorce figld. The response appears to be in the linear regime.

D. Calculation6f frequenéy-dependent dielectric spectra

The frequeney-fdependent dielectric spectra of MEA liquid predicted by each force field were
calculatedwsing thefollowing procedure. The total dipole moment autocorrelation function was
fitted fo an exponential decay function to determine the dielectric relaxation time (Tp). The fitting

precess was carried out using the GROMACS g_dielectric analysis tool*?

. Figure 3 of the Supple-
mentary Material demonstrates an example of such fitting in the case of the GROMOS-aa force
freld.

The determined relaxation time Tp was then used to calculate the real and imaginary parts of the
frequency-dependent dielectric spectra using the Debye relaxation model®? in the frequency range
form 0.001 to 500.0 GHz. According to this model the real and imaginary parts of the dielectric

spectrum are given by Equations 3 and 4. In these calculations we used an experimental value of

6
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80_800
ERe(®) = €00 + ——
re(®) 14 0213,

€in(®) = % 3\ @

E. Determination of MW heating rates ‘)\

T—

3)

-
In this series of MD simulations, we performed non quilibljum dielectric heating studies of

MEA liquid at the following MW frequencies: 1.@45, .8;"and 10.0 GHz. This set of sim-
ulations utilized the NVE ensemble. At each uenc Q‘l external electric field, with cosine
waveform, was applied along the x directio fieldyamplitude set to 0.01 V/A. Initial testing

confirmed that this field strength is withi helin\‘rresponse regime for all evaluated force fields.
For each MW frequency twenty compl t@ﬁeld cycles were simulated. The average system

.

procedure was adopted. First, th}'srature trajectory in the absence of an electric field was

linearly fitted. The resulting ]ﬁnﬁbehaviour was then subtracted from each temperature trajectory
in the presence of a@i field. The resulting curves represent therefore the rise in system
£
he

temperature was recorded at each Q41 ps.
To obtain the rise in temper@he presence of the external electric field the following
e

applied external electric fields. These heating curves were linearly

temperature due ?ﬂy
fitted and the predictediheating rate at each MW frequency was calculated. The above procedure

was indepe Drepeated two times by applying the electric field along the y and z directions.

From these thpée independent heating simulation sets the average heating rates and their standard

errorsfwere co léed and compared to experiment.
The erhrlental heating rates were computed as follows. For a microwave heating process

in close‘sl system, assuming there are no chemical reactions or heat losses due to convection and
%d}is 1on to the surroundings, conservation of energy leads to Equation 5. In this equation p,

e and ¢, are the simulation box mass density, heating rate, and the specific heat capacity of
the material. , €,, €,(®,T), and |E(®)| are the MW frequency, vacuum permittivity, imaginary
part of dielectric spectrum at the frequency ®, and the root mean square amplitude of the applied

external electric field.
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— = &, |E(m) 0, (T) (5)

dt

III. RESULTS AND DISCUSSION

In the following subsections we present and discuss our differ rth&(esults to properly
evaluate the ability of existing empirical force fields to reproduge experimental dielectric prop-
erties of the MEA liquid at room temperature. The result of*jur empt to improve the best

of these empirical force fields by simply scaling the partial at ic charges will be also reported.

Results for the static dielectric constant of MEA are pr ented*sirs , followed by the frequency-

eating rates for MEA at different

dependent dielectric spectra. Finally, we present th@edicte
MW frequencies. Finally, an overall conclusion will be n@ based on all the obtained results.

N

A. Static dielectric constants C —

In Table II we compare the exﬁmilﬁatic dielectric constant €y, bulk density p, self-
t

diffusion coefficient D, and copstant-pressure specific heat C,, of liquid MEA at 298.0 K to the
values predicted by the differer&\.i\ru&l force fields. To accurately calculate the self-diffusion

coefficients and constan res?mi specific heats we included quantum corrections in our classi-

cal molecular dynamiés simulations through the utilization of a quantum thermal bath?*. Self-

Y.
diffusion coefﬁciegv{ts ¢ calculated using the Einsteins relation® utilizing the mean squared

displacement ( D)\&"\orded from 20 ns NVT simulations. The constant-pressure specific heats

were calculatedifrom energy fluctuations during 2 ns NPT simulations?®. It should be mentioned

that the experifnental static dielectric constant of liquid MEA at 298.0 K reported in table II is
actually the average of several experimental results available in literature®’ 34,

AL‘&&@ t we discuss only the static dielectric constant results, however, the remaining prop-
erties in tflble IT will be useful when discussing the predicted heating rates results. From table
‘ﬂ\'y 1.5\ clear that static dielectric constants predicted by Neumann’s formula and the applied-field

thod agree well with each other. Unfortunately, table II reveals that none of the evaluated force
fields was able to accurately predict the experimental static dielectric constant of the liquid MEA
at 298.0 K. With the exception of the OPLS-aam force field all the evaluated force fields tend to

underestimate the static dielectric constant of MEA. Nevertheless, from table II it is clear that the

8
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TABLE II. Comparison between the experimental static dielectric constant €,“'~%, bulk density p’’, self-

diffusion coefficient D33, and constant-pressure specific heat C p37 of liquid MEA at 298.0 K to the values

predicted by the original and modified empirical force fields. The reported experimental static dielectric

constant is the average of several experimental results?’ >4, y.
Force field label €, P [g/cm3]( N{O*w m?%/s]|Cp [kJ/kg K]
Neumann formula| Applied-field method | Average value { N \
Experiment 328 £2.1 QlS 11.0 32
MEA02007 16.8 +£0.2 158 £ 1.1 16.3 £ 0.6 ].QM 21 +£0.17 |3.64 +£0.03
MEAa2007 153£0.2 144+14 149 £ 0.7 w@’:bﬂ.@g\ 13.28 £0.26 | 3.35 £0.04
MEAa2015 11.0£0.2 102 £1.0 10.6 j:(().Sﬂ I.OZO 0.006| 8.28 £0.11 |3.07 +0.01
OPLS-aa 182+0.2 183+12 182 4 0. 1.05) +0.005| 5.63+£0.08 |3.50=+0.04
OPLS-aam 741 £14 774 +£1.2 kS 2= 0.9.\ 0.986 £ 0.006| 5.40 +0.04 |3.41 £0.02
GROMOS-aa 26.3+£04 283+13 ‘%?i N / 1.095 £ 0.007| 7.29 £0.06 |3.18 £0.02
GROMOS-ua 20.3+0.3 20.6 £ l.ﬁ \l 20.5% 0.7 |0.969 + 0.006| 7.91 £0.10 |2.51 £0.02
GROMOS-aa and OPLS—aakforce\mqmgaled partial atomic charges

GROMOS-aa-q1.025 275+ 04 216.6 N‘-“"‘%TI +0.6 [1.110 £0.007| 6.02+0.03 |3.10+0.01
GROMOS-aa-q1.04 282+ 04 ZN}Q,E)} 288 £0.5 |1.121 £0.007| 4.78 £0.08 | 3.05 £ 0.01
GROMOS-aa-q1.05 28.5£0.7 Q 2.2 ,,9 N 304 £0.6 [1.126 £ 0.006| 4.56 £0.07 |3.21 £0.03
OPLS-aa-q1.05 232+04 ( ~ M\O\S 21.8 £ 0.4 |1.069 +0.004| 3.85+0.03 |3.58 £0.04
OPLS-aa-q1.098 32.8£0.5 ‘\‘%\ﬂ: 0.6 32.1£04 |1.081 £0.004| 2.58 £0.04 |3.51£0.02

experimental value(i.es

As mentioned above we modified the parameters of the GROMOS-aa and OPLS-aa force fields

1 %hty to reproduce the experimental static dielectric constant of MEA. Our ap-

maining force 1{ parameters left unchanged. This method was first presented by Salas et al.*® to

i
t f?borate (EMIM-BF4) at different temperatures and pressures. Luz et al. followed the

V roach to obtain an accurate force field for formamide>°.
-~

PLOV orc«bﬁelds for pyridine, dichloromethane, methanol, and 1-ethyl-3-methylimidazolium
afluo
ea

Our partial atomic charges scaling factors were as follows: 1.025, 1.04, and 1.05 for the
GROMOS-aa force field; 1.05 and 1.098 for the OPLS-aa force field. Molecular dynamics simu-
lations using these modified force fields were carried out exactly in the same way as the original

force fields. The resulting static dielectric constant, bulk density, self-diffusion coefficient, and

9
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Publishieghstant-pressure specific heat predicted by these five modified force fields are reported at the
bottom of table II.

From this table, it can be seen that the static dielectric constants predicted by the GROMOS-
aa-q1.05 (i.e. 30.4+0.6) and the OPLS-aa-q1.098 (i.e. 32.14+0.4) force fields agree well with the
experiment (i.e. 32.8+2.1). At this point it is not possible to claim the s?({erior quality of these new
force fields since the predicted dielectric spectra and MW heating . ee be evaluated first.
As reported in table II this charge scaling approach produced bulk“dénsities and self-diffusion

%ﬁ%lred to the original force

coefficients that agree less well with experimental results e13

fields. Furthermore, we will show later that such charge scalig@ iS*not an ideal approach for a

i~
detailed study of the MW heating of liquids. KS
-

B. Frequency-dependent dielectric spectra \
\
? D)

FIG. 2. Real (Figure 2(a)) and imaginaty(Figuge ZEb\)) parts of the frequency-dependent dielectric spectra of
liquid MEA at 298.0 K as predict thevoriginal (solid lines) and modified (dashed lines) empirical force
fields compared to their experimental cougterpart at 278.0 K3 (blue squares) and 308.0 K (red dots)*. The
horizontal black dashed lint inc% to the average experimental static dielectric constant of liquid MEA

at 298.0 K. The light geey bgnd in+this figure indicates the uncertainty on the average value of experimental

static dielectric coifant.\ /
D

on to the ability of the original and tuned empirical force fields to correctly

predict the frequency-dependent dielectric spectra of liquid MEA at 298.0 K, particularly in the

MW région. In'Eigure 2 the real (Figure 2(a)) and imaginary (Figure 2(b)) parts of the frequency-
d pm&@)ectric spectra of liquid MEA at 298.0 K as predicted by the original (solid lines) and
cke—uy

S

m‘ydiﬁed (dashed lines) empirical force fields are compared to their experimental counter-
- nfortunately, we could not find experimental dielectric spectra collected at 298.0 K. In-
stead we report in figure 2 the experimental dielectric spectra collected at 278.0 K33 (blue squares)
and 308.0 K (red dots)*’. The horizontal black dashed line in figure 2(a) indicates the average
experimental static dielectric constant of liquid MEA at 298.0 K. The light grey band in this fig-

ure indicates the uncertainty on the average value of experimental static dielectric constant as we

10
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Inspection of figure 2 reveals that none of the original force fields (solid lines) are able to rea-
sonably reproduce the real and imaginary parts of the experimental frequency-dependent dielectric
spectra of liquid MEA at 298.0 K, which are expected to be located between experimental spectra
collected at 278.0 K and 308.0 K. With the exception of the OPLS-aamdorce field, all the original
force fields tend to underestimate the magnitude of the real part and-eyerestimate the frequency
location of the main loss peak in the imaginary part of the dielectaic spectra. Although, OPLS-aam
was the only original force field able to correctly predict the Jocation*ef the main loss peak in the
imaginary part (=~ 1.0 GHz), it tends to overestimate the magnitude of‘the real part due to the large
static dielectric constant predicted by this force field (seeitable réftab2).

The dielectric spectra predicted by the charge-madified GROMOS-aa and OPLS-aa force fields
are reported by the dashed lines in figure 2. From this, figure, it can be seen that the real and
imaginary parts predicted by the GROMOSaaqt05 forge field (red dashed lines) agree very well
with the experimental dielectric spectra collected at 308 K. Additionally, the ability of the OPLS-aa
force fields in predicting the experimeutal dielectric spectra has significantly improved by scaling
the atomic partial charges by 9.8 %. However, the dielectric spectra predicted by the OPLS-aa-
q1.098 force field (magenta dashed lmes)agree better with experimental spectra collected at 278
K. This means that the charge scaling factor for the OPLS-aa force field needed to be smaller than
1.098 to fit better experipgental:data at room temperature (between the spectra collected at 278 K

and 308 K).

C. MW heatingrates

As reperted and discussed above none of the available empirical force fields for MEA were
able t¢ predict either the experimental static dielectric constant nor the experimental frequency-
dependent dielectric spectra of liquid MEA at 298.0 K. By scaling the partial atomic charges of
some of these force fields we were able to obtain new force fields that are able to predict very well
both experimental static dielectric constant and frequency-dependent dielectric spectra of liquid
MEA at room temperature. In the following we evaluate the quality of the different force fields
for predicting the expected heating rates at different MW frequencies. It will be interesting to see
if our modified force fields are also able to correctly describe the heating of liquid MEA by MW

radiation at different frequencies.
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PublishingAs explained in section II E our heating simulations are based on simulating liquid MEA with
and without the presence of an electric field. As expected from well-equilibrated atomistic con-
figurations, our NVE simulations in the absence of any electric field produced steady temperature
profiles which fluctuate around 298.0 K, yet without any significant temperature drift. Then we
subtracted these temperature profiles from the ones collected in the pr€sence of electric field at

different MW frequencies. Thus, the resulting differential profiles r ent the net heating effect

t
due to MW radiation.
In Figure 3 we report the predicted net heating profiles (soli %s d by applying external

time-dependent electric fields at MW frequencies ranging fr .0te@ 10.0 GHz. In this figure,

we report the results obtained using the GROMOS-aa foice ﬁel? as an example. The time dura-

tion of each heating profile corresponds to ten full @"ctric cycles. To clearly visualize the

dependence of heating profiles on MW frequenc;&xrichl—ad in figure 3 the linear fit of each net
0

heating profile (dashed lines). These results ANKH:‘ te that our MD simulations were able to

detect the heating profile dependence on t@ W frequency.

FIG. 3. The predicted classical MD “1:3 ing
time-dependent electric field at equencies ranging from 1.0 to 10.0 GHz. Results are reported for
the case of the GROMOS-aa force field.“Che time length of each simulation corresponds to ten full electric

field cycles. The dashed li rep}}m the linear fit of each net heating profile.

l

rofiles of liquid MEA caused by applying an external

=]

£
Now we evalwz/e thesabiligy of the different empirical force fields to correctly predict how fast
er

liquid MEA is eated d W radiation at different frequencies. An accurate force field should

be able to aecuwatély capture the correct magnitudes of the heating rates, as well as their depen-
dence on%o d MW frequency. Figure 4 reports a comparison between the experimental
(symhpls) and <sica1 MD derived MW heating rates of liquid MEA using the original (solid
linesain ure>4(a)) and modified (dotted lines in figure 4(b) and solid lines in figure 4(c)) force
fislds. Tﬁj: error bars reported in figures 4(a) and 4(b) were estimated by repeating the linear fitting
}B}ererature profiles using several simulation time intervals. In this figure two sets of experi-

ntal curves are reported. The curve with blue squares correspond to the experimental dielectric
spectra collected at 278 K33 while the curve with red dots correspond to the experimental dielectric

spectra collected at 308 K*°. We did not find any experimental dielectric spectra collected at 298

K in the literature.
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FIG. 4. MW frequency dependence of the experimental (symbols) and predicted heating rates of liquid
MEA: (a) calculated from the temperature profiles predicted by the original force fields, (b) calculated

from the temperature profiles predicted by the modified force fields, and calculated using equation

7

5 employing the dielectric spectra, bulk densities, and constant-pressur spsjlﬁc ts predicted by the
modified force fields. The two experimental heating rate curves are baséd on experimental dielectric spectra
collected at 278 K (blue squares)33 and 308 K (red dots)*. The ﬁkyed ctric field amplitude is 0.01

V/Afor all MW frequencies. <

P

—
The experimental heating rates reported in figure # were caleulated using equation 5 employing

the experimental values of bulk density, constant&r@eoiﬁc heat, and the imaginary part of
d M

dielectric spectra at each frequency. The predi heating rates reported in figures 4(a) and

tions, thus no other parameters were ysed.

4(b) were calculated solely from the temperatureyprofiles resulting from our MD heating simula-
x%y, the predicted heating rates reported in figure

ing the predicted imaginary part of dielectric spectra

4(c) were calculated using equatiorﬁm

(figure 2(b)), bulk density and censtaht-pressure specific heats (table II).

We first discuss the ability of\oﬁginal force fields to accurately predict heating rates at
different MW frequencies. ‘F?ﬁﬁgure 4(a), it is clear that none of these force fields was able
X

cted heating rates. With the exception of the OPLS-aam force

thus the heating rates.for MW frequencies ranging from 1.0 GHz to 10.0 GHz according to these
dielecfric spec élould be increasing.

Now'we evaluate the heating rates predicted by the modified force fields. From the dotted lines
shewn in’ﬁgure 4(b), it is clear that the agreement between experimental and calculated heating

S xas slightly improved by scaling the partial atomic charges of the GROMOS-aa force field. In
faet, the curve predicted by the GROMOS-aa-q1.05 force field follows the frequency-dependence
of the experimental heating rates expected at 308 K. However, this improvement did not occur
in the case of the modified OPLS-aa force fields. In fact, the curves predicted by the OPLS-
aa-q1.05 and OPLS-aa-q1.098 force fields do not even follow the frequency-dependence of the

13
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Publishiexgperimental heating rates expected at 308 K. This might be explained by the small self-diffusion
coefficients and the large constant-pressure specific heats predicted by the OPLS-aa-q1.05 and
OPLS-aa-q1.098 force fields (see table II). Nevertheless, it is surprising to obtain such overall
poor agreement between experimental and predicted heating rates, which does not reflect the good
level of agreement between the experimental and calculated dielectric/Spectra in the case of the
modified force fields (see figure 2(b)). 5

To evaluate the possibility of presence of any inaccuracies in Qur heating simulations we com-
puted the MW heating rates predicted by the modified force xn{equation 5. In this equa-
tion we used the dielectric spectra , densities, and const nt- suresspecific heats predicted by

the modified force fields (see table II). The resulting prédicted heating rates are compared to the

experimental ones in Figure 4(c). From this figure ft is clea

perimental and calculated heating rates is much begter w Q we resorted to equation 5 instead of
resorting to the temperature profiles predicte ly;%lar dynamics heating simulations. In fact,
both the magnitudes of heating rates and @ nce on the MW frequencies are reproduced
better in this figure specially at 1.0 GHg,

Inspection of figure 4(c) revea&iat ¢ ctrve predicted by the OPLS-aa-q1.05 force field

t the agreement between the ex-

GROMOS-aa-q1.05 force field a\mtter with experimental curve expected at 278 K. Obvi-

ously, better agreements itGTRBe:perimental heating rates expected at 298 K can be obtained by

further tuning of the charges'scaling factors for the GROMOS-aa and OPLS-aa force fields. The
£

agrees better with the experingtaiir expected at 308 K while the curve predicted by the
aregs

overall agreement(ﬁet n eyperimental and predicted curves are now coherent with the agree-
ment between gxperimental and predicted dielectric spectra curves. From our point of view the
poor agree e@:en experimental and calculated heating rates predicted by our heating sim-
ulations i1$.duefto a cembination of the following two reasons. First, scaling of the partial atomic
charggs Teads t /tremely small diffusion coefficients which makes the equilibration of the system
u Q&Qcibating electric field very difficult process. Second, our non-equilibrium heating sim-
ulations (3) not include any quantum correction to classical temperatures. Applying such quantum
‘myea 10ns to non-equilibrium classical MD simulations is not yet implemented in the LAMMPS
code.

Our results suggest that the use of the charge scaling approach suggested in Refs. 38 and 39
can be useful to tune empirical force fields to correctly predict the static dielectric constants and

also frequency-dependent dielectric spectra, but it is unable to provide force fields that are able
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Publishiwgaccurately predict heating profiles and rates based on MD heating simulations. As mentioned
above, this is partially caused by the small diffusion coefficients and the large bulk densities in-
duced by increasing the partial atomic charges. Obviously, the best approach would be to refine
the existing force fields such that all relevant properties are reasonably predicted. We have carried
out several series of additional calculations in an attempt to reach a set 8f Lennard-Jones parame-

ters (€ and o) and partial atomic charges (g) such that the experim te>sta dielectric constant,

dielectric spectra, bulk density, and specific heat are reasonably p
simple isotropic scaling of €, ¢, and g was not successful. It ejs t the available force fields
need to be reparametrized, however, with more focus on thg'\é.btﬁc properties. In future, we
_—
may report on the development of new empirical force fields qu EA aqueous solutions, based
on simultaneous fitting against both ab-initio forces @ind expermental static dielectric constants.
\\L
IV. CONCLUSIONS ‘i\

.

icted. Unfortunately, this

In summary, we used a comprehengive classical molecular dynamics framework to evaluate the
ability of most of the existing em \1?al.ﬂorce fields for MEA to accurately describe the dielectric
response of liquid MEA dt-regm temperature to microwave irradiation at different microwave
frequencies. None of the te ﬂZbce fields was found successful in predicting dielectric properties

. y
of liquid MEA.
a £

We tuned s (N force fields by simply scaling their partial atomic charges so that dielec-

tric properties orrectly predicted. Although some of the modified force fields were successful
in correctly, prédicti

tra of Qﬁi} at room temperature, they failed in predicting experimental MW heating rates
onunolec

both the static dielectric constant and frequency-dependent dielectric spec-

based

tion of self-diffusion coefficients, constant-pressure specific heats, and bulk densities, and also by

ular dynamics heating simulations. This failure is explained by inaccurate predic-

mamence of any quantum correction to our non-equilibrium classical molecular dynamics heat-
ing simulations. Thus, it is concluded that whatever approach is followed to improve existing force
fields, all the properties relevant to dielectric heating should be carefully considered when opti-
mizing the parameters of these force fields, and that quantum corrections to temperatures should

be also included in these heating simulations.
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Publishivg SUPPLEMENTARY MATERIAL

See supplementary material for the following extra tables and figures: (1) Summary of
bond, bond angle, and dihedral angle constrains employed in the MEAa2007%, MEA020078,
MEA22015°, OPLS-aa!®, OPLS-aam!?, GROMOS-aa'!"!>, and GROMOS-ua'!"!? force fields,
(2) Effect of equilibrium MD simulation length and dipole moment sa@l

Bﬁﬁgirlterval on the pre-
dicted static dielectric constant of MEA in the case of the GROMO(a\f‘r\ce field, (3) An example

of the linear fit of the relation between the total dipole moment N d external electric field
strength in the case of the GROMOS-aa force field, and (3) n)&@l of the exponential fit of
the total dipole moment autocorrelation function of ME@% se of the GROMOS-aa force
field. =
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