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Saavidra Perera

Abstract

Characterisation of atmospheric seeing and optical turbulence is crucial for the

design and operation of modern ground-based optical telescopes. With a new

generation of extremely large telescopes being proposed and constructed, new

obstacles will be faced with regards to imaging through our turbulent atmo-

sphere. The Differential Image Motion Monitor (DIMM) has been a commonly

employed seeing monitor at astronomical observing sites across the world. For

decades it has inexpensively provided sites with measurements of the Fried

parameter (r0). In this thesis a variation on the current DIMM design will be

presented. The Shack-Hartmann Image Motion Monitor (SHIMM) employs a

low order Shack-Hartman (SH) lenslet array instead of the two hole aperture

mask utilised by the DIMM. The SHIMM is a low-cost, portable instrument,

comprised of off-the-shelf components, making it easily duplicated and there-

fore ideal for comparisons of atmospheric conditions at large observing sites.

In this thesis the four key advantages of the SHIMM will be addressed. By

utilising a SH lenslet array the SHIMM can employ methods for estimating the

value of r0, independent of noise; estimate the atmospheric coherence time;

correct for the effect of scintillation on the measurement of r0; and produce

a low-resolution fixed three layer turbulence profile. On-sky results of each

feature will be presented in this thesis.

Supervisors: Dr R. W. Wilson and Prof. R. Myers
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Chapter 1

Introduction

1.1 Requirements for Astronomy

The study of the night sky has always been a part of human history. Whether used

to tell mythical stories or to act as a map to navigate our way through the dark, the

night sky has played a role in many different cultures throughout time. As travel

and technology improved, astronomy grew from a study within small communities,

to a global area of research. Today, with observatories all over the world, we are

able to study neighbouring planets, exotic stars and distant galaxies, all the way to

the far reaches of our universe. For the next generation of ground based telescopes,

to keep improving on this research, site selection is becoming increasingly crucial

to maximise the gains of these instruments.

When selecting the location of an astronomical observing site for optical telescopes,

several key factors must be considered: the climate, light pollution, the infrastruc-

ture and accessibility of the site, are a few examples. However, one of the most

crucial determinants of the quality of astronomical imaging are the atmospheric

conditions. The characterisation of atmospheric seeing and optical turbulence is

necessary for the design and operation of modern ground-based optical telescopes.

Optical turbulence occurs when layers of air of different temperature mix, result-

ing in the aberration of starlight propagating through the atmosphere. The atmo-
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1.2. Thesis Synopsis

spheric turbulence induces speckling and movement of the image, called ‘seeing’, as

well as intensity fluctuations, called ‘scintillation’. Image quality and signal-to-noise

of astronomical images and photometric measurements depends on the prevailing

seeing and scintillation conditions during an observation. The long-term statistics

of the seeing are critical for the optimal selection of observing sites. It is import-

ant to emphasise that the altitude of turbulent layers, as well as their strength,

affect observations in different ways. Seeing (i.e. image distortion) results from

all turbulent layers in the atmosphere. Scintillation however, predominately res-

ults from high altitude turbulence. Therefore, for example, it is possible to have

overall bad seeing but low scintillation noise. For this reason, facility turbulence

monitors play an important role for astronomical observations, with regards to site

characterisation and the optimisation and queue-scheduling of observations.

One of the most commonly used seeing monitors is the Differential Image Motion

Monitor (DIMM). As a low-cost instrument it is ideal for characterising the seeing of

potential observing sites and for employing multiple instruments for multiple seeing

comparisons. The SHIMM instrument is a variation on the traditional DIMM

design, giving it not only the advantage of measuring the Fried parameter (r0)

independent of noise, but also the ability to measure the coherence time (τ0), and

allow for low-resolution vertical profiling of the turbulence. This thesis will present

the SHIMM instrument and will discuss its advantages with on-sky results.

1.2 Thesis Synopsis

• Chapter 2 discusses the theory behind atmospheric turbulence and the effects

it has on astronomical imaging. Simulations used throughout this thesis are

also described in this chapter.

• Chapter 3 presents key turbulence profilers and techniques that are currently

employed by astronomical observing sites around the world. These seeing
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monitors and profilers include the DIMM, MASS, SLODAR, and SCIDAR.

All of these instruments will be mentioned in the proceeding chapters.

• Chapter 4 presents the SHIMM, an alternative instrument to the traditional

DIMM. This variation employs a Shack-Hartmann lenslet array to image

more focused spots than the traditional DIMM. This allows for utilising the

SLODAR method for measuring r0. This method, unlike that used by the

DIMM, is independent of noise contributions. Comparisons with the SHIMM

and other seeing instruments will be presented and discussed.

• Chapter 5 describes how the coherence time of the atmosphere can be estim-

ated from SHIMM data. By employing a fast CCD camera, power spectra of

the defocus Zernike term can be utilised to measure the effective velocity of

the turbulence present in the atmosphere. From this the value of τ0 can be

acquired. Results from on-sky observations will be presented and discussed.

• Chapter 6 discusses the effects of scintillation on the measurement of r0. This

is a problem that also affects the DIMM. By using scintillation information

from SHIMM data these effects can be corrected to provide a more accurate

value of r0. This information can also be used to produce a low-resolution

fixed three layer turbulence profile. Examples of on-sky turbulence profiles

will be presented. This chapter will also describe the Full Aperture Seeing

Sensor (FASS), a novel technique that exploits a low noise EMCCD to im-

age the full aperture pupil in order to measure the atmospheric turbulence

profile. Examples of on-sky turbulent profiles acquired by the FASS will

be presented. The FASS instrument is a collaborative development between

Pontifical Catholic University of Chile, Chile and Durham University, UK.

Since the FASS cannot sense turbulent layers close to the ground, the FASS

and SHIMM have been combined, as will be discussed in chapter 6.
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Chapter 2

Theory: Atmospheric Turbulence

The optical wavefront from an astronomical source is considered to be travelling

an infinite distance, such that the arrival of this wavefront at the top of the Earth’s

atmosphere is planar. However, the atmosphere exhibits a number of different ef-

fects on this wavefront including absorption, scattering, dispersion and aberrations

due to atmospheric turbulence.

The extent of the absorption of observed light is dependent on its wavelength as

demonstrated by figure 2.1. It can be seen that wavelengths corresponding to

radio, infrared and visible waves are transmitted through the Earth’s atmosphere

(Hardy, 1998). These are referred to as atmospheric windows. Unlike radio, optical

and infrared wavelengths do not have 100% transparency. This is one of the main

reasons that optical telescopes are generally located on mountain tops, since there

is less atmosphere to absorb the light.

The type and amount of scattering of light is dependent on its wavelength and the

size of the particle the light interacts with. For example, particles smaller than the

wavelength of the incident light undergo Rayleigh scattering (Barry and Chorley,

1968). Due to the presence of NO2 and O2 the shorter blue light is more strongly

scattered than red light in the atmosphere, hence the blue colour of the sky.

The refractivity of the atmosphere varies with altitude and wavelength, as will

be described in section 2.1. As a result, incoming light at angles away from the
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Figure 2.1: Illustration of atmospheric opacity for different wavelengths. Taken
from NASA (2008).

zenith follow a curved path through the atmosphere, changing the apparent dir-

ection of celestial objects. It also causes dispersion, such that light of different

wavelengths traverse different paths through the atmosphere and therefore smears

out broadband images (Hardy, 1998).

Atmospheric turbulence is a phenomenon that corrupts astronomical imaging and

photometry. Optical turbulence occurs when layers of air of different temperat-

ures, and hence refractive index, mix. This results in the aberration of starlight

propagating through the atmosphere. The atmospheric turbulence induces ran-

dom speckling and movement of the image, called ‘seeing’, as well as intensity

fluctuations, called ‘scintillation’.

2.1 Origin of Turbulence

In order for optical turbulence to occur, both dynamical turbulence and a refractive

index gradient in the fluid must be present (Vernin, 2002). The first criteria, dy-

namical turbulence, can occur from wind shear at the Earth’s surface, solar heating
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2.1. Origin of Turbulence

or interaction of air masses with atmospheric fronts, to name a few (Roddier, 1981).

The second criteria is met when a vertical gradient of potential temperature, i.e the

temperature that a parcel of air would attain if brought adiabatically to a reference

pressure (Barry and Chorley, 1968), or density is present.

Turbulent flow is defined when the Reynolds number,

Re = vl

ν
, (2.1)

exceeds a critical value which is dependent on the geometrical structure of the

flow. Here v is the velocity, l is the length scale and ν is the kinematic viscosity.

Due to the low viscosity of air (ν = 15× 10−6m2s−1) the Reynolds number of the

airflow in the atmosphere almost always exceeds this critical value, resulting in well

developed turbulence (Hardy, 1998).

The typical structure and turbulence profile of the atmosphere is shown in figure 2.2.

Generally, the strongest turbulent layers occur at sea level, since they have the

highest air density. The mean turbulence strength decreases exponentially with

increasing altitude, with the exception of the peak that occurs at the tropopause.

This is a reason for locating observatories on mountain peaks (Hardy, 1998). The

troposphere is the zone where nearly all weather phenomena occur. This zone con-

tains about 80% of all atmospheric mass and most of the water vapour and aerosols

in the atmosphere. In this region the temperature decreases with altitude until it

reaches a temperature inversion level (i.e. a layer of relatively warm air above a cold

layer) called the tropopause. The altitude of this level is dependent on the latitude

and season, generally varying from 8 km at the poles to 16 km at the equator.

Above the tropopause the stratosphere extends to about 50 km above sea level.

The increasing temperature with altitude in this region is due to the absorption of

the sun’s ultraviolet radiation by the ozone layer (Barry and Chorley, 1968).

Due to varying temperatures and water vapour content, the atmosphere con-

sists of layers of air with different refractive indices. This refractive index gradi-

ent together with dynamical turbulence results in temporal and spatial refractive
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2.1.1. Kolmogorov Model

Figure 2.2: Illustration of typical atmospheric conditions in terms of altitude and
temperature. Taken from Russell (2009).

index fluctuations. These fluctuations induce phase delays of different parts of the

wavefronts, thereby deforming the otherwise plane wavefront.

2.1.1 Kolmogorov Model

The Kolmogorov atmospheric turbulence model is the most commonly used model

to describe the mechanical structure of turbulence. It assumes that energy is

inserted into a fluid medium on a large spatial scale, known as the outer scale (L0),

and breaks down to form progressively smaller eddies. This continues until the

turbulence energy is dissipated by the viscous properties of the medium at the inner

scale (l0), i.e. where Re ≈ 1. An example of observational evidence validating this

model can be found in Nightingale and Buscher (1991).

The refractive index spatial fluctuations caused by atmospheric turbulence can be
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2.1.1. Kolmogorov Model

described by a structure function,

Dn (r) = 〈[n (ε)− n (ε+ r)]2〉 , (2.2)

= C2
n(h)r

2
3 , (2.3)

whereDn (r) is dependent only on the difference in refractive index, n, of separation

r, and not the position ε, and 〈〉 denotes an average (Hardy, 1998; Roddier, 1999).

The refractive index structure constant, C2
n(h), of units m−

2
3 , is a measure of the

refractive index fluctuations, and is used to quantify the optical turbulence strength

of layers at height, h. Since turbulent layers have a finite thickness it is more

beneficial to look at the integrated refractive index structure constant between two

altitude limits i.e.
∫ h1
h2
C2
n (h) dh with units of m

1
3 (Osborn, 2010). This gives the

total integrated turbulence strength (C2
n) between the defined altitude limits.

The magnitude of modulation of the wavefront propagating through the turbulence

is described by a structure function D (r) = Dφ (r) + Dχ (r), where Dφ (r) refers

to a phase structure function and Dχ (r) refers to an amplitude structure function.

Under the condition of the near-field approximation i.e. where the amplitude ef-

fects are negligible for apertures greater than the Fresnel radius, the variance of

scintillation will be much less than the variance of the phase. The Fresnel radius

is defined as,

rF =
√
λh, . (2.4)

The phase structure function can be described as

Dφ (r) = 〈[φ (ε)− φ (ε+ r)]2〉 , (2.5)

As according to Hardy (1998), the phase structure function at the output of a thin

layer with Kolmogorov turbulence is given by,

Dφ (r) = 2.914k2 sec(Z)r
5
3

∫ ∞
0

C2
n (h) dh , (2.6)

where Z is the zenith angle. For small spatial separation Fried (1965) simplified

this to,

Dφ (r � L0) = 6.88
( |r|
r0

) 5
3
, (2.7)
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2.2. Atmospheric Effects on Astronomical Imaging

where r0 is the Fried parameter (Hardy, 1998). This parameter is a scale length

that quantifies the integrated optical turbulence strength. The Fried parameter

relates to C2
n(h) by

r0 =
(

0.423k2 sec(Z)
∫ ∞

0
C2
n (h) dh

)− 3
5
, (2.8)

where k = 2π/λ is the wavenumber and λ is the wavelength. The Fried parameter

(r0) is an important measurement for monitoring atmospheric optical turbulence,

it is defined as the diameter of a circular aperture where the residual phase variance

is 1 rad2. Other important parameters are the isoplanatic angle (θ0) and coherence

timescale (τ0). The isoplanatic angle is the angular distance between two points

on the sky over which the residual atmospheric wavefront phase variance is 1 rad2,

and can be defined as

θ0 = 0.314 r0
heff

, (2.9)

where heff is the effective turbulence altitude

heff =
[∫∞

0 C2
n (h)h

5
3 dh∫∞

0 C2
n (h) dh

] 3
5

. (2.10)

The coherence time is a measure of the timescale of the turbulence variation, and

can be defined as

τ0 = 0.314 r0
veff

, (2.11)

where veff is defined as

veff =

∫∞0 C2
n (h)V (h)

5
3 dh∫∞

0 C2
n (h) dh

 3
5

, (2.12)

describing the effective velocity of turbulence where V (h) denotes the velocity pro-

file with altitude.

2.2 Atmospheric Effects on Astronomical Imaging

There are two main effects of atmospheric optical turbulence on astronomical ima-

ging; seeing and scintillation. In this section both effects will be discussed.
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2.2.1 Seeing Effects on Astronomical Imaging

An image is formed by the interference of the light from every part of the wavefront

with the wavefront. When a flat wavefront propagates through a telescope of

aperture, D, it focuses to a diffraction limited point spread function (PSF), where

the full width half maximum (FWHM) can be given as

FWHM = 0.98 λ
D
. (2.13)

The imaging resolution is defined according to the Rayleigh criterion. This criterion

states that the angular resolution is met when the peaks of two point sources, of

equal brightness, coincide with the first diffraction ring of the other point source

(Hardy, 1998). For a circular aperture this is given as

θ = 1.22 λ
D
. (2.14)

However, in the presence of the atmosphere, the plane wavefront is distorted by

refractive index fluctuations, and optical path differences are induced for different

parts of the wavefront. The interference of this distorted wavefront with itself res-

ults in short exposure images becoming speckled, where each speckle is approxim-

ately the same size as the diffraction limited PSF. Following propagation through

Kolmogorov turbulence the phase variance across the telescope aperture is given

by (Roddier, 1999),

σ2 = 1.03
(
D

r0

) 5
3
. (2.15)

If D << r0 the image becomes effectively diffraction limited since the phase vari-

ance will be very small. WhenD >> r0, the image is said to be ‘seeing limited’, and

appears speckled since there will be significant phase aberrations in the wavefront.

As the phase aberrations evolve with time, so will the speckle patterns. Therefore

a long exposure image will be the accumulation of the speckle patterns over time

and will converge to the seeing limited PSF. Figure 2.3 demonstrates this through

simulation. The FWHM of the image is dependent on r0, and independent of the
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telescope aperture size. This is known as the atmospheric seeing angle,

θFWHM = 0.98 λ
r0
. (2.16)
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Figure 2.3: Simulated averaged speckle images for 1 ms, 10 ms and 100 ms, where
D/r0 = 2, as expected for a small telescope in the visible such as the SHIMM. This
shows how increasing the exposure time will lead to a seeing limited PSF.

As demonstrated by the effects of optical turbulence on the PSF, in figure 2.3, it is

clear that the atmosphere can degrade the performance of telescopes, in particular

for large telescopes. As a result, adaptive optics (AO) is employed to correct for the

effects of image speckling and motion (Roddier, 1999). The design, operation and

optimisation of AO systems requires a detailed knowledge of the optical turbulence

profile (Wilson, 2002).

Zernike Polynomials

Here Zernike expansion is introduced as it will be used for measuring the value of

τ0, as discussed in chapter 5.

When correcting for aberrated wavefronts a minimum residual wavefront error is

desired. This can be done by expanding the wavefronts in a series of orthogonal
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functions (Roddier, 1999). Noll (1976) showed that Zernike polynomials can be

used to describe the statistical strength of aberrations produced by atmospheric

turbulence entering a telescope aperture. Since Zernike polynomials are an ortho-

gonal expansion over the unit circle, it can be described in polar coordinates (r, ρ).

Each Zernike mode is comprised of a normalisation factor, a radial component and

an azimuthal component, and are defined by

Zmn (r, ρ) =
√

(n+ 1)Rmn



√
(2) cos(mρ) if m 6= 0 and even j√
(2) sin(mρ) if m 6= 0 and odd j

1 if m = 0

, (2.17)

where

Rmn =
(n−m)/2∑
s=0

(−1)s(n− s)!
s!
[

(n+m)
2 − s

]
!
[

(n−m)
2 − s

]
!
rn−2s (2.18)

are the Zernike polynomials. The index n is the radial degree andm is the azimuthal

degree (Roddier, 1999). An index j is used as a mode ordering number and is a

function of n and m. Even values of j correspond to symmetric modes cos(ρ) and

odd corresponds to antisymmetric modes sin(ρ).

The Zernike Polynomials are a complete set (Hardy, 1998). Figure 2.4 illustrates

the first 15 Zernike Polynomials, which includes aberrations of conventional optical

systems such as piston, tip/tilt, defocus and astigmatism.

Wavefront phase distortions φ(r), where r(r, ρ) is a vector, over a circular aperture

can be expanded as a sum of Zernike modes. If the first J modes are corrected,

the correction can be written as

φ(r) =
J∑
j=1

ajZj(r) , (2.19)

where aj is the Zernike coefficient for each Zernike mode.

Noll (1976) obtained a Zernike matrix representation of the power spectrum of

the phase fluctuations due to Kolmogorov turbulence by evaluating the covariance

expansion of the coefficients aj . This is often known as the Noll matrix. The
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Figure 2.4: Illustration of the first 15 Zernike Polynomials generated using AOtools
(Townson et al., 2017).

mean square residual error of this correction described by 2.2.1 under Kolmogorov

turbulence is given as

∆J = 〈φ2〉 −
J∑
j=1
〈|aj |2〉 , (2.20)

where 〈φ2〉 is the phase variance. For the Kolmogorov power spectrum the phase

variance is infinite for the piston mode, and finite for consecutive modes. The

numerical values for this residual phase variance can be found in Noll (1976).

Fitting Zernike Coefficients to WFS Data

Simulation code for obtaining Zernike Coefficients, for a given dataset of measured

wavefront slopes, was provided courtesy of Ollie Farley. The Zernike polynomials

were calculated using the python module AOtools (Townson et al., 2017). The

gamma matrices (which express the gradient of the Zernike functions as sums of the
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2.2.2. Scintillation Effects on Astronomical Imaging

Zernike terms themselves) from Noll (1976) were used to generate a matrix of the

slope of each Zernike term averaged over each wavefront sensor (WFS) subaperture.

A dot product of this matrix with the dataset of measured wavefront slopes will

produce the Zernike coefficients.

2.2.2 Scintillation Effects on Astronomical Imaging

Scintillation is the spatial intensity fluctuation due to propagation of the aberrated

wavefront caused by atmospheric turbulence. The interference of the wavefront

with itself creates a pattern of ‘flying shadows’ in the pupil plane. Figure 2.5

demonstrates light from one part of the wavefront being redirected to other parts

of the pupil producing a flying shadow at the pupil plane. With respect to astro-

nomical photometry, this creates random fluctuations of the measured intensity as

light is deviated into or out of the telescope aperture. Since wind moves the tur-

bulence across the field of view of the telescope, this causes temporal fluctuations

of the total integrated intensity of the image (Osborn et al., 2011).

The scintillation is directly affected by the propagation distance of turbulent layers,

i.e. it is stronger for turbulence at higher altitudes. The characteristic scale of the

structures in the flying shadow scintillation patterns is determined by the Fresnel

radius, given by equation 2.4. Figure 2.6 demonstrates how increasing the altitude

of a turbulent layer changes the spatial scale of the flying shadow patterns, as well

as the increasing intensity variations at the pupil plane.

The scintillation index is used to quantify the amount of scintillation that is present,

and is expressed as

σ2
I = 〈I

2〉 − 〈I〉2

〈I〉2
, (2.21)

where I is the intensity of the image and 〈〉 denotes time averaging. The scintillation

noise can therefore be found by calculating
√
σ2
I . Osborn et al. (2015) describes how

scintillation noise can be estimated depending on the exposure time, t, telescope

diameter, D, and the wind velocity profile, V (h). In general, astronomical imaging
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Pupil Image

Telescope Pupil

Corrugated Wavefront

Plane Wavefronts

Infinite Distance

Turbulence 

Figure 2.5: A simplified illustration of how scintillation noise occurs when light is
focused into the telescope pupil or away from the pupil by a turbulent atmosphere.
Adapted from Osborn et al. (2011).

is in the long exposure regime. The scintillation index for long exposures is given

by

σ2
I,le ∝ D−

4
3 t−1

∫ ∞
0

h2C2
n (h)

V (h) dh . (2.22)

This equation illustrates the importance of estimating the optical turbulence profile

in order to quantify the contribution of scintillation noise in photometric observa-

tions.

For many observations, such as direct imaging, a small σ2
I value is unimportant.

However, for high fidelity, time resolved photometry, for example the detection and
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Figure 2.6: Demonstration of how the scintillation pattern changes with propaga-
tion distance.

characterisation of transiting exoplanets, small σ2
I can be crucial. If a planet, or ob-

ject, is orbiting a star in the line of sight of the telescope, the measured luminosity

of that star will have periodic dips. These dips can be very small, typically 0.01% to

0.1%,. Whilst this is within the capabilities of modern detectors, scintillation can

induce photometric variations of the order of 0.1% to 1.0% (Osborn et al., 2015).
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Scintillation therefore can become the limiting noise source for ground based obser-

vations. Fohring (2014) demonstrates an example where this is the case for transit

observations of target magnitude V = 10 or brighter. This is because for bright

targets scintillation noise is much greater than shot noise. As for AO correction,

real-time knowledge of turbulence parameters is critical. Methods to correct for

the effect of scintillation in photometry are being developed (Osborn et al., 2011).

2.3 Simulations

The effects of atmospheric turbulence can be represented by generating simulated

phase screens, typically by using several phase screens to represent the turbu-

lence at different altitudes. Generating the complex 2-D aberrated wavefront ob-

served at the telescope pupil involves propagating the aberrated wavefront from

the atmospheric phase screen to the ground. This wavefront is then passed to

the simulated imaging system. The theoretical methods are outlined in Ellerbroek

(1994). The Durham AO simulation framework was developed to simulate ad-

aptive optics systems on current and next generation extremely large telescopes

(Basden et al., 2007). The simulations used for obtaining phase screens and the ef-

fects of optical propagation have been taken from this framework and are discussed

below. All simulations and data plotting were performed using the Python pro-

gramming language. The NumPy and SciPy libraries (van der Walt et al., 2011)

as well as Astropy (Robitaille et al., 2013) and Matplotlib (Hunter, 2007) were

employed by these simulations and data analysis throughout this thesis.

2.3.1 Simulating Phase Screens

A phase screen, with a Kolmogorov power spectrum of aberrations, is used to model

the phase modulations after a wavefront propagates through a turbulent layer.

According to Taylor’s approximation the evolution of the turbulent structure is

much slower that the advection of the turbulence (Higgins et al., 2012). Therefore,
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2.3.2. Optical Propagation

the turbulent layer is considered to be ‘frozen’ as it moves across the telescope

pupil.

To simulate phase modulated screens Gaussian white noise is generated and filtered

by a spatial power spectrum of the turbulence, Φ(κ), to obtain a random field with

the correct second order statistics. The Gaussian white noise is a complex variable

field of the form (r(κ) + ir′(κ)), where κ is the spatial frequency variable and r

and r′ are random with zero mean and unit variance. The spatial power spectrum

known as the von Karman power spectrum is defined as,

Φ (κ) =
∣∣∣∣∣κ2 +

(
W 2

L0

)∣∣∣∣∣
− 11

6

, (2.23)

where W is the width of the phase screen. Kolmogorov statistics hold when

L0 =∞. However, in practise it is not possible to simulate for L0 =∞. This is

not problematic since in reality L0 is finite, and typically of the order of 10 - 100 m

(Buscher, 2015).

The atmospheric phase screen is the real part of the 2-D Fourier transformed

product of Φ(κ) and Gaussian white noise, and it is given as

PS = c.Re
(
F
[√

Φ (κ)
(
r(κ) + ir′(κ)

)])
, (2.24)

where F denotes the 2-D Fourier transform, Re indicates the real component and

c is a scaling factor

c = 0.1517√
2

(
W 2

r0

) 5
6

. (2.25)

This parameter allows for the scaling of the turbulent strength of the phase screen

according to the value of r0 associated with that layer. Figure 2.7 illustrates an

example of a phase screen with a Kolmogorov spectrum of aberrations.

2.3.2 Optical Propagation

In order to simulate turbulent layers at different altitudes the optical propagation of

the light between these layers also needs to be taken into account. The Fraunhofer
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Figure 2.7: A simulated optical phase screen with a Kolmogorov spectrum of ab-
errations.

(far-field) approximation relies on the following assumption

z �
k
(
x′2 + y′2

)
max

2 , (2.26)

where z is the propagation distance, x′ and y′ are coordinates of the aperture. At

optical frequencies, telescope apertures on the scale of meters and turbulent layers

generally no higher than 20 km, do not fall under the far-field regime. Therefore,

Fresnel (near-field) diffraction is applied (Goodman, 1968).

The Fresnel diffraction integral for an optical field, after passing though the nth

atmospheric turbulent layer is given by,

Un
(
x′, y′

)
=
∫∫ ∞
−∞

U0 (x, y) i

λz
exp (ikz) exp

(
ik

2z [
(
x− x′

)
+
(
y − y′

)
]2
)
dx′dy′ ,

(2.27)

where the vectors (x, y) and (x′, y′) indicate the coordinates of the initial and final

propagation positions. This can be expressed as

Un
(
x′, y′

)
= U0 (x, y)⊗K (x, y, z) , (2.28)
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where⊗ denotes a convolution between the incident field (i.e. the complex exponen-

tial of the atmospheric phase screen in equation 2.24) and the Fresnel propagation

kernel, K (x, y, z), defined as

K (x, y, z) = i

λz
exp (ikz) exp

(
ik

2z [
(
x− x′

)
+
(
y − y′

)
]2
)
. (2.29)

In simulation equation 2.28 can be performed with the following Fourier transform-

ations

Un
(
x′, y′

)
= F−1 [F (Un (x′, y′))×F (K (z))

]
, (2.30)

where F−1 denotes the inverse Fourier transform.

The real atmosphere typically consists of multiple thin layers of different turbu-

lent strengths and heights. To simulate this the complex amplitude of the wave,

generated from equation 2.24, is propagated down to the next layer via a convolu-

tion with the Fresnel Kernel of that height. This method is repeated for layers of

decreasing altitude until the pupil plane.

The validity of the Fresnel propagator was tested by changing the image scale of

the phase screen and comparing the input and measured r0 values. The method

of estimating r0 is discussed in section 4.3.2. Figure 2.8 shows the estimated r0

against altitude for a range of image scale values when the phase screen had an

r0 = 0.1 m. The increase in r0 with altitude is an effect of scintillation and is

discussed in chapter 6. It can be seen that for an image scale smaller than 0.05

array element per meter (AE/m) the estimated r0 is the same for the corresponding

altitudes, and will provide a fine enough sampling size. As a result, an image scale

of 0.0026 AE/m was used since it is desirable to have a larger image scale so as

not to require a larger number of phase screens for a single simulation, since this

increases the computational time.

2.3.3 Using the Simulations

When using these simulations considerations need to be taken when defining para-

meters, such as the size of the phase screen and sampling.
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Figure 2.8: Results from testing the Fresnel Propagator used in simulation, for
different image scales (Img) of unit array element per m (AE/m), where the input
r0 = 0.1 m. Error bars, due to statistical uncertainty of the simulation, are too
small to be seen on this graph.

When generating a phase screen in simulation a discrete Fourier transform is used,

producing a periodic phase screen. As a result, the phase screen size must be

significantly larger than the telescope aperture diameter and L0.

Obtaining a PSF

In order to simulate an instantaneous PSF the telescope aperture is ‘sliced’ from

the complex field at the ground level, by multiplying the complex amplitude with

an aperture mask array. The square of the Fourier transform of this gives the

amplitude at the image plane. The pupil mask is made from an array of ones

and zeros denoting the aperture and the padding respectively. To avoid aliasing

the aperture in the pupil mask array must be padded such that it is at least

Nyquist sampled, i.e. the mask needs to be at least double the size of the aperture.

Figure 2.9 illustrates the use of a pupil mask with padding.
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Figure 2.9: Example simulations of (a) the pupil mask multiplied by a phase screen,
to indicate what can be seen by an aperture in the pupil plane and (b) the output
of the squared Fourier transform of a complex field multiplied by the pupil mask.

Simulating Wind & Finite Exposures

In order to simulate exposures of finite duration, multiple instantaneous exposures

need to be summed. The number of these instantaneous PSF images is determined

by the wind blown speed of the turbulent layer traversing the telescope aperture

and the finite exposure time. Here a specific example, where the wind speed of

a turbulent layer is 15 m/s, the exposure time is 10 ms and the sampling of the

image plane is 0.01 m/array elements, is considered. In one exposure the phase

screen will have moved 15 cm, i.e. 15 pixels. The phase screen is then shifted by

small increments up to 15 array elements and instantaneous PSFs are created for

each position. These are then summed to create the final PSF.
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2.4 Conclusion

In this chapter the key principles and assumptions used in modelling optical at-

mospheric profiling have been presented. These principles act as the foundation

on which the rest of this thesis is based. The Kolmogorov atmospheric turbulence

model was discussed and key parameters such as C2
n, r0, τ0 and θ0, that are used

to characterise the atmosphere were presented. Knowledge of these parameters are

required for the optimisation of AO and interferometry, as well as for site selection

and queue scheduling for astronomy.

Atmospheric optical turbulence has two degrading effects on astronomical imaging;

seeing and scintillation. Seeing manifests itself as image motion and blurring, and

is caused by all turbulent layers in the atmosphere. Scintillation however, results

in intensity fluctuations and occurs completely from high altitude turbulent layers.

It is therefore possible to have bad seeing but low scintillation noise.

Finally fundamental simulations that allow for modelling of the atmospheric turbu-

lence and the effects on astronomical imaging were presented. The key simulation

is the generation of phase screens, used to represent the phase modulations after

a plane wavefront propagates through a turbulent Kolmogorov atmosphere. In

addition, the method of simulating propagation effects was also discussed.
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Chapter 3

Theory: Optical Turbulence

Profilers

This chapter explores key optical turbulence profilers that are currently employed

by different observing sites across the world. All instruments outlined in this

chapter will be referred to later in this thesis. These are discussed in order of

increasing complexity, required telescope aperture size and cost. The most basic

instrument, the Differential Image Motion Monitor (DIMM), is not a profiler but

a seeing monitor, based on a small telescope, that estimates the total integrated

turbulence strength (Sarazin and Roddier, 1989). The Multi Aperture Scintillation

Sensor (MASS), like the DIMM, is based on a small telescope. It divides the aper-

ture into four concentric rings, each connected to a Photo-Multipler Tube (PMT).

The photon counts are used to find the correlation between the scintillation pat-

terns on a range of spatial scales to provide the turbulence strength for six bins at

fixed altitudes (Kornilov et al., 2003).

The SLOpe Detection and Ranging (SLODAR) and SCIntillation Detection And

Ranging (SCIDAR) are techniques that produce much higher resolution turbulence

and wind profiles, and both require a telescope aperture & 0.5 m. The SLODAR

is a crossed-beams technique that utilities a Shack Hartmann wavefront sensor

(SHWFS), described in the next chapter, to retrieve C2
n(h) from the wavefront
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3.1. Shack-Hartmann Wavefront Sensor

slope correlations between a pair of target stars i.e. a double star (Wilson, 2002).

The SCIDAR estimates the C2
n(h) profile by measuring the correlation of the

scintillation pattern produced by a double star (Vernin and Roddier, 1973). The

SCIDAR instrument is generally the most expensive since it is typically mounted

on a 1− 2 m telescope in order to reach a higher resolution profile.

Many variations and combinations of these instruments have been made to cre-

ate different profilers for specific profiling requirements or to improve on the cur-

rent instruments. For example the principles of SCIDAR have been applied to a

smaller 40 cm telescope observing wide angle double stars to produce LOw LAyer

SCIDAR (LOLAS). This instrument obtains a detailed profile from the ground to

1 km altitude (Avila et al., 2008). Similarly Surface Layer SLODAR (SL-SLODAR)

employed the principles of SLODAR to obtain a detailed surface layer profile

(Osborn et al., 2010). The theory of SLODAR and SCIDAR have also been com-

bined to create COupled SLodar scIDAR (CO-SLIDAR), by using scintillation

and slope information to estimate a turbulence profile (Robert et al., 2008). The

Generalized Seeing Monitor (GSM) is a monitor that employs four 10 cm telescopes

(Ziad et al., 2000). Two of the telescopes acts like a DIMM, with the combination

of all four telescopes aiming to measure θ0 and L0.

A tabled summary of the features and attributes of each instrument can be found

in section 3.6.

3.1 Shack-Hartmann Wavefront Sensor

The SHWFS is commonly used for AO systems and is employed by SLODAR and

similar turbulence profilers to reconstruct a phase map of the incoming wavefront.

It consists of a 2-D array of lenslets of the same focal length and a position-sensing

detector, typically a Charge-Coupled Device (CCD) camera. Under perfect condi-

tions, when light arrives as a plane wave, an image is focused at a fixed position

by each lenslet. However, as demonstrated by figure 3.1, when the incoming wave
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3.2. DIMM

is aberrated the focal spot of a lens will deviate from the expected position by

δx = fθslope, where f is the focal length of the lenslets and θslope is the angle of the

wavefront slope (Platt and Shack, 2003). The amplitude of this deviation provides

information about the local tip and tilt of the wavefront across the subaperture.

Measurements of the centroid positions of the focused spots can be used to recon-

struct a phase map of the wavefront, e.g. for AO correction. The SHWFS can also

be used for tomographic reconstruction, which is a method employed to estimate

the phase aberration in a volume along a different line of sight to a scientific target

(Vidal et al., 2010).

Incoming 
Wavefront

Ray  
Directions

Lenslet  
Array

f

Subaperture 
Focal Spots

2-D 
Detector 

Array

δx

Figure 3.1: Concept of the SHWFS illustrating how displacements of focused spots
from the lenslet represent wavefront tilt. Adapted from Platt and Shack (2003).

3.2 DIMM

The DIMM is a compact instrument, utilising a small telescope, which measures

the differential motion for images of the target star produced by two subapertures

within the telescope pupil, as depicted in figure 3.2. The two subapertures are

produced by placing a mask over the entrance aperture of the telescope. A wedge

prism is placed over one of the subapertures in order to separate the focused images
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3.2. DIMM

of the target star. Since it employs a differential method, measurements are insens-

itive to tracking errors and telescope shake, which have an equal effect on the two

images (Sarazin and Roddier, 1989; Wilson et al., 1999). However, the turbulence

causes small differential motions (O’Donovan et al., 2003). The variance of the

differential motion is found from the centroid values, c1 and c2, of the two spots

formed on the detectors. This variance can be described as

σ2 = 〈|c1 − c2|2〉 − 〈|c1 − c2|〉2 ,

= σ2
c1 + σ2

c2 − 2cov(c1c2) , (3.1)

where cov indicates the covariance of the two centroids.

Corrugated Wavefront

Plane Wavefronts

Infinite Distance

Turbulence 

Image Plane

Telescope 

x

CCD 

Figure 3.2: Illustration of the classical DIMM. Wavefronts distorted by the atmo-
sphere are detected by a CCD via two subapertures focusing the light onto two
spots separated by a distance x. Adapted from Tokovinin (2002).
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Figure 3.3: Illustration of the difference between transverse and longitudinal direc-
tions. When the slope of the wavefront is perpendicular to the spatial separation
this is considered transverse. If the slopes are parallel then they are longitudinal.

The variance of this differential motion yields an estimate for r0, and is defined as

σ2
? = K?

(
λ

D

)2 (D
r0

) 5
3
, (3.2)

where K is a constant, known as the response coefficient, and D is the subaperture

diameter. The subscript ? represents either of the two directions of motion, lon-

gitudinal and transverse to the vector separation of the subapertures. Figure 3.3

illustrates how longitudinal and transverse directions are defined. The Fried para-

meter is related to θFWHM as according to equation 2.16. The seeing angle of a

long-exposure image can be computed from differential motion measurements on a

star at zenith distance Z by,

θFWHM = 0.98
(
D

λ

) 1
5
(
σ2
? cos(Z)
K?

) 3
5

. (3.3)

It is important to note that since the DIMM utilises a small telescope aperture it

is insensitive to the low-frequency part of the turbulence spectrum and is therefore

typically unaffected by the outer scale.
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3.2.1 Accuracy of the DIMM

The accuracy of the seeing measured by the DIMM is affected primarily by exposure

time, noise biases and optical propagation (Tokovinin and Kornilov, 2007). These

parameters will to some degree also affect the accuracy of all other turbulence

profilers.

Exposure Time

A very short exposure time is desired in order to freeze the image motion due to

seeing, however the minimal usable exposure time is limited by the effects of shot

noise. In practise, many DIMMs use an exposure time of 5-20 ms (Tokovinin, 2002).

For a wind speed of 40 m/s, an exposure time of 5 ms would result in the turbulent

layer moving by 20 cm, which is of comparable size to the aperture of most DIMM

instruments. The resulting blurring of the image motion leads to an overestimation

of r0, i.e. an underestimation of the seeing angle. Short exposure times (e.g. 5 ms)

reduce the bias, but does not completely remove it (Tokovinin and Kornilov, 2007).

A method which uses interlaced exposures of different lengths has been implemen-

ted in order to estimate and correct for this effect (Tokovinin, 2002). For short

exposures (t) and long exposures (2t) seeing measurements θ1 and θ2 can be de-

termined. From this the de-biased seeing is estimated as

θ0 ≈ 0.5
(
c θ1 + c

7
3 θ2
)
, (3.4)

where c = (θ1/θ2)
3
4 . Whilst much of the effect of long exposures can be com-

pensated, low or high wind speeds can result in small over- and undercorrections

respectively (Tokovinin, 2002).

Noise Biases

Equation 3.1 demonstrates how the measured variance of the differential motion

includes the variance of the individual centroids. These centroid variance values
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will be affected by the presence of noise, and will therefore result in random and

systematic errors in the measurement of r0.

The DIMM is sensitive to two main sources of random error: detector noise and

the statistical error associated with the finite number of image samples used for

each seeing estimate (Sarazin and Roddier, 1989). The main instrumental noise

contributions are shot noise and detector readout noise which result in uncertainty

in determining the centroids. The details of estimating these noise contributions

can be found in Tokovinin (2002). The limiting magnitude for the target star there-

fore depends on the subaperture diameter and the readout noise of the detector,

normally a CCD (Sarazin and Roddier, 1989).

Statistical errors can be reduced by increasing the number of independent samples

used to estimate the variance of the differential motion. For example, doubling the

number of samples will reduce the statistical noise by a factor of
√

2, according

to standard error. However, a too high frame rate can result in non-independent

samples, and samples taken over too long a period will measure seeing that can

change significantly within the data set.

Shot noise and detector noise increases the variance in the measurement of σ2.

Therefore, as shown in equation 3.1 they will also be biased. The noise level can

not be measured directly by the DIMM and must be estimated from the magnitude

of the target star and the exposure time, gain and specifications of the CCD. Any

error in the noise estimation will introduce a bias into the estimation of r0.

Optical Propagation

Classical DIMM theory neglects propagation effects and considers only near-field

turbulence. It was found that the value of the response coefficients (see equation 3.2)

reduce with increasing propagation distance and reduce substantially for strong

higher altitude layers (Tokovinin and Kornilov, 2007). A turbulence profile is there-

fore needed to determine what response coefficients should be used. Since this is
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not possible with the DIMM, the instrument tends to underestimate the seeing and

therefore overestimate the value of r0.

Another important effect is due to optical aberrations of the DIMM. When there

are optical aberrations, the variance of the differential image motion produced

by high layer turbulence depends on factors such as the type of aberration and

propagation distance. For example, defocus does not appear to bias the seeing

measurement for a turbulent layer at the ground. However, a higher turbulent layer

can result in a large bias which is also dependent on the sign of the defocus. These

optical propagation effects are described in detail by Tokovinin and Kornilov (2007).

3.2.2 DIMM Variations

Many variations of the DIMM have been made including the DIMMWhich Is Trans-

portable (DIMMWIT) (O’Donovan et al., 2003), Generalized DIMM (GDIMM)

(Aristidi et al., 2014) and Hartmann DIMM (H-DIMM) (Bally et al., 1996). The

DIMMWIT uses the exact same principle as the DIMM but has the benefit of be-

ing portable. The GDIMM employs a 3-hole aperture mask and measures seeing

in the same way. Another technique to note is the H-DIMM (Bally et al., 1996).

The H-DIMM employs a Hartmann mask to utilise more of the telescope aper-

ture with n subapertures, resulting in n(n − 1) baselines. As a result, instead of

one measurement of the differential image motion, multiple measurements can be

made, according to equation 3.2, for different baselines and combined to reduce the

overall statistical uncertainty.

3.2.3 Advantages & Disadvantages of the DIMM

The main advantages of using the DIMM is that it is a low-cost small instrument

that can provide a seeing measurement that is not biased by the effects of telescope

shake, defocus and aberrations. However, strong scintillation will cause the DIMM

to underestimate the seeing. The classical DIMM is not able to correct for this
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given that it has no profiling capabilities. In addition, the DIMM is not able to

directly estimate the noise present in each measurement of r0, this means it is

unable to make a measurement of r0 independent of those noise contributions. An

instrument capable of this is SLODAR which will be described in section 3.4.

3.3 MASS

The MASS instrument is a turbulence profiler that measures the atmosphere in

six layers by analysing the spatial intensity fluctuations measured at the ground

(Tokovinin, 2007). The Fresnel radius (see equation 2.4) describes the spatial scale

of the scintillation produced by turbulence at different altitudes. Figure 2.6 in

section 2.2.2 provides a graphical demonstration of this. The MASS instrument

employs a four ring aperture system to act as a spatial filter in order to establish

scintillation originating from different altitudes. Each aperture is connected to a

photomultiplier tube to detect the light of a single bright star (Tokovinin, 2007),

as illustrated in figure 3.4. The scintillation index of each aperture, s2
k, is defined

as

s2
k = 〈[Ik − 〈Ik〉]

2〉
〈Ik〉2

,

=
〈
∆I2

k

〉
〈Ik〉2

, (3.5)

where Ik is the light intensity received by one of the apertures k. Likewise, the

differential scintillation index between two apertures can be found

s2
k1k2 =

〈(∆Ik1

〈Ik1〉
− ∆Ik2

〈Ik2〉

)2〉
. (3.6)

This gives a total of ten scintillation indices (Tokovinin, 2007).

Turbulence profiles can be represented as a collection of independent layers. The

ten scintillation indices measured by MASS are modelled as

s2
k =

∫
Wk (h)C2

n (h) dh , (3.7)
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whereWk (h) is the weighting function for individual scintillation indices as a func-

tion of height, h (Tokovinin, 2007). Figure 3.5(a) illustrates a set of MASS weight-

ing functions, i.e. the ratio of each index to the layer strength. Knowledge of

the aperture geometry and spectral response is required to define the weighting

functions. MASS models the atmosphere as a collection of six pre-defined heights,

0.5, 1, 2, 4, 8 and 16 km. The data analysis uses a least squares regression to find

the strength of each layer from the measured indices. The MASS is not capable

of sensing turbulence below 0.5 km. This is because it is difficult to distinguish

weak scintillation in the presence of much stronger scintillation originating at high

altitudes (Tokovinin, 2007).

Figure 3.4: Illustration of the principles of MASS. Adapted from Tokovinin (2007).
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(a) (b)

Figure 3.5: (a) Weighting functions for the ten scintillation indices of MASS.
(b) Response of the fixed-layer restoration procedure to a single turbulence layer.
The dashed line is the sum of the 6 fixed layers (block line). Taken from
(Kornilov et al., 2003).

3.3.1 Accuracy and Precision

The accuracy of the MASS is described in detail in Tokovinin and Kornilov (2007)

and Tokovinin (2007). Here they are described for completeness. The MASS does

not rely on the absolute photon count but the fluctuations in the count. These

measurements are integrated over timescales from T = 1 minute. The relative

error of the scintillation indices is determined by the statistics of the signal and is

on the order of
√
τ/T , where τ is the characteristic time of signal fluctuations. In

practice is this error is ∼ 2− 3%

Since the MASS is not sensitive to turbulence below altitudes of 0.5 km it is expec-

ted that the measured seeing of the free atmosphere will always be better than the

total integrated turbulence. However, this is not always the case. The MASS relies

on weak-perturbation theory, and assumes weak scintillation. As a result, under

strong scintillation the power at high frequencies increase and the MASS profile

restoration software leads to an overestimation of the free atmosphere seeing as

higher altitude turbulence is shifted to lower altitudes (Tokovinin and Kornilov,
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3.3.2. MASS-DIMM

2007). Overall this can result in a 10% error (Tokovinin, 2007). A correction is

applied for the cases where the scintillation is between 0.1 − 0.7. Values greater

than 0.7 means the scintillation is too strong to provide a good enough correction.

For a fixed layer model the errors in layer strength are dependent on altitude,

with smaller errors for higher altitudes. One reason, described above, is that lower

altitude turbulence will produce weak scintillation. Another reason is displayed

by the response functions in figure 3.5(b). These responses are for the fixed layer

restoration procedure to a single turbulent layer. The dashed line is the sum of

the six fixed layers. Ideally it should be at a constant value of one. However, at

lower altitudes the sum between altitude bins are greater than one, meaning the

instrument is likely to overestimate the turbulence strength at those altitudes.

It is worth noting that all MASS instruments vary slightly in performance, this

can be due to individual detector characteristics. Comparisons between two MASS

instruments can be found in Tokovinin (2007). They show a systematic difference

in the profiles they obtain at the lower altitudes. For example, one MASS placed

turbulence at 2 km where as the other MASS distributed the same amount of

turbulence over 1 and 2 km.

3.3.2 MASS-DIMM

The MASS and DIMM have been combined to create the MASS-DIMM instru-

ment. Since the MASS permits measurements of the seeing above 0.5 km, and the

DIMM measures the total integrated turbulence strength for the whole free atmo-

sphere, the ground layer turbulence can be estimated by subtracting the turbulence

integrals measured by the two instruments (Tokovinin and Kornilov, 2007).

As described in sections 3.2.1 and 3.3.1 there are a number of contributing sources

for some of the inaccuracies present in the turbulence estimates generated by the

DIMM and MASS. As a result, the combination of these two instruments will

introduce errors regarding ground layer turbulence estimates. Under strong scin-
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tillation the subtraction method used to estimate the ground layer turbulence will

not work, since the DIMM and MASS over- and underestimate seeing in this re-

gime. However, if a high proportion of the turbulence is located at the ground layer

than this method can be used to reliably estimate the ground layer turbulence. In

addition, the DIMM can over- or underestimate the seeing in the presence of tur-

bulent layers with low and high wind speeds. This will also result in an over- or

underestimation of the turbulence strength at the ground layer.

3.4 SLODAR

SLODAR is a vertical profiling technique that utilises a SHWFS to image a pair

of stars of known angular separation. The altitude, strength and velocity of each

turbulent layer can be estimated by employing the triangulation method. The

maximum altitude (hmax) and vertical resolution (δh) are determined by the geo-

metry of the system as depicted in figure 3.6. The value of hmax is given by,

hmax = D

θ
, (3.8)

where D is the telescope aperture and θ is the angular separation of the target

stars. The vertical resolution is given by,

δh = D

nθ
× cos(Z) , (3.9)

where n is the number of subapertures subtended across the pupil and Z is the

zenith angle of the observed target (Osborn et al., 2010; Osborn, 2010). Increasing

the value of n will decrease δh. This is preferable since it would result in an

increase in the resolution. However, a limiting factor to the value of n is the

minimum subaperture size. The subaperture size needs to be sufficiently large to

provide enough signal as well as to produce a diffraction limited spot width small

enough to allow measurements of motions due to seeing.

The SLODAR technique has been based on a number of different telescopes aper-

ture sizes. For example the SL-SLODAR can observe the atmosphere up to∼ 100 m
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δh

Hmax

D

θ

Figure 3.6: Illustration of SLODAR geometry, where θ is the angular separation of
the two target stars, hmax is the maximum altitude, δh is the altitude resolution
and D is the diameter of the telescope aperture. Adapted from Osborn (2010).

altitude and ∼ dh < 10 m by employing a telescope aperture size of D = 0.5 m

and widely separated target stars (Osborn et al., 2010). The Generalised SLODAR

was mounted on a 2.54 m telescope as part of a site-testing campaign for the Giant

Magellan Telescope (GMT) (Goodwin et al., 2016). In addition, the SLODAR has

been based on the 4.2 m William Herschel Telescope (WHT), La Palma, observing

altitudes up to 17 km (Wilson, 2002).

SLODAR measures the spatial covariance of the gradient of the optical phase ab-

erration observed at the ground for each target star path (Butterley et al., 2006).

The turbulence profile can be recovered by fitting the measured cross-covariance

functions with a set of impulse response functions for the system. These response

functions describe the shape of the covariance for a thin layer at a given altitude un-

der a von Karman turbulence model. This fit returns an estimate of the integrated

turbulence strength of that altitude bin, of width according to equation 3.9.

37



3.4.1. Obtaining r0

3.4.1 Obtaining r0

In this section, estimating r0 from SLODAR data will be discussed, since this

method will be adopted by the Shack Hartmann Image Motion Monitor (SHIMM),

as described in section 4.3. A detailed description of this technique can be found in

Butterley et al. (2006). The SLODAR detector acquires images with an exposure

time of ∼ 2 ms exposures, for a total time of approximately 30 seconds. The rough

position of the focused spots in the images are found by Gaussian fitting to the

mean of the data packet. The centroids of the spots, for individual frames, are then

found by using a standard centre-of-mass algorithm. Telescope guiding errors and

wind shake errors are removed by subtracting the mean of the centroids for each

frame. As a result, common tip and tilt motions induced by the atmosphere are

also removed. The response functions must be modified to take this into account

(Butterley et al., 2006).

A 2-D spatial cross-covariance map is generated from the centroids for the two

target stars, as shown by the example map in figure 3.7. A 1-D slice of the map

is extracted, in the direction of the orientation of the stars on the focal plane

(Osborn, 2010). The amplitude and position of peaks in this slice correspond to the

strength and altitude of turbulent layers. For the example of a single layer at alti-

tude h, a peak in the cross-covariance function will occur at a spatial offset of hθ, as

shown in figure 3.10 in section 3.5. However, the shape of this function does not give

the turbulent profiles directly. Theoretical impulse response functions are fitted to

the cross-covariance map to obtain the optical turbulence profile. This is done

for both longitudinal and transverse centroid directions (Butterley et al., 2006).

Figure 3.3 in section 3.2 illustrates how longitudinal and transverse directions are

defined. Figure 3.8 shows example impulse response functions for longitudinal and

transverse covariances. This fit can be applied to the whole 2-D map, however,

most of the useful information is found in the 1-D slice.

The profile obtained via this method will extend only to altitude hmax. The total
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Figure 3.7: Example of a 2-D spatial cross-covariance map generated from the
centroids of each target star observed by the SLODAR instrument. This data
was obtained for the multi-wavefront sensor experiment on the Canadian France
Hawaii Telescope, in December 2012. The map was provided courtesy of Timothy
Butterley (Butterley et al., 2006).

turbulence strength in the ‘unsensed’ region above hmax can be found by subtract-

ing the integrated turbulence strength of all the layers, of the measured turbulence

profile, from the total integrated turbulence strength.

Accurate estimations of r0 for the whole atmosphere can be made by applying a

fit to the auto-covariance of the centroids measured from the imaged spots for one

WFS. This is done for both x and y centroids. The auto-covariance function used

is a 1-D slice along the centre of the map. The effects of centroid measurement

noise on the estimate of r0 can almost entirely be removed by excluding the central

point of the auto-covariance function (i.e. the zero spatial offset, corresponding to

the centroid variance). By applying this fit the zero offset value can be estimated
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(a) (b)

Figure 3.8: Example normalised SLODAR theoretical impulse response functions
for longitudinal (a) and transverse (b) covariance, where ∆ is the subaperture
separation of the 1-D slice. Taken from Butterley et al. (2006).

for when there is no noise contribution. The difference between this estimate of

the zero offset value and the measured value provides an estimate of the overall

centroid noise level. Figure 3.9 demonstrates this method for simulated results

from Butterley et al. (2006). The broken line is the theoretical auto-covariance fit

when the central point (zero spatial offset) is excluded. This indicates a fit for the

zero noise case. The specifics of this method will be discussed in more detail in

chapter 4.
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0

increasing noise

Figure 3.9: Example of simulated data, demonstrating the method for estimating
noise contributions to the centroid variance, where ∆ is the subaperture separation
of the 1-D slice. Edited from Butterley et al. (2006).

3.5 SCIDAR

SCIDAR, like SLODAR, utilises an optical triangulation technique. A telescope

pupil image resulting from observing two stars is formed onto a detector. The

turbulence profile is estimated from the correlation of the scintillation pattern pro-

duced by each star (Vernin and Roddier, 1973) as illustrated by figure 3.10(a). For

a turbulent layer at altitude h, two copies of the same wavefront aberration will

be detected on the ground separated by a distance, hθ, where θ is the angular

separation of the two target stars. This results in a peak in the time averaged spa-

tial covariance of the image, at a separation corresponding to this distance. The

amplitude of the correlation peak relates to the turbulence strength at h. Wind

velocity can be found from the temporal cross-covariance map. When there is no

temporal offset, peaks corresponding to turbulent layers at different altitudes are
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formed on the cross-covariance map. As the temporal offset increases these peaks

move across the map. This movement indicates the speed and direction that the

turbulent layer is traversing the telescope aperture.

Telescope pupil images for each target star are projected onto the same CCD, and

overlap with an offset which is dependent on the angular separation of the tar-

gets. Each turbulent layer will then contribute three peaks to the auto-covariance

function. This is due to the intensity pattern from each star correlating with the

intensity pattern of itself and the other star (Shepherd et al., 2013), as shown in

figure 3.10(b).

The theoretical vertical resolution for SCIDAR is dependent on the Fresnel radius

size (equation 2.4) for a given altitude

δh(z) = 0.78
√
λz

θ
, (3.10)

where z = |h − hconj | and hconj is the conjugate altitude of the detector (Prieur,

J.-L. et al., 2001; Shepherd et al., 2013). The resolution that can be obtained

by the SCIDAR instrument is higher than that of SLODAR. This is because the

spatial scale of the scintillation is smaller than the minimum subaperture separa-

tion, allowing for higher altitude resolution (Shepherd et al., 2013). Increasing θ

will increase the altitude resolution, however it will reduce the maximum profiling

altitude. This maximum altitude, at the zenith, is defined as

hmax = (D −
√
λhconj)
θ

. (3.11)

For a target that is not at the zenith, this equation must be modified to calculate

the correct altitude. As described in section 2.1 the tropopause contains 80% of the

atmospheric mass. Therefore, hmax is selected to be approximately 20 km, since it

is higher than the maximum altitude of the tropopause. This dictates the minimum

telescope aperture size required for a given value of θ. This means, for example, if

the conjugate altitude of the detector is zero, θ is ∼ 10 arcsec and hmax = 20 km,

a minimum telescope aperture of approximately 1 m is required.
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Figure 3.10: (a) Illustration of how two copies of the same wavefront aberration at
altitude, h, will be detected on the ground at a distance hθ, where θ is the angular
separation. (b) The auto-covariance function generated from an overlapped pupil
pattern image. Adapted from Shepherd et al. (2013).

When the pupil patterns for the two target stars superpose, it results in a lack

of contrast in the combined pupil image. This leads to a loss of information.

Variations on the SCIDAR have been made to avoid this. One is LOLAS. This

method was based on a 40 cm telescope, designed for widely separated double star

targets. As a result, the pupil patterns of each star are completely separated on

the detector. However, this limits hmax to low layers of up to approximately 1 km

(Avila et al., 2008). Another variation is the Stereo-SCIntillation Detection And

Ranging (Stereo-SCIDAR). Stereo-SCIDAR employs separate EMCCD detectors

for each star, instead of a single detector (Shepherd et al., 2013). In the cross-

covariance of two separated scintillation patterns, each turbulent layer produces
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only one peak, as opposed to the three peaks shown in figure 3.10. The signal-to-

noise ratio (SNR) is improved by a factor of at least 2, and the measurement of

wind velocities by peak tracking is greatly simplified.

The Stereo-SCIDAR technique provides the most detailed optical turbulence profile

of the full atmosphere to date, with information on the strength and wind velocity

of each turbulent layer. However, as described above, it requires a telescope size

greater than 1 m, which makes it the most expensive of the commonly used optical

turbulence profiling techniques.

3.6 Conclusion

In this chapter four key optical turbulence profilers and seeing monitors, the DIMM,

MASS, SLODAR and SCIDAR, were discussed. Some of these instruments have

been modified and combined to create different profilers for specific profiling re-

quirements. These particular four profilers have been discussed since they will all

be referred to in the proceeding chapters of this thesis.

The pros and cons of each instrument were described. It is clear that there is an

overall compromise between cost, precision and accuracy. For example the DIMM

is a small economical instrument, however it can only provide a value for the total

integrated seeing. In addition, the accuracy of the measurement diminishes under

strong scintillation and is biased by noise. The MASS is also a small economical

instrument that can provide a coarse six layer turbulence and wind profile, but

is insensitive to the ground and also suffers under strong scintillation conditions.

Whereas the SLODAR and SCIDAR instruments can produced detailed turbulence

and wind profiles. However due to the size requirements of the telescopes to produce

a full turbulence profile, they are the most expensive of the profilers.

Table 3.1 summarises the key optical turbulence profilers detailed in this chapter,

as well as the SHIMM and FASS that will be described in Chapters 4 and 6.
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Chapter 4

SHIMM

In this chapter the development and testing of the SHIMM instrument, pictured in

figure 4.1, will be discussed. This instrument was developed to serve as a low-cost,

compact, portable seeing monitor, that could be easily and inexpensively duplic-

ated, making it ideal for comparisons of atmospheric conditions around a large

observing site. In addition, the SHIMM has the capability to estimate the value of

τ0, as well as a low resolution (three fitted turbulent layers) estimate of the optical

turbulence profile. The effects of scintillation on the estimate of r0 can then also

be corrected. These additional capabilities will be discussed in chapters 5 and 6.

The SHIMM is a variation on the DIMM design, made by employing a SHWFS

instead of an aperture mask. Compared to the traditional DIMM the SHIMM

utilises more of the telescope aperture, resulting in more focused spots. Exploiting

more of the telescope aperture reduces both the shot noise and the statistical noise

for seeing measurements, since a larger number of subapertures are used.

As mentioned in section 3.2, the H-DIMM also utilises more of the aperture by

employing a Hartmann mask. However, unlike the SHIMM the H-DIMM and

DIMM estimate seeing by relating the variance of the differential image motion,

obtained from pairs of subapertures, to r0 (Bally et al., 1996). The SHIMM adopts

the SLODAR method of analysis, which provides an estimate of r0 independent of

noise.
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4.1. System Design & Hardware Configuration

In this chapter the SHIMM instrument and the seeing estimation method will be

described. Results from two identical SHIMM seeing monitors will be presented, as

well as a comparison with simultaneous optical turbulence profiles recorded with

Stereo-SCIDAR on the Isaac Newton Telescope (INT) in La Palma.

Figure 4.1: The SHIMM (with additional FASS optics) at Cerro Paranal, Chile, at
the site of the VLT.

4.1 System Design & Hardware Configuration

4.1.1 Design Considerations

The SHIMM instrument as a whole, shown in figure 4.1, is comprised of a telescope,

WFS optics, a detector and a control computer running custom software for real

time analysis and autoguiding of the telescope. Since the instrument was built

with the intention of being low-cost, compact and portable, there were a number
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4.1.1. Design Considerations

of limiting factors to be considered for the design. In order to remain low-cost the

design of the SHIMM was limited to the use of off-the-shelf components, as listed

in table 4.1.2. Here, the main hardware components will be discussed.

Telescope

In order to be a portable instrument the SHIMM needed to be easily disassembled

and relocated. This limited the maximum weight of the telescope and hence the

telescope aperture size that could be used. However, the telescope aperture must be

sufficiently large to permit WFS measurements. Two different telescope aperture

sizes of 9.25 and 11 inches have been used in this investigation, and are referred to

as the C9-SHIMM and C11-SHIMM respectively.

WFS optics

The SHIMM employs a lenslet array in order to map square subapertures onto the

aperture of the telescope. It is preferable to have as many subapertures as possible

to make full use of the telescope aperture and to reduce statistical noise. However,

large enough subapertures are required to provide a sufficient signal as well as a

diffraction limited spot width which is sufficiently small to permit the measurement

of motions due to seeing. The spots must be at least Nyquist sampled by the

detector, i.e. there must be at least 2 detected pixels across the FWHM of the

spot. The parameters of the WFS were determined by this required sampling of

the telescope aperture.

Figure 4.2 illustrates a schematic of the WFS optical design. The following illus-

trates the optical design considerations required for determining the specifications

of the WFS optics.

The pre-defined parameters are: the format of the CCD; the CCD pixel size dpix;

the telescope aperture D and f-number f/#; and the desired number of a subap-

ertures n, to span the length of the telescope aperture.
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Figure 4.2: Schematic of the SHIMM optics. Light from the telescope if is focused
at ftelescope. The achromatic lens collimates the light into the lenslet array which
focuses the light on to the CCD at flenslet.

In order to obtain the right image scale and number of projected subapertures,

the correct combination of the collimating achromat focal length fach, and the

Shack Hartmann (SH) lenslet array focal length flla, and pitch width dpitch, must

be determined. Since these components are off-the-shelf there are limited options

available.

Lenslet Array Focal length (flla): The ratio of the focal lengths of the achromatic

lens and the lenslet array determine the magnification of the pixel scale depending

on the telescope specifications.

Collimating Achromat Focal length (fach): The required focal length of the

collimating lens is dependent on f/# and the width of the collimated beam dbeam,

fach = f/#× dbeam , (4.1)

where dbeam is defined as

dbeam = n× dpitch . (4.2)
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Given that there are limited combinations for fach, flla and dpitch, the combination

is optimised to acquire the desired value of n and largest sampling of the CCD.

For example, if n = 6, dpitch = 0.5 mm and the telescope used had an f-number

f/# = 10, then the value of fach will be 30 mm.

CCD Considerations

Frame Rate: The frame rate for image acquisition was limited by the CCD’s

maximum frame rate capabilities. A fast frame rate (a minimum of a few tens

of Hz) is required in order to obtain a useful number of atmospheric samples,

typically 1000, over 1 - 5 minutes. This provides a large number of independent

samples, which reduces the statistical noise. Figure 4.18 in section 4.5 illustrates, in

simulation, how the measurement of r0 converges on the timescale of 3 - 5 minutes.

Timescales longer than this can not be used since the seeing conditions will evolve

during a single dataset.

Exposure Time: When acquiring data by the SHIMM instantaneous imaging,

i.e. zero exposure time, would be the ideal case, so that the motion of the spot

is frozen in each exposure. Finite exposure times result in an overestimation of

r0 since it reduces the measured differential image motion. This is described in

3.2.1 and graphically demonstrated by figure 2.3 which illustrates the effects that

increasing exposure time has on an imaged spot. Figure 4.3(a) shows these effects

on the measurement of r0, of different values, for a typical wind speed of 10 m/s

(see section 4.2.1 for a discussion of the typical wind speed value). The method

for estimating r0 is demonstrated in section 4.3.1. Figure 4.3(b) illustrates that

whilst the percentage difference between the expected and measured r0 increases

for smaller r0 values, this effect is only slight. The error bars represent statistical

errors of 1/
√
N , where N is the number of iterations of the simulation, i.e. the

number of independent samples contributing to the measurement of r0.

Under these conditions it is clear that a shorter exposure time is preferable, how-
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Figure 4.3: Simulated results showing the measured r0 value versus exposure time
for a set wind speed of 10 m/s where (a) shows the increase in exposure time
results in an increase in measured r0 and (b) shows that percentage difference in
the measured and expected r0. It appears that whilst the percentage difference
increases with smaller r0, this effect is only slight.

ever practically there is a trade off between short exposure times and collecting

sufficient light on the detector. In traditional DIMM instruments, exposure times

of 5 - 20 ms have been used (Tokovinin and Kornilov, 2007). An exposure time of

2 ms was chosen for the SHIMM since simulations showed that there is less than

5% error in the measured r0 value, due to the effects of wind smearing, for typical

atmospheric wind speeds of 10 m/s. Using this exposure time, as opposed to a

shorter time, allows for an increase in the number of target stars that can be used.

Each turbulent layer in the atmosphere will have an associated wind speed. Data

taken by the Stereo-SCIDAR instrument (Shepherd et al., 2013) mounted on the

INT in La Palma and on the Auxillary Telescope (AT) in Paranal observing sites

indicate that the median wind speed of layers (over all altitudes) is approximately

10.7 m/s and 13.1 m/s respectively.

It is important to note that as the wind speed increases so does the overestimation
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Figure 4.4: Histogram of all wind speeds measured by Stereo-SCIDAR at two
different observing sites mounted on the INT in La Palma (a) and onto AT at
Paranal (b), over a range of nights.

of the r0 value, as illustrated in figure 4.5. The figure displays results for a range of

wind speeds of increasing exposure time, for an expected r0 of 0.041 m. Although

this is under very strong turbulent conditions the conclusion does not change with

r0. This figure also illustrates the need for a short exposure time. The error

bars represent statistical errors of a factor of 1/
√
N , where N is the number of

repetitions of the simulation. Through further simulation it was found that for a

measurement with 2 ms exposure time, r0 & 0.05 m can be measured within 10%

accuracy for wind speeds up to 20 ms−1.

Region of interest: For the prototype it was desirable to save all raw images

for later reprocessing, therefore memory size was an important factor. In order to

reduce the memory size of the data packets, it was important not to save images

with ‘unused’ regions. Therefore, a region of interest was set to reduce the size

of a single data packet. During data acquisition, of a timescale of a few minutes,

it is possible for the spot pattern to drift along the CCD. This is a result of the

inaccuracies of the tracking of the telescope mount. Therefore, it is important
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Figure 4.5: Simulated results for turbulent layer of r0 = 0.041 m with 0 − 5 ms
exposure time for wind speeds of 10 m/s (blue), 20 m/s (red) and 40 m/s (green).

that the region of interest is large enough to allow for these small drifts between

autoguiding checks.

Data Acquisition Duration: Approximately 1 to 5 minutes of data acquisition is

desired. Data acquisition for two minutes would provide 3600 independent samples,

for a CCD frame rate of 30 Hz. This provides a sufficient number of independent

samples to reduce the statistical error to less than 2%. However, on longer times

scales the value of r0 will change substantially, as the seeing conditions evolve. In

addition, the frequency of the autoguiding updates would not allow data acquisition

for longer than a a few minutes.

4.1.2 Hardware

Two hardware configurations, based on a 9.25 inch and 11 inch Celestron telescope,

here named C9-SHIMM and C11-SHIMM respectively have been used in this in-

vestigation. As well as employing a larger telescope aperture, the C11-SHIMM
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utilises a camera with a faster frame rate, to permit measurement of τ0. The

composition and differences of these prototypes are described in table 4.1.2. The

principle of both instruments are the same, however only the C9-SHIMM will be

the focus of this chapter. The C11-SHIMM will be discussed further in chapter 5.

Both SHIMM models employ the same WFS optics, shown in figure 4.6. Light

gathered from the telescope is collimated by an achromatic lens and then focused

onto the CCD detector by a lenslet array. In order to orient the focused spot pattern

with respect to the CCD, a rotation stage was used. To ensure the light fell across

the correct subapertures to produce the desired spot pattern, a translation stage

was employed to allow the lenslet array to be moved in the x and y direction relative

to the beam. In the correct alignment the aperture of the telescope is mapped onto

the lenslet array producing a pattern of fully illuminated subapertures depicted in

figure 4.7(a). Figure 4.7(a) shows that there are additional partially illuminated

subapertures. Partial illumination causes vignetting of the spots, this reduces the

amount of light that is collected and causes an extended image instead of a focused

spot. As a result, these spots were not used in the data analysis procedure.

Each subaperture has a projected subaperture width of d = 4.1 cm. This is much

smaller than the typical DIMM subaperture size of 10 cm (Tokovinin, 2002). This

small aperture size can be problematic since it reduces the amount of light that can

be collected, and therefore reduces the number of target stars that can be observed.

In addition, this subaperture size is smaller than the typical value of r0 which tends

to vary between 5− 20 cm. However, simulations for this configuration, observing

a bright target star, show that r0 can be measured accurately, as will be shown in

section 4.2. The effects of scintillation on the measurement of r0 will be greater

for smaller subapertures, however this will be corrected for, as will be described in

chapter 6. Figure 4.7(b) shows the WFS image, from an on-sky target star, formed

on the CCD.
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4.1.2. Hardware

Features C9-SHIMM C11-SHIMM

Telescope

Model: Celestron CGEM 9.25 inch

f/10 Schmidt Cassagrain

Celestron CGEM 11 inch

f/10 Schmidt Cassagrain

Mount: VX Mount VX Mount

WFS Optics Pictured in figure 4.6

Collimator: Edmund Optics achromat lens with focal length of 30 mm

Lenslet Array: Edmund Optics lenslet array with pitch of 0.5 mm and focal

length of 15.3 mm

Lens Cage: Thor Labs lens mounts and translation and rotation stages

Detector

Model: 1288 x 728 Mono Point

Grey 092SM-CS Blackfly

GigE camera

640 x 480 Mono Prosillica

GE 680

Lens Mount: CS-Mount CS-Mount

Pixel Size: 4.08 µm 7.40 µm

Frame Rate: 30 Hz 200 Hz

ROI: 728 x 728 480 x 480

Exposure Time: 2 ms 2 ms

Image Scale: 0.71 arcsec/pixel 1.07 arcsec/pixel

PC:

Hardware: ITX mini PC Mini PC Intel Nuc

OS: Ubuntu 12.0 Ubuntu 12.0

Subapertures

Size: 4.1 cm2 4.7 cm2

# used: 12 20

Autoguiding RS232 controlled relay board

Table 4.1: Lists the key components of two SHIMM models C9 and C11.
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Figure 4.6: Image of the SHIMM WFS optics, comprised of an achromatic lens and
lenslet array. The orientation of the spot pattern imaged onto the CCD can be
altered with the rotation mount. To ensure the correct spot pattern is illuminated
there are x/y translation stages to adjust the position of the lenslet array.
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Figure 4.7: (a) Illustrates 12 fully illuminated square subapertures of the WFS
mapped onto the C9-SHIMM telescope aperture. The outer and inner circle in-
dicates the primary and secondary mirror. (b) Shows the resulting spot pattern
formed on the CCD. A log scale has been used to present the image, in order to
highlight the contrast between the background and the spot pattern.
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For small telescopes wind shake can be a problem. Although small telescope guiding

and wind shake errors are subtracted in the analysis, high wind speeds can result in

smearing of the spots in a single exposure and in some cases cause the spots to move

off the CCD in one or more frames. This renders the data unusable. To reduce

the effects of high speed local winds a wind break was used. The portable wind

break enclosure was designed and used to protect the telescope without obstructing

its field of view. This was comprised of retractable tarpaulin curtains on a metal

frame, as shown in figure 4.8. This was set up at the beginning of the observing

run, and could be left assembled during the day.

Figure 4.8: Retractable windbreaks on the roof of the INT.
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4.1.3 Software Requirements

Software for data acquisition, telescope autoguiding and real time on-sky data

analysis was developed and operated on a compact ITX mini PC running Ubuntu

12.0 linux OS.

For data acquisition from the CCD a python wrapper was used around C++ soft-

ware developed from the FlyCapture SDK, provided by the CCD manufactures.

Software was developed to check the telescope focus, as will be discussed in detail,

in section 4.2.1.

The tracking of the telescope mount was not accurate enough to ensure the target

remained centred on the CCD for more than a few minutes. Therefore, autoguiding

offsets were calculated from the position of the spot array and corrections were

applied via the autoguider port of the telescope mount, see section 4.2.3.

Real time on-sky data required software to be developed to check the quality of

the data and then to calculate r0. This will be described in detail in section 4.3.

4.2 Observing Procedure

The observing procedure can be broken down into three main stages; setup and

alignment, target acquisition and data acquisition.

4.2.1 Setup & Alignment

Polar Alignment: Since the SHIMM is portable, and therefore does not have a

permanent dome to protect it from daylight and possible rain, it was assembled at

the beginning of every night before sunset and stored in doors at the end of the

night. As a result, the instrument needed to be polar aligned at the beginning of

each night.
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Telescope Focus: Accurate focusing of the telescope was required in order to

minimise the FWHM of the spots, and therefore maximise the SNR of centroid

measurements. The separation of the spots is sensitive to the telescope focus.

Therefore, software was written to measure the spot separation. For the correct

telescope focus the collimated lens produces a parallel beam. The required spot

separation in pixels is then derived by dividing the pitch width of the lenslet by the

CCD pixel size. The on-sky spot separation was measured by acquiring a dataset

and finding the mean spot positions. The telescope focus was adjusted until the

spot separation was close to the nominal value.

Image Scale: To allow for uncertainties in the nominal focal lengths of the optical

components the image scale was confirmed by imaging a double star with known

separation. The percentage error of the on-sky image scale was estimated to be

0.6%. Since long exposure images were taken the imaged spots were considered to

be a Gaussian, therefore the location of the maximum could be found to precision

+/- 0.5 pixel. A 0.6% error in image scale will lead to ∼ 0.5% error in the meas-

urement of r0. The measurement of the image scale was not done every night, but

only if the hardware configuration was changed.

4.2.2 Target Acquisition

When using the C9-SHIMM, targets of second magnitude and brighter were re-

quired. An investigation of the limiting magnitude of the target star will be de-

scribed in section 4.5.1. During observations a suitable target star was always

available at a zenith less than 30◦. To roughly estimate the availability of second

magnitude, or brighter, stars at La Palma and Paranal, second magnitude stars

at zenith angles less than 30◦ were cross-checked between 20:00h to 06:00h UTC

for the whole year. It was found that there was approximately 85% and 95% ob-

serving time coverage for La Palma and Paranal respectively. By increasing the

zenith angle to 35◦ and extending the target star magnitude to V = 2.05 this would

allow for 100% observing time coverage.
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4.2.3 Data Acquisition

Software was developed to acquire datasets of defined frame rate, exposure time,

acquisition duration, gain and region of interest. Image data packets of duration

ten seconds were recorded at the maximum camera frame rate of 30 Hz with 2 ms

exposure time, producing data cubes of 300 frames.

Autoguiding was implemented by interspersing image checks between multiple data

acquisition packets, every two minutes. Autoguiding offsets to the telescope were

calculated from the measured position of the WFS images and communicated to

the autoguider port of the telescope via an RS232 controlled relay board. The

position of the centre of the spot pattern was found by cross-correlating the image

with a theoretical spot pattern mask. The position was required to be in a pre-

defined region, such that the full spot pattern would remain on the CCD whilst

acquiring data, i.e. before the next autoguiding image check.

Software for real time estimations of r0 was developed to monitor the atmospheric

changes whilst on-sky. The software would acquire datasets every two minutes, run

the analysis (described in the next section) and display the results.

4.3 Data Reduction

Here the post data acquisition process will be described, as well as the method for

estimating r0.

4.3.1 Data Processing

Data quality control: Once the image data was acquired a sequence of software

checks were performed to validate the images before analysis.

• First the data was checked for saturated pixels. Strong scintillation can cause

spots to be briefly saturated, even though the mean flux level is satisfactory.
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If only small number of frames had saturated pixels, then these frames were

discarded from the dataset. However, if more than 10% of frames had satur-

ated pixels the packet was not used. This removed < 0.5% of data, this will

therefore not bias the results. This situation also occurred if the gain level

was set to too high a value.

• The next stage was to locate the spot pattern on the CCD image. The

location of the centre of the spot pattern was found by cross-correlating the

image with a theoretical spot pattern mask. Due to telescope shake and

small telescope drifts the spot pattern may not remain in the same place for

each frame in a data packet. Therefore, the frames were averaged over the

data packet to acquire the mean position. This mean position must be in

a predefined region to ensure the full spot pattern is on the CCD region of

interest.

Centroiding: Once the checks were passed and the data was considered usable,

the CCD bias level was subtracted from the images. The CCD bias level was

determined by acquiring a series of images with the minimum exposure time and

no flux. These images are averaged to find the average bias of each individual pixel.

This was then subtracted from each data image. Following this the centroids were

determined for each spot in each frame of the dataset. A sub-region of pixels

was defined for each spot to reduce analysis time. An intensity threshold was

applied so that values below a threshold constant multiplied by the peak intensity

was set to zero. This was done to reduce the influence of readout noise. After

applying a threshold the centroid position was found by using the standard centre-

of-mass equation. Another reason for thresholding is addressed in Tokovinin (2002).

Centre-of-mass equations work well for diffraction limited images. However, for an

aberrated image the central position corresponds to the location where the root

mean squared residual aberration is minimal. It was found that thresholding better

locates this position than centroiding alone (Tokovinin, 2002).
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Another method for centroiding which is employed by the DIMM is to apply an

intensity threshold and subtract this value from the entire sub-region of the subap-

erture image (Tokovinin, 2002). Everything below zero is then set to zero. These

two methods were compared. Figure 4.9 illustrates these results for the SHIMM

and DIMM method, for a range of threshold constants and r0 values, specific to

the C9-SHIMM configuration. It can be seen that both methods will correctly

estimate r0 but for different threshold constants. These results were obtained from

noise free simulations. Alternative centroiding methods, such as the (iterative)

weighted centre-of-gravity (Baker and Moallem, 2007) or the brightest pixel selec-

tion algorithm (Basden et al., 2012), could be explored to overcome the limitations

of noise, thereby increasing the accuracy of centroiding for fainter stars.

Subtracting Common Motion: Common spot motions due to wind shake and

telescope guiding errors were removed by subtracting the mean of the centroids for

each frame. As a result, common tip-tilt motions induced by the atmosphere are

also removed. This must be taken into account in the analysis to derive r0 and is

discussed in section 4.4.

The mean centroid for each subaperture over the length of the dataset was then

subtracted for the respective subaperture, in order to remove any static aberrations

caused by the optics. The mean centroid averaged over many seconds is expected

to be zero for spot motions due to atmospheric turbulence.

Calculate Auto-Covariance: Finally the spatial auto-covariance of the x and y

centroids were calculated separately as

Aδi,δj = 〈Ci,jC ′i′,j′〉 , (4.3)

where C and C ′ are the centroids at subaperture position [i, j] and [i′, j′] respect-

ively. The spatial offset between the subapertures, in units of the subaperture

diameter, are given as δi and δj. By calculating this for every possible separation

a covariance map can be created. Figure 4.10 illustrates example covariance maps
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Figure 4.9: Results comparing the SHIMM (blue) and DIMM (green) centroiding
method, for a range of r0 values and threshold constants. The dashed black line
indicates the input r0 value for each pair of results.

for x and y centroids for a simulated dataset, in units of pixel2. It was expected

that the covariance map generated from the x centroids will be the same as the y

centroids covariance map but rotated by 90◦. The covariance maps are multiplied

by the square of the image scale to be in units of arcsec2.
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4.3.2 Calculating r0

In order to determine the value of r0, the theoretical spatial auto-covariance (Atδi,δj)

model, based on Kolmogorov’s theory of turbulence was fitted to the measured

spatial auto-covariances (Amδi,δj). The theoretical auto-covariance map can be

generated via numerical integration as described in Butterley et al. (2006) for

a given WFS geometry and subaperture width. Code was supplied, courtesy of

Timothy Butterley, for fast generation of theoretical auto-covariance maps. This

method was verified by simulating auto-covariance maps for a large number of

iterations and averaging them, such that the statistical uncertainty was small.
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Figure 4.10: Example of a centroid spatial auto-covariance map, with units pixel2,
produced from a simulated data packet with the spot pattern shown in figure 4.7.

Here the procedure to determine r0 from simulated data will be demonstrated. A

1-D slice is taken from the covariance map across δi = 0 or δj = 0 for x and y

centroids respectively. This 1-D slice is used for the fit. By only fitting this 1-D slice

some information is lost. However, the SNR in other parts of the covariance map is
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low. Figure 4.11(a) shows examples of 1-D slices taken from y centroid covariance

maps for different values of r0. As r0 increases the shape of the 1-D slice remains

the same but scales by a factor relating to r0. Since the slice is symmetrical at

δi = 0 it is only necessary to look at δi = 0− 3.

Figure 4.11(b) compares Amδi,δj and Atδi,δj , where δj = 0 and δi = 0− 3 for a range

of r0 values. Atδi,δj is given for an r0 value of 0.041 m. When the r0 value of Atδi,δj
is the same as the r0 value of Amδi,δj the two maps should be equal, as conveyed by

the x = y line in figure 4.11(b). However, when only the r0 value of Amδi,δj changes,

the two maps will continue to have a linear relationship that passes through the

origin but the gradient will change. Therefore, as r0 increases the gradient of Amδi,δj
versus Atδi,δj decreases as a function of r0. This linear relationship can be described

mathematically as

Amδi,δj = Atδi,δj

(
r0
d

)− 5
3
. (4.4)

Figure 4.12 shows simulated results for the C9-SHIMM configuration with the

expected r0 plotted against the estimated r0. It can be seen that there is a good

agreement. On-sky data will need to be corrected for airmass. Airmass is defined

as,

X = 1
cos(Z) , (4.5)

where Z is the zenith angle in radians. From this the airmass corrected r0A can be

calculated as

r0A = r0X
− 3

5 . (4.6)
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Figure 4.11: Simulated results taken from an auto-covariance map produced by
using y centroids. (a) Shows a 1-D slice of the auto-covariance map where δj = 0.
(b) Illustrates the relationship between the theoretical auto-covariance (Atδi,δj) and
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0.082 m and 0.123 m respectively. The dashed lines indicate the linear fit. The
black line is x=y. The error bars represent the statistical uncertainty of the simu-
lation.
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Figure 4.12: Simulated results displaying the expected r0 versus the estimated r0
(blue) and x = y line (black). The error bars are too small to be seen on this figure.
The error bars represent the statistical uncertainty of the simulation.
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4.4 Noise Analysis

Sources of noise in measuring the centroids of the spots include detector readout

noise, as well as shot noise of the signal, the sky background and the detector dark

current. Since short exposure images are used with bright sources, sky background

and dark current noise are negligible.

In the presence of noise the fit described in the previous section requires modi-

fication, since the process of subtracting common motion of the centroids adds a

constant bias to the whole auto-covariance function. For a complete step-by-step

description of the effect of subtracting common tip/tilt see appendix A. The noise

contribution to the auto-covariance is given as

〈ε′lε′m〉 =


(
1− 1

n

)
〈ε2l 〉 if l = m

− 1
n〈ε

2
l 〉 if l 6= m

, (4.7)

where ε is the noise in each centroid, subscripts l and m refer to the subaperture

positions of [i, j] and [i′, j′] and n is number of subapertures. These describe the

slopes for one axis (i.e. x centroids or y centroids). From equation 4.7 it can

be seen that for large n the effect of noise becomes negligible except in case of

i = j (i.e. the centroid variance). As a result, the central point (δi = δj) of

Amδi,δj is excluded from the fit described in the previous section. By excluding the

central point an r0 estimate can be made independent of noise. The amount of

noise present can be calculated from the measured central point and the expected

central point given by the fit. This is the method employed by the data analysis

for SLODAR observations.

However, since the C9-SHIMM only uses 12 subapertures, considerations need to

made when fitting the theoretical auto-covariance model to the measured auto-

covariance (as described in the previous section). According to equation 4.7, for

auto-covariances where δi 6= δj the value of the auto-covariance will shift down

by − 1
n〈ε

2
l 〉. Figure 4.13(a) demonstrates this for different noise levels. This means
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Figure 4.13: (a) Example Amδi,δj , where δj = 0, for simulated WFS data including
shot noise. The dashed red line indicates the fit to the data in the case of zero
noise. (b) Shows the effect noise has on the linear fit between Atδi,δj and Amδi,δj ,
where δj = 0. The dashed lines indicate the linear fit when the measured zero-offset
point (j = i) is excluded from the fit. The crosses indicate the estimated centroid
variance in the absence of shot noise.

that the fit depicted in figure 4.11(b) will no longer intercept at the origin but will

be offset by − 1
n〈ε

2
l 〉. However the gradient of the fit will remain unchanged, as

shown in figure 4.13(b). The cross on the fit indicates the location of the estimated

central peak value. The measured value (above the cross) is excluded from the fit.

4.5 On-Sky Tests

Table 4.2 gives the dates, observing sites, the test instrument and other on-site

instruments making observations during the same period that can be used for

comparisons.
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4.5.1. SHIMM Data

Dates Site Instrument Comparison

Instrument

Approx.

# hours

10 - 21 Sep 2016 La Palma FASS-C11 5

23 - 28 July 2016 La Palma FASS-C11 5

23 - 29 Apr 2016 Paranal FASS-C9 Stereo-

SCIDAR

18

30 Sep - 5 Oct

2015

La Palma C9-SHIMM Stereo-

SCIDAR

11

25 - 30 Jun 2015 La Palma C9-SHIMM Stereo-

SCIDAR

17

Table 4.2: List of observations with the SHIMM and corresponding comparison

instrument.

4.5.1 SHIMM Data

As mentioned in section 4.3.2 the theoretical auto-covariance model was produced

for a Kolmogrov atmosphere. By inspecting the data it appears the assumption

was correct since there is a good fit between real data and the theoretical model.

When the atmosphere is non-Kolmogorov the shape of the auto-covariance map

changes and the fit shown in figure 4.11(b) becomes non-linear.

Figure 4.14 illustrates examples of on-sky data for a successful (a) and unsuccessful

(b) fit. A single measurement of r0 required averaging over 1− 5 minutes to reduce

the statistical uncertainty. The error bars on the figure indicate this uncertainty.

The poor fit could be due to a non-Kolmogorov atmosphere, to scintillation effects,

discussed in chapter 6 or insufficient convergence of the covariance map.

A way to identify these cases is by the uncertainty of the fit that is given by the op-

timization routines provided by the SciPy python library (van der Walt et al., 2011),

specifically using the curve_fit function. This function uses a least square minim-
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4.5.1. SHIMM Data

ization routine, which outputs a covariance matrix that is used to estimate the

uncertainty. When this uncertainty is greater than 20% the data is considered to

have a poor fit. This occurred for ∼ 15% of the data. This limit of 20% was decided

based on the correlation between the data obtained with the SHIMM and the other

comparison instruments (see section 4.5.2). Uncertainty limits less than 20% did

not change the value of the correlation coefficients of 0.85 when the SHIMM was

compared with both the Stereo-SCIDAR and Robotic Differential Image Motion

Monitor (RoboDIMM). However, including uncertainties up to 30% and 25% for

the comparisons Stereo-SCIDAR and RoboDIMM respectively reduced the correl-

ation relation to 0.84 and 0.81.

Figure 4.15 illustrates histograms of these results. It shows that in the case of a

successful fit seeing values between 0.8− 1.2 arcsec were estimated.

Repeatability

In order to test the repeatability of the SHIMM instrument configuration, obser-

vations were taken simultaneously with two identical SHIMMs located side-by-side

on the roof of the INT building. Data recorded in July and October 2015, illus-

trated in figure 4.16, indicates a good agreement between the two SHIMMs when

they observe the same target. Measurements where the fit for acquiring r0 had

an uncertainty greater than 20% were not included. It can be seen that there is a

scatter on the results. Whilst they were side by side, the instruments were placed

on the roof of the INT and was not in an open space. It is possible the wind

shear and heat caused by the building effected the two SHIMMs differently. In

addition, the ‘tube seeing’ that can occur in closed tube telescopes such as those

used here, would have most likely been different. Given that the scatter is roughly

equal along the x = y line it is unlikely that there is a systematic bias in either of

the instruments.
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Target Magnitude Limitations

The arrangement of having two identical SHIMMs operating simultaneously per-

mitted testing for the limiting target magnitude of the instrument. SHIMM1 ob-

served a bright reference star, whereas SHIMM2 observed fainter stars at similar

zenith angles and positions as the bright reference star. Figure 4.17 shows results

of the seeing (a) and the noise (b) estimated by the two SHIMM instruments when

observing targets of different brightness. Table 4.3 gives the correlation coefficients

between the two C9-SHIMM instruments when the SHIMM2 is observing targets

of different magnitudes. It can be seen that there is a much stronger correlation

for V > 2.65. Figure 4.17(b) shows that the overall noise for SHIMM2 significantly

diverges from that of SHIMM1 for targets fainter than V = 2.65. This indicates

that the noise for fainter targets is dominated by shot noise, rather than statistical

noise. Table 4.3 shows that for the faintest target the median noise value is almost

double that of the brighter targets stars which a much larger variance in the estim-

ated noise values. Therefore, it can be concluded that the preference is to always

use second magnitude stars or brighter. However, even for third magnitude stars

figure 4.17(a) shows that the estimation of r0 can still be accurate.

4.5.2 Comparison with Other Instruments

Stereo-SCIDAR

For the observations made in July 2015 and October 2015 the SHIMM was located

on the roof of the INT building. Concurrent observations were made with the high

resolution Stereo-SCIDAR optical turbulence profiler instrument (Shepherd et al.,

2013) mounted on the INT itself. Preliminary results for these nights are shown in

figure 4.19. The comparison between the seeing measurements obtained from the

SHIMM and the integrated turbulence strength from the Stereo-SCIDAR profiles
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4.5.2. Comparison with Other Instruments

over these five nights is shown in figure 4.19(a). The results taken from these five

nights produce a correlation coefficient of 0.85 between the two instruments.

For very low wind speed conditions, observations appeared to be badly affected

by strong local turbulence. This effect was prominent for wind speeds less than

10 km/h (∼ 3 m/s) where the correlation between the SHIMM and Stereo-SCIDAR

drastically decreased. Low wind speeds are problematic since local turbulence does

not traverse the telescope aperture quickly, and as a result the seeing measure-

ment does not converge on a useful timescale, typically one minute. Therefore,

observations made during wind speeds less than 10 km/h were discounted from the

plot.

Figure 4.18 illustrates, in simulation, how slow wind speeds effect the measure-

ment of r0 and its reliability. Figure 4.18 (a) shows how the value of r0 changes

for different wind speeds for a range of dataset lengths when observing with the

C9-SHIMM configuration (where exposure time is 2 ms and frame rate is 30 fps).

As the length of the dataset increases the value of r0 plateaus. The error bars rep-

resent the statistical uncertainty in the measurement. Figure 4.18 (b) shows the

standard deviation in these repeated measurements. It can be seen that for longer

datasets ( 2 - 5 minutes) the standard deviation decreases substantially compared

to short datasets (< 1 minute). However, slower wind speeds have a systematically

larger standard deviation than the faster wind speeds. This means that although

the measurement of r0 is more accurate in the presence of slower wind speeds,

as addressed by figure 4.5, the measurement of r0 is more precise for faster wind

speeds as shown by the larger standard deviation in the repeated measurements.

Further simulations were completed for a range of input r0 values. It was found

that this conclusion was valid irrespective of the chosen value of r0.

The uncertainties of the seeing measurements shown for the SHIMM, in figure

4.19(a), originate from the uncertainties of the fit described in equation 4.4. Seeing

estimates where the uncertainty in the fit was greater than 20% were not included in

the plot. These account for less than 9% of the data. The errors in Stereo-SCIDAR
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are not shown but the statistical uncertainty for each measurement is of the order

of 10%. However, the error analysis of the Stereo-SCIDAR is quite complex and

varies with altitude, with very low and very high altitudes contributing more error

(Shepherd et al., 2013).

RoboDIMM

A comparison of the SHIMM and the Isaac Newton Group of Telescopes (ING)’s

on-site RoboDIMM (O’Mahony, 2003a) is shown in figure 4.19(b) for the nights of

25− 29th July. RoboDIMM data was acquired from public archives (O’Mahony,

2003b). In general, for every RoboDIMM data point there were two seeing estimates

SHIMM. Therefore, the uncertainty in the SHIMM values was the accumulation of

uncertainty associated with two data points. Although the plot indicates a correla-

tion of 0.85, the same as the correlation between the SHIMM and Stereo-SCIDAR

results, there is a much more obvious systematic overestimation of the seeing re-

corded by the SHIMM. Figure 4.19(c) also shows that when compared to the

Stereo-SCIDAR, the RoboDIMM appears to show a systematic underestimation

of the seeing. The spatial separation between the SHIMM and the RoboDIMM

(∼ 370 m) is much greater compared to the SHIMM and Stereo-SCIDAR, it is

therefore not surprising that there is less agreement between the SHIMM and

RoboDIMM as well as the Stereo-SCIDAR and RoboDIMM. The environments

of all these instruments were very different. RoboDIMM is located permanently on

a tower unaffected by local building structures and the Stereo-SCIDAR was inside

a dome. Whereas the SHIMM was located on the INT roof, in close proximity to

the control room door. Therefore, it is likely to have been affected by different local

turbulence due to heat and the building structure, compared to the RoboDIMM

and Stereo-SCIDAR. As described in section 4.1.2 finite exposure time will result

in an underestimate in the seeing. In addition, chapter 6 details how scintilla-

tion noise could also results in an underestimate in the seeing. Due to these two

instrumental effects, it was expected that the SHIMM in some instances would
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underestimate the total integrated seeing. This indicates that the overestimation

of the seeing observed by the SHIMM is likely due to local seeing that is not

observed by the other instruments.

It can be seen that in both comparisons the SHIMM systematically overestim-

ates the integrated turbulence strength with respect to Stereo-SCIDAR and the

RoboDIMM, particularly in poor seeing conditions. Since the SHIMM was located

next to the dome of the INT, it is likely to have experienced local seeing induced

by the surrounding building. The RoboDIMM is located on an open tower away

from the telescope buildings. As a result, the instrument is likely to experience

less local seeing. Stereo-SCIDAR can remove the local seeing contribution from

the estimate of the integrated turbulence strength by correcting for slow moving

dome seeing. However, it is possible that the reduction process can overestimate

this correction in slower low level wind speeds. Whilst observations during wind

speeds less than 10 km/h were discounted, this effect could still be present in wind

speeds higher than 10 km/h. In addition to this, it is possible that the SHIMM

can suffer from tube seeing. Unlike the INT the SHIMM Celestron telescope is a

closed tube telescope. Tube seeing arises from the different temperatures within

the telescope tube itself. More observations are needed in order to identify whether

this underestimation of seeing is a systematic effect, for example an image scale

calibration error for one or more of the instruments, tube turbulence or if this was

a result of local seeing specific to those nights.
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Figure 4.14: Example of on-sky results taken from an auto-covariance map (for
δj = 0) by using x centroids. (a) illustrates a good relationship between the
theoretical and measured auto-covariances indicating showing that the assumption
of Kolmogorov turbulence holds. (b) illustrates an example of a poor fit to the
measured auto-covariance, which may be due to a number of reasons such as a
non-Kolmogorov atmosphere, scintillation effects or insufficient convergence of the
covariance map. The auto-covariance maps values were calculated by averaging
maps that were acquired over a 5 minute interval. The error bars indicate the
standard error of the averaged auto-covariance values.
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Figure 4.15: Histogram of seeing measurements taken on-sky in June and October
2015 by a C9-SHIMM located in La Palma. The different histograms indicate data
where the fit for measuring r0 had an uncertainty of less than (blue) and greater
than (pink) 20% possibly indicating instances that the Kolmogorov atmosphere
assumption does not hold.
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Figure 4.16: Results taken in June and October 2015 by two identical SHIMM
instruments operating side by side observing the same target star.
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Figure 4.17: Measured on-sky seeing (a) and noise (b) comparisons between the
two SHIMM instruments, where SHIMM1 observed targets of V = 1 or brighter
and SHIMM2 observed a range of target magnitudes.

Target
Magnitude

Correlation Coef-
ficient of Data
(figure 4.17 (a))

SHIMM2 Noise (figure 4.17 (b))

Median Variance
1.25 0.83 0.16 0.0048
2.65 0.78 0.11 0.0007
3.00 0.45 0.24 0.0012
3.15 -1.4 ×10−5 0.27 0.31

Table 4.3: Comparisons with the SHIMM1 and SHIMM2 data
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Figure 4.18: Simulated results showing the effects of slow wind speeds on the
measurement of r0 and its reliability. This is simulation is for the C9-SHIMM
configuration with a frame rate or 30 fps and exposure time of 2 ms.
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Figure 4.19: Preliminary results taken from five nights in June and October 2015.
Here (a) compares SHIMM and Stereo-SCIDAR data, (b) compares SHIMM and
RoboDIMM data and (c) compares Stereo-SCIDAR and RoboDIMM data. The
black line in both plots are x = y lines.
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4.6 Conclusions and Futher Work

The SHIMM is a new low-cost, compact, portable seeing monitor. In this chapter

the instrument was presented from concept to deployment. The hardware and

software required to operate this instrument under the initial requirements of being

low-cost, compact and portable were discussed. The SHIMM employs a SH lenslet

array to image an array of focused spots. This gives the SHIMM an advantage

on the current DIMM instrument since it utilises more of the telescope aperture,

but more importantly it can estimate r0 independent of noise. This is done by

employing the SLODAR method of analysis.

Two configurations of the SHIMM were discussed: C9-SHIMM and C11-SHIMM.

On-sky results of the C9-SHIMM taken at the ING, in La Palma were presen-

ted. These results included comparisons of the SHIMM with another SHIMM

instrument, with Stereo-SCIDAR mounted on the INT and with the RoboDIMM

permanently located on a tower on the ING site. Results show an excellent correl-

ation between the two SHIMM instruments, demonstrating the repeatability of the

SHIMM hardware configuration. Comparison with a second SHIMM allowed for

on-sky determination of the minimum star target brightness that can be used. It

was found that third magnitude stars can be used, however, to increase the signal

to noise it is preferable to use a second magnitude star or brighter.

Comparisons with Stereo-SCIDAR showed a good correlation between the meas-

ured seeing values. There is a a tendency for the SHIMM to overestimate the seeing

compared to the Stereo-SCIDAR and RoboDIMM. Local turbulence observed by

the SHIMM is likely to contribute to this effect. However, there appears to be a

systematic offset, possibly due to an image scale calibration error, which requires

further investigation.
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Chapter 5

SHIMM: Measuring the

Atmospheric Coherence Timescale

In this chapter methods for estimating the atmospheric coherence time (τ0) from

SHIMM data will be described. Knowledge of this parameter is important for

characterising the atmospheric conditions since it measures how fast the turbulence

is evolving. This information is required for high-angular resolution techniques

such as AO and interferometry (Kellerer and Tokovinin, 2007). For example, in

AO the value of τ0 indicates the timescale on which the AO correction procedure

needs to operate in order for that correction to still be valid. Whilst there has

been disagreement over the definition of τ0, it is now generally accepted that it

is the time for optical phase changes of order π to occur at a given position, i.e.

Dφ (τ0) = π2 (Labeyrie et al., 2006).

By assuming frozen flow the turbulence can be modelled as a phase screen that tra-

verses over the telescope aperture. In order to measure the velocity of the turbulent

layer, the distance it has travelled in a given time must be measured. Therefore,

the position of the turbulent layer needs to be measured at least twice before it

traverses the full telescope aperture diameter. The C9-SHIMM was not designed

with the intention of estimating the value of τ0. Since it utilises a 9.25 inch tele-

scope aperture and a camera frame rate of 30 Hz the maximum detectable velocity
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4.7 cm

Figure 5.1: Illustration of the illuminated subapertures of the WFS mapped onto
the C11-SHIMM telescope aperture, where each subaperture is 4.7 cm.

is ∼ 7 m/s. This value is too small to accurately measure τ0, since typical atmo-

spheric turbulence velocities are faster. The C11-SHIMM was therefore configured

with a larger telescope aperture of 11 inches and a CCD with a faster maximum

frame rate of 200 Hz, (the mapping of the subapertures is shown in figure 5.1).

This results in a maximum detectable velocity of ∼ 55 m/s. In reality the de-

tectable velocity is slower. This is because the methods used, in this chapter, to

measure wind speed requires the turbulent layers to move less than the aperture

length for a given step. This will be discussed further in this chapter. Another

reason is because square subapertures are used to sample a circular telescope aper-

ture. In order to use fully illuminated subapertures, the whole telescope aperture

can not be sampled, as depicted in figure 5.1. Utilising a larger telescope aperture

has the additional advantage of allowing for larger subapertures which increases

the amount of light collected and thereby increases the range of target magnitudes

that can be used.

As described by equation 2.11, τ0 is inversely proportional to the effective wind-

blown turbulence velocity (veff ), which is defined by equation 2.12. In this chapter
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two different methods for estimating veff will be discussed, for the C11-SHIMM

configuration. The first method looks at the spatio-temporal auto-covariance of

the spot centroids to calculate veff . The second was inspired by the FAst DEfocus

monitor (FADE) method which uses the power frequency spectrum of the defocus

Zernike mode to establish veff (Tokovinin et al., 2008).

After exploring both methods it was concluded that estimating τ0 by using the

power spectrum was more accurate for the SHIMM analysis. The power spectrum

method was employed to estimate τ0 for on-sky data. The results will be presented

in this chapter. Whilst this method is preferable, the covariance map method can

provide a useful graphical representation of turbulent layer velocities for on-sky

data.

5.1 Covariance Map Method

Assuming frozen flow, the pattern of the WFS slopes traverse the telescope aperture

at the wind speed of the corresponding turbulent layer. If an auto-covariance map,

Aδiδj (see chapter 4), is made from the WFS centroid dataset then a peak will

appear in the centre of the map, which corresponds to the superposition of all

of the turbulent layers. However, if a spatio-temporal auto-covariance, Tδi,δj,δt, is

taken for a centroid dataset at t = 0 and with the same dataset but at t = δt,

then the peaks corresponding to each layer will be offset by an amount related

to the distance and direction that the turbulent layer has travelled in the time δt

(Osborn, 2010).

The SHIMM requires common motion to be subtracted from the centroids in order

to remove the effects of wind shake and telescope guiding errors. This means

that the global tip/tilt due to the atmospheric aberrations are also subtracted.

The covariance map method was explored for centroid datasets with and without

common motion subtraction, in order to evaluate the effects subtracting tip/tilt

has on measuring τ0. Both scenarios are described in this section. It is important
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to note that all error bars indicated on results from simulated data is a result of

the statistical uncertainty of the end-to-end simulation, without the presence of

additional noise contributions such as shot noise.

5.1.1 With Common Motion

Figure 5.2 illustrates an example of a spatio-temporal auto-covariance map for a

simulated dataset where a single turbulent layer traverses the telescope aperture at

9.4 m/s, in the direction of left to right with respect to the SH lenslet array. Since

it is a single turbulent layer this motion of the layer can be seen by the central

peak moving across the map over each minimum time step of 5 ms. From this

the velocity of this layer can be estimated. It can be seen that the peak moves

one subaperture separation (i.e. one covariance map element) in a single time

step. Since the subaperture width is 4.7 cm and t = δt = 5 ms, the wind speed is

estimated to be 9.4 m/s, as expected.
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Figure 5.2: Simulated spatio-temporal auto-covariance map, for the C11-SHIMM
configuration, at δt = 0, 5 and 10 ms, when common motion has not been subtrac-
ted from the centroid dataset.

Since δt is a fixed value (5 ms in this case), and the subaperture sizes are known,

the covariance map can be considered as a velocity map, where each map element
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represents an offset for a particular wind velocity, with the central speed value

of 0 m/s. Figure 5.3 shows the velocity map for δt = 5 ms. The direction of the

turbulent layer traversing the telescope aperture with respect to the SH lenslet array

(θtrav) is indicated by the compass in figure 5.3. When θtrav = 0◦ the turbulent

layer is travelling left to right.

The covariance maps in figure 5.2 have an approximately constant ‘background’

level, at points well away from the peak. However, adjacent map elements to the

peak are greater than this background. This is because the peak is not a delta

function, but instead has a FWHM that is approximately two covariance map

elements. This is illustrated by simulated results in figure 5.4(a) by taking a 1-D

slice of Tδi,δj,δt where δj = 0 and δt = 5 ms. The results show a simulation of a

single turbulent layer with an input wind speed 18.8 m/s and θtrav = 0◦. The peak

value is located at δi = 2, which corresponds perfectly with the input wind speed

of 18.8 m/s.

If a turbulent layer has not travelled by a distance exactly equivalent to a subaper-

ture width this spread of the peak can be asymmetric. In addition, in the presence

of multiple layers of different velocities the covariance response from two different

layers may superimpose and become indistinguishable. For the measurement of τ0,

only the value of veff is required, and not the whole of the wind velocity profile.

The value for veff is estimated according to the following

v
− 5

3
eff = α1v

− 5
3

1 + . . .+ αnv
− 5

3
n (5.1)

where v is the velocity of individual turbulent layers n, and α is the corresponding

relative turbulence strength.

Due to the pattern of the WFS mask the spatio-temporal auto-covariance map has

multiple subaperture separations that are associated with the same wind speed,

as can be seen in figure 5.3. As a result, the covariance response is azimuthally

averaged. This eliminates the need to measure θtrav, or the speeds of individual

turbulent layers.
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Figure 5.3: Velocity map, in units of m/s, illustrating how each subaperture separ-
ation in the covariance map relates to a particular wind speed at δt = 5 ms. The
compass indicates the value of θtrav is defined relative to the SH lenslet array.

Figure 5.4(b) displays simulated results of a 1-D slice Tδi,δj,δt where δj = 0 and

δt = 5 ms for a two turbulent layer profile of equal turbulent strength. The

wind speed and orientation of each turbulent layer is 18.8 m/s and 37.6 m/s and

θtrav = 0 and 180◦ respectively. Since they are of the same strength the peaks of

the two layers are of the same value. To calculate veff the absolute strength is

not required, only the values for α, which are approximated as the averaged and

normalised covariance strength for each wind speed.

It can be seen in figures 5.4(a) and (b) that there is a non zero minimum value

of the covariance. This causes a bias to high velocities, due to the 5/3 power in

equation 5.1. In order to correct this effect, the mean of the covariance map is sub-

tracted from each covariance value and negative values are set to zero. Figure 5.5

illustrates how this allows for only the peaks corresponding to turbulent layers to

be included in the calculation of veff .
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Figure 5.4: Simulated results displaying a 1-D slice of Tδi,δj,δt where δj = 0 and
δt = 5 ms for (a) a single turbulent layer with wind speed 18.8 m/s and θtrav = 0◦
and (b) two turbulent layers with wind speeds 18.8 m/s and 37.6 m/sand θtrav = 0◦
and 180◦ respectively. The black vertical lines depict a delta function at the cor-
responding wind speeds.
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Figure 5.5: Simulated results with background subtraction for a slice of Tδi,δj,δt
where δj = 0 and δt = 5 ms for (a) a single turbulent layer with wind speed
18.8 m/s and θtrav = 0◦ and (b) two turbulent layers with wind speeds 18.8 m/s
and 37.6 m/s and θtrav = 0 and 180◦ respectively. The black vertical lines depict
a delta function at the corresponding wind speeds.
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5.1.1. With Common Motion

One Turbulent Layer System

Figure 5.6 shows simulated results for a single turbulent layer traversing the tele-

scope aperture for a range of velocities. The figure demonstrates that for a single

turbulent layer travelling at θtrav = 0◦, input wind speeds between 10 - 35 m/s

agree, within the error bars, with the measured outputs. For wind speeds less than

10 m/s the spatial resolution is not high enough to distinguish between turbulence

strength at very low speeds and at 0 m/s. The measurement of wind speeds greater

than 35 m/s would require either a larger telescope aperture or a detector capable

of taking images at a faster frame rate. However, as illustrated in figure 4.4 in

section 4.1, wind speeds are typically below this range. Results for θtrav = 45◦

show that the deviation from the x = y line occurs at lower wind speeds. This

is expected since the effective extent of the sampled telescope aperture is smaller

at θtrav = 45◦, i.e. the range of detectable velocities is less in this direction (see

figure 5.3).
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Figure 5.6: Simulated results of the input velocity of a single turbulent layer against
the measured output velocity for different traversing direction of 0◦ (blue) and 45◦
(green). The direction of the turbulent layer is given relative to the SH lenslet array
and is indicated by the compass. This is the same as that shown in figure 5.3.
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5.1.1. With Common Motion

Two Turbulent Layer System

This method was further tested by applying it to atmospheric profiles with two

turbulent layers. Simulated results are shown in figure 5.7. Optical turbulence

profiles made of two layers were simulated for conditions where one layer traverses

the telescope at θtrav = 0◦ with an r0 value of 0.1 m. The second layer traverses

the telescope in the opposite direction of θtrav = 180◦ for a range of r0 values and

speeds. Figure 5.7 indicates there is a good correlation between the input and

output veff . It appears that for weaker faster moving turbulent layers veff can be

underestimated. This could be a result of the background subtraction causing a

‘dampening’ of the signal of these layers.
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Figure 5.7: Simulated results of output veff against input veff for a two turbulent
layer atmosphere. One layer has an r0 value of 0.1 m and at a wind speed of 15 m/s
travelling at 0◦. The other layer is traversing in the 180◦ direction at varying wind
speeds for r0 values of 0.065, 0.1 and 0.15 m denoted by the blue, green and red
markers respectively.
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5.1.2. Without Common Motion

Figures 5.6 and 5.7 illustrate that this method can be used to estimate veff (and

therefore τ0) on centroid datasets without common motion subtraction. Large

telescopes sheltered by a dome are much more stable and are not as effected by

tracking errors and wind shake as smaller telescopes, such that subtracting common

motion may not be necessary.

5.1.2 Without Common Motion

The SHIMM is a small portable instrument and is therefore affected by wind shake

and telescope guiding errors. In order to remove these effects the common centroid

motion of all subapertures must be subtracted. In this section the method above

will be described for centroid datasets with common motion subtracted. Figure 5.8

illustrates an example spatio-temporal auto-covariance map obtained from a sim-

ulated single turbulent layer traversing the telescope at 9.4 m/s, where θtrav = 0◦.

In figure 5.2, where common motion is not subtracted, it can be seen that there

is an approximately constant background level. When common motion is subtrac-

ted there is typically a gradient of the background level across the auto-covariance

map (see figure 5.8). This gradient occurs in the direction of θtrav. This becomes

problematic when there is more than one turbulent layer present. As will be shown

later in this section.
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Figure 5.8: Simulated spatio-temporal auto-covariance map at δt = 0, 5, 10 ms,
when common motion has been subtracted from the centroid dataset.
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Figure 5.9: Simulated results of the measured output velocity of a single turbulent
layer against the input velocity, when common motion is subtracted, for θtrav = 0◦
(blue) and 45◦ (green). The definition of the direction of the turbulent layer is
indicated by the compass on the bottom right of the image.

One Turbulent Layer System

First the method described in the previous section was applied to a single turbulent

layer. Figure 5.9 shows simulated results for a single turbulent layer, for a range

of velocities, with common motion subtracted from the centroid datasets. These

results are similar to those displayed in figure 5.6. This method correctly estim-

ates the value of veff , for a velocity range of 10 - 35 m/s, within the statistical

uncertainty. As with the results depicted in figure 5.6, turbulent layers travelling

at θtrav = 45◦ reach an asymptote faster than those travelling at θtrav = 0◦ since

the effective extent of the telescope aperture is smaller at θtrav = 45◦.

Two Turbulent Layer System

This method was further tested for a two layer turbulent profile, with common

motion subtraction. Optical turbulence profiles made of two layers were simulated

for conditions where one layer traverses the telescope at θtrav = 0◦ with an r0 value

91



5.1.2. Without Common Motion

of 0.1 m. The second layer traversed the telescope in the opposite direction of

θtrav = 180◦ for a range of r0 values and speeds.

Figure 5.10 indicates that there is a consistent bias to underestimate veff . The level

of this bias increases for increasing values of veff . This is because of the gradient

of the background layer. The affect of this gradient is illustrated in figure 5.11

by using a 1-D slice of Tδi,δj,δt where δj = 0 and δt = 5 ms. The figure shows

three 1-D slices of v = 10 m/s with θtrav = 180◦, v = 30 m/s with θtrav = 0◦

and for the case where both turbulent layers are traversing the telescope aperture

simultaneously. Each value of δi corresponds to a wind velocity (see figure 5.3).

When the two layers are added, the peak value associated with the faster turbulent

layer decreases and the peak value of the slow layer increases. This biases the

results to underestimate veff .
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Figure 5.10: Simulated results of output veff against input veff for a two turbulent
layer atmosphere. One layer has an r0 value of 0.1 m and at a wind speed of 15 m/s
travelling at θtrav = 0◦. The other layer is traversing in the opposite direction 180◦
at varying wind speeds for r0 values of 0.065, 0.1 and 0.15 m denoted by the blue,
green and red markers respectively.
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Figure 5.11: Simulated results displaying the effects of subtracting common motion
for two layer turbulence profiles. (a) illustrates 1-D slices of Tδi,δj,δt where δj = 0
and δt = 5ms for v = 10 m/s traversing at θtrav = 180◦ (blue), v = 30 m/s
traversing at θtrav = 0◦ (green) and for the case where both turbulent layers are
traversing the telescope aperture simultaneously (red). Each layer has an r0 = 0.1
m. (b) Illustrates these slices in 1-D.

5.1.3 Conclusion

Simulated results indicate that the covariance map method can only be used in

the case where common motion is not subtracted. This would be applicable to a

larger telescope with dome infrastructure which could ensure that wind shake and

tracking errors are not problematic. The effects of subtracting common motion

cause faster turbulent layers to be underestimated, therefore overall reducing the

value of veff and increasing the estimated value of τ0.

Whilst this method can not be used quantitatively, it can used qualitatively to

display the different turbulent layers that are present. For example, it can display

the relative strongest layers present. Figures 5.12 - 5.14 illustrate examples of on-
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sky spatio-temporal auto-covariance maps, obtained by the C11-SHIMM, at the

ING site in La Palma. In the examples of figures 5.12 and 5.13 the observations

are dominated by a single slow moving turbulent layer, whereas in the case of

figure 5.14, there are at least two strong turbulent layers, with different speeds and

directions.
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Figure 5.12: Example of an on-sky spatio-temporal auto-covariance map at δt =
0, 5, 10 ms.
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Figure 5.13: Example of an on-sky spatio-temporal auto-covariance map at δt =
0, 5, 10 ms.
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Figure 5.14: Example of an on-sky spatio-temporal auto-covariance map at δt =
0, 5, 10 ms.

5.2 Power Spectrum Method

In this section a different approach for calculating τ0 will be discussed. By acquiring

the power spectrum of the centroid motion from each subaperture veff can be

inferred. The power spectrum, as a function of frequency, f , is given as

Φ (f) = |Fx(t)|2 (5.2)

where F denotes a Fourier transform and x(t) is the x and y centroid motion.

Figure 5.15(a) and (b) show examples of a log-log power spectrum, averaged over

all subapertures. The simulated data is of a single turbulent layer traversing the

telescope aperture at a wind speed of 1 m/s and 5 m/s respectively. The fig-

ure shows that the power spectrum at low frequencies behaves as f−2/3 and high

frequencies as f−11/3 (Hogge and Butts, 1976; Saint-Jacques, 1998). The knee fre-

quency (fknee) where these two lines intersect is related to the value of the wind

speed, v, by

fknee = β
v

d
, (5.3)

where d is the subaperture size and β is a constant that is determined empirically.

This method for measuring v can be problematic. Estimating fknee can be difficult

for noisy data and for atmospheric profiles with multiple layers. Figure 5.15(c)

shows an example power spectrum of a two turbulent layer profile, of wind speeds
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1 m/s and 5 m/s of equal strength. The sets of dashed lines indicate where the two

values of fknee should be located. The oscillations at high frequencies are a peculi-

arity of the spatial sampling, and in reality would be smeared out as soon as there is

some variability in wind velocity (Conan et al., 1995; Saint-Jacques, 1998). It can

be seen that these locations are not as easily identifiable compared to figures 5.15(a)

and (b), in the single layer case.
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Figure 5.15: Power spectra of centroid datasets averaged over all WFS subaper-
tures. (a) and (b) Displays power spectra obtained from a single turbulent layer
traversing the telescope aperture at a wind speed of 1 m/s and 5 m/s respectively.
The intercept of the two dashed lines show that spectra at low frequencies behaves
as f−2/3 and high frequencies as f−11/3. (c) Shows a power spectra for a two layer
turbulence profile, of wind speeds 1 m/s and 5 m/s of equal strength. The red
dashed line indicates the log(f) value for the expected veff .
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Another disadvantage of this method is that as v increases so will the value of

fknee. Eventually fknee will become unmeasurable. For the C11-SHIMM configur-

ation this occurs at wind speeds greater than 10 m/s. As shown by figure 4.4 in

chapter 4, 10 m/s is approximately the median wind speed of turbulent layers (at

all altitudes). This limiting velocity would result in a large fraction of the possible

wind speeds being unsampled. Therefore, a variation on this method was explored

by acquiring the power spectrum of particular Zernike modes of the wavefront ab-

erration, found by fitting to the WFS centroids. Utilising low order Zernike modes

moves fknee to lower frequencies. Whilst tip/tilt are the strongest modes, and

therefore easiest to measure, they are corrupted by telescope shake and guiding

errors. The next strongest and slowest atmospheric term is defocus. It is in prin-

ciple angularly symmetric and is unaffected by telescope shake and guiding errors.

The defocus term has been used previously by the FADE instrument to estimate

τ0 by employing a small telescope with a central obstruction to produce a ring-like

defocused image. As turbulent layers traverses the telescope aperture the radius of

the ring-like image will fluctuate. This fluctuation can be used to to determine the

defocus term. The variance of the speed of the defocus can be used to estimate τ0,

as shown by Tokovinin et al. (2008). Here, however, the Zernike analysis is applied

to the WFS centroid data.

Figure 5.16 shows example power spectra for Zernike modes j = 2− 5, for a single

simulated turbulent layer of wind speed 15 m/s. Here Pnormj against log(f) is

plotted, where Pnormj is defined as

Pnormj = fΦj (f)∫
Φj (f) df . (5.4)

Utilising this linear-log scale emphasizes the sharp localization of the energy at

peak frequency (fpeak) (Hogge and Butts, 1976). In addition, the area under the

curve is equal to the total energy of the power spectrum (Roddier et al., 1993).

The parameter fpeak, similar to fknee, is related to the velocity by

fpeak = γ
v

d
, (5.5)
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Figure 5.16: Simulated example of Pnormj for a wind velocity of 15 m/s and a r0
value of 0.1 m. The coloured lines indicate different Zernike modes; green is tip
(j = 2), blue is tilt (j = 3), red is defocus (j = 4) and black is astigmatism (j = 5).

where γ is a constant related to the WFS geometry and is determined empirically.

5.2.1 Single Layer

Firstly single turbulent layer profiles were used to test this method in simulation. A

range of wind velocities were simulated and the corresponding Pnormj=4 were acquired.

Power spectra were calculated from Zernike coefficients generated from the WFS

centroids, as described in section 2.2.1.

Locating fpeak is required to estimate the wind speed of turbulent layers. A possible

method to locate fpeak is to fit a single layer model, acquired from simulation, to

data. This can be problematic for noisy data and when there are multiple turbulent
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Figure 5.17: Here (a) illustrates the method for measuring the wind speed, using
the C11-SHIMM configuration, an example spectrum (blue) from a single turbulent
layer travelling at 15 m/s. The red line is the smoothed version of the data and the
black markers indicate the sampling frequencies used for estimating the wind speed.
Here (b) demonstrations how this method can be used, by assuming each marker
represents a turbulent layer of particular strength and speed (green spectra). The
sum of these individual spectra will form a spectrum (red) similar to the original
spectrum (blue).

layers travelling at different speeds and turbulence strengths. Therefore, instead of

acquiring a single peak position to calculate the velocity of the layer, many points

of the spectrum are used to measure the value of veff .

This method is illustrated by figure 5.17. Figure 5.17(a) shows how the power

spectrum is sampled. First the data is smoothed (depicted by the red line) by us-

ing a moving average of the power spectrum to reduce the scatter. Since there are

fewer samples at low frequencies the moving average is completed in two parts for

frequencies above and below log(0.5), where each is averaged over a different num-

ber of samples. Following this a spline interpolation is used. A number of points,

in equal intervals, of the spline are found (denoted by the black arrow markers in

figure 5.17(a)). These sampling points are treated as individual fpeaks. Each fpeak

will correspond to a different velocity with a particular strength, therefore veff can
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5.2.1. Single Layer

be found. Only sampling values above a threshold are used, to avoid the fit being

biased by spurious low level features.

Figure 5.17(b) illustrates how using multiple samples (indicated by the black mark-

ers) can be used to estimate the wind speed. Each marker assumes a power spec-

trum of a particular strength and speed. Summing these individual spectra forms

a power spectrum similar to that of the original power spectrum. This finding is

exploited to provide a practical method to estimate veff . This method allows for

estimating veff without needing to know how many turbulent layers are present

and at what speed they are traversing the telescope aperture.
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Figure 5.18: Simulated results for estimating the wind speed of a single turbulent
layer with an r0 value of 0.1 m for a range of wind velocities, utilising the power
spectrum method. The black line indicates x = y.

Results from simulated data are shown in figure 5.18. For wind velocities faster

than 25 m/s the estimation deviates from the expected value, because the fpeak

can no longer be sampled, and only the left side gradient of the peak is observed.

The error in these values are due to the uncertainty in the interpolation given by a
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weighted sum of the squared residuals of the spline approximation. An investigation

was made into the effects of different wind directions. It was found that the output

remained unchanged.

5.2.2 Two Layers

Optical turbulence profiles with more than one layer will produce spectra with

multiple peaks, each corresponding to a different layer. Measuring the amplitude

of these peaks will produce the relative strengths of each layer. With the relative

strengths and the position of the peaks, veff can be estimated. The same method

described above, and illustrated in figure 5.19(a), was used to produce the results

shown in figure 5.19(b).
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Figure 5.19: Here (a) illustrates the method for measuring the wind speed for an ex-
ample spectrum (blue) from a two turbulent layer profile travelling at 5 and 15 m/s,
of equal strengths. The red line is the fit and the black markers indicate the sampled
frequencies used for estimating the wind speed. Here (b) shows simulated results
for estimating the wind speed of a two turbulent layer profile. One layer is travel-
ling at 15 m/s with a r0 value of 0.1 m. The second layer was travelling at a range
of values between 5 − 20 m/s with r0 values of 0.065 m (blue), 0.1 m (green) and
0.15 m (red). The black line indicates x = y.
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The simulated results indicate that this method works for velocity profiles with

wind speeds less than 25 m/s. In order to measure faster layers either a detector

with a faster frame rate is required or a larger telescope aperture. However, results

from Stereo-SCIDAR, at La Palma and Paranal, show that turbulence wind speeds

greater than 25 m/s occur only ∼ 7% of the time, as shown by figure 4.4, in

section 4.1.

5.3 On-Sky Results

In this section on-sky results taken by the C11-SHIMM will be presented. These

observations took place in July 2016 and September 2016 at the ING site in La

Palma. The C11-SHIMM was positioned on the WHT roof. For details of the

observations see table 4.2 in section 4.5.

5.3.1 Data Reduction

The first two stages of data reduction; data quality control and centroiding, are

described in chapter 5 section 4.3. However, some considerations needed to be

made for acquiring power spectra. If saturated pixels are present the frame can

not be simply deleted since the correct time intervals are required for the temporal

offsets. Instead, all centroids of saturated frames are set to zero so that the frame

can be easily located and the correct temporal offsets can be achieved. Under

strong scintillation it is possible for subapertures of random frames to have too

weak a signal. In this case, the centroid value is set to zero. If this occurs for

more than 10% of frames the dataset is considered unusable. Setting the centroid

value to zero can result in additional noise at high frequencies. However by using

multiple datasets for a single measurement of τ0, this effect should average out.
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5.3.2 Results

Figure 5.20 displays example power spectra obtained from on-sky data. Here, four

contrasting cases will be discussed.

Case 1 (v < 25 m/s): Figures 5.20(a) - (c) illustrate examples where all turbu-

lent layers traverse the telescope apertures at wind speeds less than 25 m/s. In

this case the power spectrum method works the most reliably. This is because the

peaks that are formed are fully observed, as indicated by the negative gradient of

the power spectra at higher frequencies. This is unlike the turbulent layers present

in figures 5.20(d) - (f) which are partially cut by the maximum frequency value.

Case 2 (v < 1.5 m/s): Figures 5.20(c) and (e) show examples of very slow moving

turbulent layers. The method for measuring veff still works in this case, however it

is possible that these layers result from turbulence local to the SHIMM instrument.

This turbulence would not necessarily also be seen by a nearby large astronomical

telescope. The C11-SHIMM was located on the roof of the WHT, this means that

that the instrument was not in an open space. The building structure could induce

local turbulence from wind shear caused by building structure and heat radiated

from the building.

Case 3 (v > 25 m/s): As described in section 5.2.1 wind speeds greater than

25 m/s can not be measured accurately, with the current C11-SHIMM configur-

ation. Figures 5.20(d) and (e) are examples of turbulent profiles with multiple

strong wind speeds present. In these cases the power at high frequencies is due to

a fast moving turbulent layer with a velocity which has a peak frequency that can

not be sampled. The last few points of the interpolation indicate the gradient of

the power at high frequencies. If it is positive that means the true value of veff is

likely to be greater than that which is reported. As a result, the system reports

this case when the estimate of veff is produced.
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Case 4 (v > 30 m/s): Figure 5.20(f) is an example of a turbulence profile which

appears to be dominated by a turbulent layer faster than 30 m/s. However, it was

found that this power spectrum occurs when the data becomes shot noise domin-

ated. This will be further discussed in this section.

Figure 5.21 shows the estimated values of veff from on-sky data taken by the

C11-SHIMM. The two histograms in each sub-figure show results for: all estimated

values of veff and case 1, when all turbulent layers have a wind speed less than

25 m/s. The mean value of veff for case 1 and case 3 (i.e. where at least one

turbulent layer has a wind speed greater than 25 m/s) in figure 5.21(a) is 11 m/s

and 25 m/s respectively. The histogram of all the estimated veff values produce

a bimodal results, which is unexpected. Figure 5.22 displays histograms of veff

measured at La Palma and Paranal over a series of nights by Stereo-SCIDAR. The

C11-SHIMM estimates a much larger proportion of its results to be above 20 m/s

compared to Stereo-SCIDAR.

The reason for this is due to the SNR of the data. Figure 5.23 illustrates the effects

of shot noise on the defocus power spectrum. In simulation, shot noise was added

to a diffraction limited spot image, so as to only test the effects of shot noise and

not atmospheric changes. It can be seen that the shot noise in the image results in

an increased intensity at higher frequencies. In terms of the measurement of veff ,

this results in the incorrect measurement of a single fast turbulent layers.

Figure 5.21(b) shows results when only targets brighter than second magnitude

were observed. It can be seen that whilst the histogram from case 1 remains

almost unchanged, the histogram displaying all data shifts to values much more

comparable with Stereo-SCIDAR.
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Figure 5.20: Example power spectra of the defocus term of on-sky data taken with
the C11-SHIMM at the INT site, La Palma, showing the four cases. The blue line
depict the raw power spectra data, the red line displays the interpolated fit used
to calculate the veff .
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By comparing figures 5.21(b) and 5.22 it can be seen that the C11-SHIMM observed

a higher frequency of turbulent layers slower than 5 m/s i.e. case 2. By comparing

local wind speeds measured at the WHT (provided by the public WHT archives

(Sorensen and Mendez, 2002)) it was found that all measured values of veff less

than 5 m/s corresponded to periods when the local wind speeds were less than

5 m/s. It is possible that it would be beneficial to threshold the minimum wind

speed of turbulent layers that are used when estimating veff so as not to include

a bias due to slow local wind speeds. Figures 5.21(c) and (d) shows histograms

with different thresholds at log(f) = 0.0 and 0.5, corresponding to wind speeds

of ∼ 0.5 and 1.5 m/s. As expected these thresholds result in the mean of the

histograms shifting to larger values of veff . The summation of the histograms in

figure 5.21(d) becomes bimodal again. Therefore, it is perhaps beneficial to only

threshold for wind speeds faster than 0.5 m/s. More observations are required

at all times of the year to see if the results from C11-SHIMM will agree with

Stereo-SCIDAR for a statistically large dataset.

Figure 5.24 illustrates a histogram of τ0 obtained by the C11-SHIMM on La Palma

for target stars brighter than second magnitude. The median value of τ0 for case 1

and case 3 is 4.1 and 1.9 ms respectively. Case 1, when all turbulent layers are less

than 25 m/s shows a good agreement with the results obtained by Stereo-SCIDAR

on La Palma which has a median τ0 value of 4.4 ms, shown in figure 5.25.
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Figure 5.21: Histogram of veff estimates obtained from on-sky results by the C11-
SHIMM. The blue histograms indicate all results. The pink histograms indicate
results where all measured turbulent layers were slower than 25 m/s (case 1). The
sub-figures display results for: all data (a); data with signal to noise considerations
i.e. when the observed target was of second magnitude or brighter (b); and data
with noise considerations and velocities less than 0.5 m/s (c) and 1.5 m/s (d) were
excluded from the calculation of veff .
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Figure 5.22: Histogram of the veff measured by the Stereo-SCIDAR taken from
two different observing sites mounted on the INT at La Palma (a) and onto an AT
of the VLT at Paranal (b) over a range of nights.
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Figure 5.23: Power spectra of the defocus Zernike term from simulated diffraction
limited data for a range of shot noise values. The results show that the presence
of shot noise results in increase in power for higher frequencies. (a) Shows that for
increasing values of the SNR of an image the power at high frequencies decrease.
(b) Shows the normalised power spectra Pnormj=4 , as expected they are the same for
all SNR values.
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Figure 5.24: Histogram of τ0 measurements obtained on-sky by the C11-SHIMM
when observing targets brighter than second magnitude. The blue histogram in-
dicate all estimated values of τ0. The pink histogram indicate results where all
measured turbulent layers were slower than 25 m/s (as described by case 1).
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Figure 5.25: Histogram of τ0 measured by the Stereo-SCIDAR taken from two
different observing sites mounted on the INT at La Palma (a) and onto an AT of
the VLT at Paranal (b) over a range of nights.
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5.3.3 Limitations & Noise

There are three key limitations in the measurement of τ0 by the SHIMM: the

maximum measurable velocity, the effect of slow moving turbulent layers and shot

noise. The current C11-SHIMM configuration cannot measure velocities greater

than 25 m/s (however the presence of high wind speeds can potentially be identi-

fied). This is specific to this configuration, i.e. a larger telescope aperture or faster

frame rate camera could be employed.

As described in the previous section it is not possible to distinguish slow turbu-

lent layers in the free atmosphere from turbulence local to the instrument itself.

The effects of local turbulence can be reduced by placing the SHIMM on a tower,

uninhibited by close local building structures and heat.

In the previous section the effects of shot noise on power spectra was discussed. It

can be seen that this effect can be detrimental to estimating veff (and therefore

τ0). By observing target stars brighter than second magnitude this effect can be

avoided. During these observations the C11-SHIMM configuration was observing

on the same telescope as the Full Aperture Seeing Sensor (FASS) (described in the

next chapter) by utilising a beamsplitter. This reduced the amount of light received

by the SHIMM and therefore limited the magnitude of the star that could be used.

When the C11-SHIMM is operating alone it should be able to use fainter targets.

Another source of noise is statistical noise which can be reduced by averaging more

datasets. Typically data is averaged for between one and five minutes. Averaging

over longer periods is problematic since the atmospheric turbulence profile is likely

to evolve significantly.

In calculating τ0 the sources of error are from the estimation of r0 and veff . The

uncertainty in r0 has been discussed in the previous chapter. Assuming no system-

atic bias in the centroiding procedure, the uncertainty in calculating veff originates

from the method of reducing the power spectra. There are two stages in reducing

the power spectra, the moving average and the interpolation. The uncertainty in
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the points of the moving average is found from the standard error of the number-

point average. The uncertainty in the interpolation is given from the weighted sum

of the squared residuals of the spline approximation. The propagation of these er-

rors through to the calculation of veff delivers an uncertainty in the measurement

of veff .

5.4 Conclusion & Future Work

In this chapter two methods for estimating τ0 has been presented; the covariance

map method and the power spectrum method. It was found that the covariance

map method can not be used for small telescopes affected by telescope shake and

telescope guiding errors. However, it can serve as a graphical demonstration of the

wind velocities of dominant turbulent layers.

The defocus power spectrum method can be used to estimate the value of τ0 by

estimating the value of veff . The method itself has no limitations in estimating τ0.

However, with the current C11-SHIMM configuration only turbulent layers with

wind speeds below 25 m/s can be accurately measured. In order to measure faster

wind speeds either a larger telescope aperture or a detector with a faster frame

rate is required.

In order to confirm this method, concurrent measurements of τ0 with turbulence

profilers such as Stereo-SCIDAR or SLODAR would be beneficial. An extended

campaign of observations is planned at Paranal observatory in 2017/2018 as will

be described in the next chapter. This campaign is for the combined instrument

FASS-SHIMM. The FASS is capable of measuring wind speeds of high altitude

layers (Guesalaga et al., 2016). The FASS is unable to observe turbulent layers

below 400 m, therefore the FASS and SHIMM will estimate different values for τ0.

However, it will be beneficial to compare whether the turbulent layers present at

higher altitudes, observed by FASS, are apparent in the power spectra obtained by

the C11-SHIMM.
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Chapter 6

SHIMM: Optical Turbulence

Profile and Correction of Seeing

Measurements for Scintillation

Scintillation of the light from a target star, due to high altitude turbulence, can

cause an over- or underestimation of the measured value of r0 in seeing monitors

and profiling instruments, such as the DIMM and MASS respectively (Tokovinin

and Kornilov, 2007), as described in sections 3.2 and 3.3. This effect is also relevant

for the SHIMM, since like the DIMM, it will overestimate the value of r0 in the

presence of scintillation. The SHIMM software can correct for the effect of scintilla-

tion on r0 by extracting intensity information from the WFS spots. The measured

scintillation index together with the correlation of the scintillation between neigh-

bouring subapertures can be used to estimate the vertical profile of the turbulence

and thus correct the measured value of r0. By fitting a model to this scintillation

information and the measured r0 a fixed three layer turbulence profile can be estim-

ated. In this instance a model defined by turbulent layers at 0, 5, and 15 km is used.

Whilst this does not give high resolution information it does, for example, notify

the SHIMM user as to whether the profile is dominated by a ground layer or higher

altitude turbulence. This information is important for site characterisation and
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queue scheduling. As described in section 2.2.2, strong high altitude turbulence

causes scintillation noise that can be detrimental to high precision photometry.

Whereas, strong ground layer turbulence will effect direct imaging and may re-

quire ground layer AO. The ability to estimate the turbulence profile provides

a distinct advantage over the traditional DIMM design, which only measures the

total integrated seeing.

The method of using scintillation correlations has been employed by the optical

turbulence profiler CO-SLIDAR, which was based on a large telescope (∼1.5 m).

CO-SLIDAR utilises a SHWFS to measure the wavefront slopes as explained in

section 3.1 and 3.4. In addition, it obtains scintillation information by summing

the pixel intensity for each subaperture in the focal plane (Robert et al., 2008). The

measurement of slope correlations between the two stars allows the instrument to

be sensitive to low altitude turbulence, in a method similar to that of SLODAR.

Scintillation correlations and correlations between slopes and scintillation deliver

high-altitude layer sensitivity (Robert et al., 2011).

In this chapter the effect of scintillation on the estimated value of r0 will be demon-

strated. The correction of r0 for the SHIMM will be addressed, as well as a method

for estimating a three layer optical turbulence profile. Simulated and on-sky data

will be presented for the C11-SHIMM, including comparisons with Stereo-SCIDAR

data.

This chapter will also introduce the concept of the FASS instrument. The FASS

instrument has been developed in collaboration with Pontifical Catholic Univer-

sity of Chile (PUC), Chile. The concept and analysis was developed by Andrés

Guesalaga at PUC, and the design, manufacturing and testing was completed at

Durham University.

The FASS is based on the same principle as the MASS instrument, but utilises the

full aperture of the telescope and exploits an Electron-Multiplying CCD (EMCCD)

instead of PMTs. An EMCCD is employed instead of a CCD since it combines
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low detection limits with high frame rates (O’Grady, 2006). The EMCCD is a

device that works on the principal of impact ionization, where extra electrons are

produced and transferred to the next pixel (Basden, 2015). This amplification

(EMgain) occurs before the readout and as a result the signal can be amplified

above the readout noise.

These modifications provide advantages in the manufacturing and maintenance of

the FASS, relative to the MASS, as it is comprised of entirely off-the-shelf compon-

ents. In addition, it can produce a profile with a much higher vertical resolution.

As described in section 3.3, the MASS generates a six layer turbulence profile,

whereas the FASS can provide as many as 17 layers when mounted on a telescope

of aperture size 9.25 inches.

The FASS instrument was combined with the SHIMM to make the FASS-SHIMM,

by employing a dichroic beamsplitter to pass red and blue light to the FASS and

SHIMM optics respectively. The purpose of combining these instruments is two

fold. The FASS detector is placed at the optical conjugate plane of the telescope

aperture. Scintillation is therefore only detected for turbulent layers higher than

∼ 400 m, i.e. layers for which there is a significant propagation distance to the

telescope pupil. Hence, the ground layer of turbulence is not directly measured by

the FASS. However, when the FASS is operated in parallel with the SHIMM the

ground layer can be determined from the difference of the total seeing measured

by the SHIMM and the integral of the FASS turbulence profile. The SHIMM

also provides autoguiding for the combined system. Pointing offsets cannot be

determined from the (pupil conjugated) FASS images. These are essentially the

same advantages obtained for the current combined MASS-DIMM instrument.

In this chapter the principles and implementation of the FASS-SHIMM instrument

will be described, including preliminary on-sky results.
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6.1 Effects of Scintillation

The effects of scintillation on the measured r0 value for the DIMM has been dis-

cussed in Tokovinin and Kornilov (2007). The main effect is shown by figure

6.1(a). Simulations were made for a range of r0 values over propagation distances

of 0 to 16 km for the C11-SHIMM WFS geometry (see figure 5.1 in section 5.3).

It can be seen that as the propagation distance increases, so does the measured

value of r0. This effect is due to the increase in the amount of scintillation with

propagation distance, as depicted by figure 6.1(d).

The presence of scintillation results in a change in the shape of the auto-covariance

map generated by a set of WFS spots (see section 4.3). This effect is discussed

for the SLODAR instrument in Goodwin et al. (2007). Figure 6.2 illustrates this

effect by taking a 1-D slice from an auto-covariance map, generated from simulated

data for the C11-SHIMM configuration, for a range of propagation distances. As

the propagation distance increases the shape of the auto-covariance slice changes,

with the peak value decreasing and the ‘wings’ of the slice increasing. As a result,

the fit used to estimate the value of r0 no longer holds, resulting in an incorrect

estimate of r0, as shown by figure 6.1(a).

Figure 6.1(b) illustrates that this effect gets worse as r0 decreases, i.e. for stronger

turbulence. The overestimation in r0 can be substantial, with differences as large

as 60% in the value of r0, for the examples shown in figure 6.1.

From figure 6.1(a) it can be seen that it is not possible to distinguish whether

a measured value of r0 results from a relatively strong but high altitude layer

or a weaker low altitude layer. For example, a measured r0 of 0.1 m could be

due to a turbulent layer at the ground with r0 = 0.1 m or a turbulent layer at

16 km altitude with r0 = 0.065 m. Therefore the scintillation index and correlation

of the scintillation of neighbouring subapertures are used to distinguish between

these scenarios. The scintillation index, σ2
I , is calculated using equation 2.21. The
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correlation is given as

Corr = A×B√
A2 ×B2

, (6.1)

where A and B are given by

A = (IA − 〈IA〉) , (6.2)

B = (IB − 〈IB〉) , (6.3)

and I is the time-varying intensity of a single subaperture A or B. Figure 6.1(c)

and (d) show how the correlation and scintillation index increase with propagation

distance for different r0 values. The correlation values are calculated by averaging

the correlation of all instances where A and B are subapertures with an adjacent

separation of one in either the x or y direction. For example, in the case of the

C11-SHIMM configuration there are 12 possible combinations in the x direction

and 12 combinations in the y direction. It is important to note that in this chapter

simulations were conducted without additional noise, such as shot noise. Therefore,

all error bars shown on results from simulated data is due to error propagation of

the statistical uncertainty of the simulation. This uncertainty is reduced by a

factor or 1/
√
N , where N is the number of runs of a simulation, as according to

the standard error. If the error bars are not visible on the plot it can be assumed

that they are too small to be observed, unless otherwise stated.

Correcting for the effects of scintillation is important to produce an accurate es-

timation of r0. This will first be addressed for a single layer turbulence profile to

illustrate how the measured value of r0 can be corrected for scintillation in the most

simple case. This method will then be discussed for increasingly complex profiles of

two and three turbulent layers. Finally, it will be shown how using three unknown

parameters, r0, σ2
I and Corr can be used to estimate a turbulence profile at fitted

altitudes of 0, 5 and 15 km.
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Figure 6.1: Simulated results for r0 values of 0.065, 0.1, 0.15 and 0.2 m depicted by
the blue, red, green and yellow block lines respectively, for the WFS configuration
of the C11-SHIMM. Here (a) shows how the estimated r0 increases with propaga-
tion height, (b) illustrates how the percentage difference of the measured and real
r0 increases with decreasing r0 values (c) demonstrates the relationship between
correlation between the intensities of neighbouring subapertures and propagation
distance, and (d) shows how the scintillation index increases with height.
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Figure 6.2: Simulated results showing a 1-D slice taken from an auto-covariance
map produced by y centroids for a range of propagation distances, z = 0 km (blue),
5 km (green), 10 km (red) and 15 km (yellow). The 1-D slice is taken for when
the subaperture separations are in the y direction, with respect to the WFS is
zero i.e. δj = 0. Increasing the propagation distance changes the shape of the
auto-covariance slice, which results in an incorrect estimate of r0.
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6.2 Single Layer Turbulence Profiles

Two methods were investigated for correcting the effects of scintillation on r0 meas-

urements for a single turbulent layer. This makes the assumption that all the

atmospheric turbulence is represented by a single layer. The first method works

by interpolating values from figures 6.1(c) and (d). The second method uses a

model to form a reference look-up table. Both methods and their validity will be

discussed.

6.2.1 Interpolation

Figure 6.1(c) shows that the correlation of scintillation is approximately independ-

ent of r0. With this assumption it is possible to estimate the propagation distance

for a single turbulent layer by using a spline interpolation. Once the altitude is

known then the value of r0 can be determined from figure 6.1(d) using a further

interpolation, for a given measured scintillation index value. Figure 6.3 displays

simulated results of the percentage difference of the measured and input r0 before

and after scintillation correction.

It can be seen that this method for correcting the effects of scintillation does not

always produce accurate results, since large percentage differences are still present

in some cases. This is because the assumption that the correlation is independent

of r0 is not sufficiently accurate. For example, by referring to figure 6.1(c), a

correlation of 0.1 can result from turbulence at a range of altitudes, approximately

± 0.5 km. This can lead to a range of possible r0 values for a given scintillation index

value, resulting in a wrong correction. In the cases where r0 is larger than 0.1 m,

the corrections give a substantial improvement on the accuracy of the measured r0

value.
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Figure 6.3: Simulated results for the C11-SHIMM configuration showing the per-
centage difference between a measured and input r0 before (green) and after (blue)
r0 correction for scintillation. The error bars are too small to plot.

6.2.2 Model

Figure 6.1(b) and (c) show that a given combination of the scintillation index

and correlations are unique to a specific value of r0. The model method uses a

detailed reference look-up table listing different values of r0 and their corresponding
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6.2.2. Model

scintillation information parameters. Since no two values of r0 will produce the

same scintillation parameters a least squares fit can be used to find an optimum

propagation distance and a value of r0, with the smallest residual.

The simulated results for this method are shown in figure 6.4, with the estimated

value for r0 before and after correction versus the input value of r0. The circular

markers refer to turbulent layers propagating from different altitudes to the ground,

for a range of r0 values. The errors in the corrected values originate from the

residual of the fit of the reference look-up table to the measured parameters. It

can be seen that after correction the value for r0 is in much better agreement with

the input r0 values, and agree within the estimated uncertainty.
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Figure 6.4: Example of simulated results for the C11-SHIMM configuration showing
the measured r0 versus the input r0 before (circle markers) and after (blue diamond)
r0 correction for scintillation by utilising the reference look up table. The circular
markers refer to the turbulent layers at altitudes of 1 km (yellow), 5 km (red) and
15 km (green).
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6.3 Two Layer Turbulence Profiles

In this section, a two layer atmosphere will be considered. The first layer will

be fixed at the pupil plane (altitude 0 km) and a second ‘floating’ layer at varying

altitudes, h2, above the pupil plane. These multi-layer profiles have been simulated

as described in section 2.3.2. Turbulence at a propagation distance of 0 km i.e. at

the pupil plane will not induce intensity variations. Therefore, for a profile with

turbulence at the ground and at altitude h2, figure 6.1(c) and (d) will remain

unchanged. However, for a two layer profile the measured r0 value will change as

follows

r
− 5

3
0 = r

− 5
3

01 + r
− 5

3
02 , (6.4)

where the subscript 1 and 2 refer to the turbulent layers at altitudes 0 km and h2

respectively. Since r0 relates to C2
n, according to equation 2.8, this becomes

C2
n = C2

n1(h1) + C2
n2(h2) . (6.5)

Since the propagation distance changes the measured value of C2
n at the ground,

by ∆C2
n, the overall measured turbulence strength will change as follows

C2
nm

=C2
n + ∆C2

n

C2
n + ∆C2

n =C2
n1(h1) + ∆C2

n1(h1) + C2
n2(h2) + ∆C2

n2(h2)
(6.6)

where ∆ refers to the change in the turbulence strength through propagation. Since

the first layer is at the ground ∆C2
n1(h1) = 0, resulting in ∆C2

n = ∆C2
n2(h2) i.e.

the change in the measured turbulence strength at the ground will be equal to

the change in the turbulence strength incurred by the propagation of the turbu-

lent layer at h2. Therefore, C2
nm

can easily be corrected by adopting the method

described in section 6.2.2 by using the scintillation information to find C2
n2(h2)

and the associated propagation distance. With this information ∆C2
n2(h2) can be

estimated and subtracted from C2
nm

.

Figure 6.5 displays simulated results of input r0 values versus measured r0 before

and after correcting the effects of scintillation. The turbulence profiles consist of
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6.4. Three Layer Turbulence Profiles

two turbulent layers at 0 km and h2 for a range of values of r0. It can be seen that

this method works well, as the corrected values are all equal to the input values

within the uncertainty.
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Figure 6.5: Example of simulated results for the C11-SHIMM configuration, show-
ing the measured r0 versus the input r0 before (circle markers) and after (blue
diamond) r0 correction for scintillation by utilising the reference look up table.
The turbulence profiles consisted of two turbulent layers, at altitude 0 km and
at h2. The circular markers refer to the turbulent layers at altitudes h2 of 1 km
(yellow), 5 km (red) and 15 km (green).

6.4 Three Layer Turbulence Profiles

This section will describe how the value of r0 can be corrected for scintillation

by using a three layer model of the atmospheric profile. The turbulence profile is

estimated by three layers at chosen fixed altitudes, such that three unknowns (the

turbulence strength at these altitudes) are estimated from three measurable quant-
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6.4. Three Layer Turbulence Profiles

ities; the scintillation index, intensity correlation between neighbouring subaper-

tures and the measured r0. Here the chosen altitudes are 0, 5 and 15 km. The work

presented in this chapter is to illustrate a proof of concept, further investigation is

required to optimise the chosen altitudes.

As an initial investigation each altitude was chosen for specific reasons. It was im-

portant to acquire a model, that could be fitted to data, where each layer produces

distinguishable responses i.e. to have an orthogonal response.

• The Ground Layer (0 km): As shown by figure 6.1 the ground layer tur-

bulence does not cause any scintillation effects. However, it does contribute

to the total integrated seeing. Therefore, of the three measurable quantities,

only one is affected by the ground layer. This makes it an ideal fixed layer

to choose. In addition, typical atmospheric profiles have a strong turbulent

later at the ground.

• The Higher Layer (15 km): As shown by figure 6.1 the higher altitude

layers produce the most amount of scintillation as well as highly correlated

intensities of neighbouring subapertures. This will affect the measured scin-

tillation index and correlation substantially. It is therefore desirable to choose

a high altitude for one of the layers in the model. For this reason, and the

fact that typical atmospheric profiles have a strong turbulent layer at the jet

stream, the highest fixed turbulent layer was set to 15 km.

• The Middle Layer (5 km): The intermediate layer must cause distinguish-

able effects from the two other turbulent layers. It is desirable that the middle

turbulent layer would produce a high scintillation value but without a sig-

nificant correlation between neighbouring subapertures. This would make it

distinguishable from the high layer (15 km), since it produces strong scintilla-

tion and a high correlation, and from the ground layer which produces zero in

both parameters. It is clear from figure 6.1(c) and (d), that in order to satisfy

these conditions i.e. significant scintillation but low correlation, the altitude
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6.4. Three Layer Turbulence Profiles

of the middle layer should be between 4 to 8 km. For this investigation a

layer at 5 km was chosen.

Figure 6.17 in section 6.5 illustrates how a single turbulent layer at varying alti-

tudes is represented by the three layer fixed altitude model for the C9-SHIMM, for

simulated data. It can be seen that greater than 50% of the turbulence strength

is allocated to the intermediate altitude (5 km) bin, for input layer altitudes from

3 - 10 km, with a peak response of approx. 80% for input layers in the range

5 - 7 km.

This demonstrates that, by including the measured correlation of scintillation in

the model fit, and assuming realistic statistical uncertainties in the measurements,

the 3 layer model is able to successfully distinguish turbulence at mid-altitudes

from that at the ground or at high altitudes.

The fraction of turbulence strength allocated to the 5 km layer peaks when the

input layer is at 5 km. However, only 80% of the strength is placed in this altitude

bin, with the remaining 20% allocated, incorrectly, to the 0 km and 15 km layers.

Some further modelling is required to determine the optimum altitude for the mid-

altitude layer in the model. i.e. it is possible that a higher peak response may be

obtained if a slightly different model altitude is assumed.

Also, the response could be investigated as a function of the statistical uncertainty

of the input data. It is possible that averaging the measurements over a longer

time period will reduce the statistical uncertainty and likely to improve the peak

response, i.e. will reduce the fraction of turbulence wrongly allocated to the other

model layers.

Figure 6.6 displays simulated results for three turbulent layers at 0, 5 and 15 km,

for a range of turbulence strengths. Figure 6.6(a) displays the percentage difference

between the measured and input turbulence strengths when the strength at 0 km

is fixed (50 ×10−15 m1/3). Figure 6.6(b) and (c) shows how the scintillation index

and correlation change for different turbulent strengths at 5 and 15 km. Since
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Figure 6.6: Simulated results for a turbulence profile with three turbulent layers
with fixed altitudes 0, 5 and 15 km, for the C11-SHIMM configuration. The C2

n at
0 km is 50 × 10−15 m1/3. Axis values indicate the increasing input C2

n values for
the 5 and 15 km layers. The figures show how (a) the measured C2

n (b) scintillation
index and (c) the correlation changes with different C2

n values.

these scintillation properties are unaffected by turbulent layers conjugate to the

pupil plane i.e. at altitude 0 km, figures 6.6(b) and (c) will be the same for any

turbulent strength at the pupil plane. These figures are a graphical representation

of the reference look-up table for the C11-SHIMM WFS configuration that is used

to determine the strength of the layers at 5 and 15 km.

The correction was implemented in the same way as described in the previous two

sections. By cross referencing the measured scintillation parameters with the model

126



6.4.1. Correction of r0

parameters, the turbulent strength at 5 and 15 km can be estimated.

6.4.1 Correction of r0

The change in the measured turbulence strengths induced for propagation distances

of 5 and 15 km can be estimated. The sum of ∆Cn2(h = 5) and ∆Cn2(h = 15)

can then be subtracted from C2
nm

. Figure 6.7 shows simulated results of the

measured r0 value before and after correcting for scintillation, for different tur-

bulent profiles. Each plot shows results for three layer turbulent profiles, where

the altitude profile is denoted on each plot. A range of turbulent strengths were

used (C2
n = 100× 10−15 − 500× 10−15 m1/3) for turbulent layers at altitudes of

5 and 15 km with a fixed turbulent strength of C2
n = 50 ×10−15 m1/3 at altitude

0 km.

By comparing the values for r0 before and after correcting for scintillation, it can

be seen that the estimated value of r0 after correction is much closer to the input r0

value (illustrated by the x = y line). Whilst the correction is not always exact, it is

at least an order of magnitude improvement in accuracy to the original estimation

of r0.

6.4.2 Profiling

The method described above for correcting the measured value of r0 for the ef-

fects of scintillation involves estimating the turbulence strength at 5 and 15 km.

The turbulence strength at 0 km can be derived from this, by differencing the

corrected total integrated strength and the strength acquired from the altitudes

at 5 and 15 km. It is therefore possible to estimate a crude three layer turbulence

profile. This provides an additional functionality of the SHIMM instrument that

is not provided by the current DIMM instrument.

In practice, applying this method directly to acquire a three layer profile can fail,

producing a negative strength at the ground. This typically occurs either when the
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Figure 6.7: Simulated results displaying the measured uncorrected (green) and
corrected (blue) values of r0 versus the known input r0, for the C11-SHIMM con-
figuration. Each figure displays results for two turbulent layers at varying heights
and a fixed ground layer.
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total turbulence strength has been underestimated or when the turbulence strength

at high altitudes has been overestimated.

This problem can be solved by incorporating the measured r0 value into the fit.

This is done by using the corrected turbulence strength value to limit the total

turbulence of three turbulent layers. With this method three measured parameters,

r0, σ2
I and Corr, are used to estimate three unknowns i.e. the turbulence strength of

each turbulent layer at 0, 5 and 15 km. A least square fit can be applied to acquire

a three layer profile at these altitudes. Example simulations using this fitting

process are illustrated in figures 6.8 and 6.9. Figure 6.8 shows examples where the

input and corrected total turbulence strength are equal. The input profiles have

turbulent layers at a range of altitudes and, as a result, the turbulence is shared

between the fitted layers. For example, in the case of the profile with turbulent

layers at 2 and 10 km (top left image), the turbulence strength at 2 km has been

shared between the turbulent layer at 0 and 5 km in the fit. Whilst these input and

output profiles differ in detail, the values of θ0 associated with them agree within

statistical uncertainty. This indicates that this method can be used to provide a

useful estimate of the turbulence profile as a three fixed layer model.

Figure 6.9 shows examples where the corrected total turbulent strength sometimes

underestimates the total turbulent strength. In general, it appears the underestim-

ation is by approximately 50 ×10−15 m1/3. Whilst this measurement of the total

turbulent strength is incorrect, it can still, in some cases, estimate the values of θ0,

within the estimated uncertainty.
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Figure 6.8: Example of simulated results displaying the input (blue) and output
profiles (orange) fit to a three layer turbulence profile at altitudes 0, 5 and 15 km
(denoted by the black dashed lines), for the C11-SHIMM configuration. The
single broad bar on the right hand side of each figure displays the total turbu-
lence strength. The values of θ0, calculated from the two profiles, are noted on the
left above each figure.
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Figure 6.9: Examples of simulated results, for the C11-SHIMM configuration, when
the total turbulence strength of the input (blue) and output fitted (orange) profiles
are not equal. The measured parameters of r0, scintillation index and correlation
is fitted to the input profile to form a three layer turbulence profile at altitudes
0, 5 and 15 km (denoted by the black dashed lines). The single broad bar on the
right hand side of each figure displays the total turbulence strength. The values of
θ0, calculated from the two profiles, are noted on the left above each figure.
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6.5 On-Sky Results

In this section on-sky results from observations obtained in July 2015 and Septem-

ber 2015 by the C11-SHIMM, will be presented. In addition, comparisons between

Stereo-SCIDAR and the C9-SHIMM, obtained in June 2015 and October 2015, will

also be presented. For details of the observations see table 4.2 in section 4.5. The

first two stages of data reduction, i.e. data quality control and centroiding, are

described in chapter 4 section 4.3. Obtaining scintillation information requires the

same quality control.

6.5.1 Results

Correcting Scintillation Effects on r0

Figure 6.10 displays corrected values of r0 versus the initial measurement of r0.

The median correction is of ∼ 8%. Correction to r0 occurs when high altitude

turbulent layers are present. A large correction implies that of the total integrated

turbulence strength a large proportion of the turbulence is in the high altitude

layers. Large corrections of up to 30% occurred only for cases where the initial

measurement of r0 > 0.15 m. This implies that at times of small r0 i.e. bad seeing,

the profiles would have been ground layer dominated.

The error bars in the measured r0 are given by the propagation of error from the

uncertainty in the fit of the theoretical model to the on-sky data. The r0 correc-

tion process requires estimates of the turbulence strengths for the fixed layers at

5 and 15 km. These are found from the scintillation information. The sources of

error in σ2
I and Corr will be from statistical uncertainty and shot noise. Each

measurement of the scintillation index and correlation of neighbouring subaper-

tures were averaged over a number of datasets within a 1− 5 minute period. The

uncertainty in this scintillation information was established from the standard error

of samples used. This averaging reduces the statistical uncertainty.
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Figure 6.10: Scintillation correction of on-sky r0 estimates taken with the C11-
SHIMM in La Palma, taken over 15 nights. The figure displays the corrected
values of r0 against the measured values of r0.

Shot noise can be reduced by observing only bright target stars. To reduce the

uncertainty on the measurement of σ2
I , the shot noise must be much less than scin-

tillation noise, i.e. σI � 1/
√
N , where N is the number of photons. For example,

if the value of σI for a single subaperture is ≈ 0.26, N must be� 15 photons. The

number of photons on a CCD is described as

photons = bandwidth× throughput× rate× texp ×A , (6.7)

where bandwidth is the wavelength range that is observed, throughput is the frac-

tion of the incoming photon flux above the atmosphere that is detected by the

instrument, rate is the number of photons from above the atmosphere, texp is
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the exposure time and A is the area of the subaperture. If the following is as-

sumed: bandwidth= 3700 Å, which corresponds to the visible spectrum bandwidth;

throughput = 0.45, which corresponds to the quantum efficiency at the midpoint

wavelength of the visible spectrum; texp = 2 ms; and A = (4.7 cm)2; then in order

to obtain a shot noise ten times less than scintillation noise a magnitude star of

∼ 6 is required. In practise only targets greater than second magnitude were used.

It should be noted that, the throughput will also be effected by the transmission

of light through the atmosphere, the telescope mirror(s) and the SHIMM optics.

For a more realistic number this needs to be tested in the lab.

In correcting the scintillation effects on r0, the accuracy in r0 is improved, however

the precision decreases due to the uncertainty accumulated from using additional

measured parameters.

Turbulence Profiling

Figure 6.11 displays examples of turbulence profile sequences, estimated from

C11-SHIMM data, for four different nights in September 2016. These profiles have

not been corrected for airmass. Intervals in the profile sequences were due to target

changes, telescope autoguiding corrections and occasional overcast. The values of

θ0 over each night are also displayed in figure 6.11, illustrating how the parameter

changes with different profiles. As expected the value of θ0 increases as the tur-

bulence strength at the ground becomes proportionally stronger compared to the

other turbulent layers.

Figure 6.12 illustrates an example of on-sky data for a single night, demonstrating

how the scintillation fitting parameters (the scintillation index and the correlation

between the intensities of neighbouring subapertures) evolve, as well as the per-

centage difference in the change of r0 before and after scintillation correction. As

expected the scintillation index increases as the turbulent layers at higher altitudes

increase. The turbulence profile also coincides with the evolution of the correlation
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of intensities of neighbouring subapertures. For example the minimum correlation

value occurred when the 5 km turbulent layer is the strongest turbulent layer. This

agrees with the correlation model illustrated in figure 6.6. The greatest correction

in the value of r0 occurred when a larger proportion of the total turbulence strength

is in the higher altitudes. For example, whilst the turbulence at altitude 15 km is

the strongest at time = 6 hours, the largest correction occurred at time = 4 hours.

This is because at time = 4 hours the ground layer is much weaker compared to

the higher altitude layers.
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Figure 6.11: Examples of on-sky turbulence profile sequences recorded with the
C11-SHIMM over a range of nights. The value of θ0 as a function of time (green
markers) are displayed above each profile. Intervals in the profile sequences are
from when the C11-SHIMM was not observing.
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Figure 6.12: An example on-sky turbulence profile recorded with the C11-SHIMM
at the ING site in La Palma. The scintillation index (blue), the correlation between
intensities of neighbouring subapertures (green) and the percentage difference in
the change of the measured r0 value before and after correction (red) are also
displayed.

This method was further applied on the C9-SHIMM data obtained at La Palma

in June and October 2015. This required a reference look-up table specific for the

WFS configuration of the C9-SHIMM. These results were compared to contempor-

aneous results obtained by the Stereo-SCIDAR, mounted on the INT. In order

to compare the two instruments the SHIMM needed to be corrected for airmass.

This correction was applied to both the altitude and the turbulence strength of the

layers. The correction in the altitude is due to the propagation distance, which

will alter the amount of scintillation observed by the instrument. The altitude is

therefore corrected by h = z cos(Z), where z is the propagation distance and Z is

the zenith angle. Once airmass corrected the altitude of the estimated turbulence

profile will not be fixed at 5 and 15 km. The airmass correction on the turbulence
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strength is derived from equation 2.8 where the integrated C2
n(h) is proportional

to cos(Z).
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Figure 6.13: Examples of on-sky turbulence profiles recorded with the C9-SHIMM
and Stereo-SCIDAR over a range of nights in 2015. Stereo-SCIDAR data, see
figure 6.14, has been binned to match the three altitude profile of the SHIMM.
The programme used to bin the Stereo-SCIDAR data was provided courtesy of
Douglas J. Laidlaw.

Figure 6.13 displays three nights of data obtained at La Palma by the C9-SHIMM

and Stereo-SCIDARmounted on the INT. The Stereo-SCIDAR data, see figure 6.14,

has been binned to match the vertical profile resolution of the SHIMM. The pro-

gramme used to bin the Stereo-SCIDAR data was provided courtesy of Douglas J.
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Figure 6.14: Examples of on-sky turbulence profiles recorded with Stereo-SCIDAR
in La Palma.

Laidlaw. Anecdotally, the profiles show very similar features. Figure 6.14 shows the

high resolution profiles recorded by Stereo-SCIDAR for the corresponding nights

shown in figure 6.13 (Shepherd et al., 2013). It can be seen that on the 28th and
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29th June 2015 there was little activity at high altitudes compared to that observed

at the lower altitudes. However, on the 5th October 2015 strong turbulence was

recorded at approximately 12 km for most of the night. Most of the nights when

both the SHIMM and Stereo-SCIDAR were in operation, Stereo-SCIDAR recor-

ded profiles similar to that of the 28/29th June profiles, i.e. relatively weak high

altitude turbulence.

Figure 6.15 shows a comparison between the measured values of θ0 from the

Stereo-SCIDAR and SHIMM instruments. Whilst the results illustrate a lot of

scatter between the measurements of the two instruments, there does not appear

to be a systematic bias to over- or underestimate θ0. SHIMM values with uncer-

tainties greater than 20% were not plotted in this comparison.
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Figure 6.15: On-sky comparisons of θ0 estimates from the Stereo-SCIDAR, moun-
ted on the INT, and the C9-SHIMM in La Palma.
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Figure 6.16(a)-(c) shows comparisons of the turbulence strength at 0, 5 and 15 km

(after airmass correction) between the two instruments, respectively. It appears

that there is agreement between the turbulence strength at the ground. Figure

6.16(b) indicates there is also an agreement at the 5 km altitude bin. However,

the data shows there is more scatter, in particular for turbulent strengths less than

100 ×10−15m1/3. For strong turbulence the comparison suggests that the SHIMM

underestimates the turbulence strength. Figure 6.16(c) shows there is a lot of

scatter in the comparison of the two instruments for the 15 km altitude bin, with

a tendency for the SHIMM to overestimate the turbulence strength. However, a

good agreement of the total seeing estimated by the two instruments is shown in

figure 6.16(d), particularly for seeing values less than 1.5 arcsec. It is possible that

the reason for the discrepancies between the turbulence strength estimations at

5 and 15 km is due to the placement of turbulent layers that lie between the two

altitudes. Figure 6.17 illustrates how the three layer C9-SHIMM model places a

simulated single turbulent layer at different altitudes. The method for binning the

Stereo-SCIDAR’s high resolution turbulence profile is by linear integration of its

measured turbulent layers. In order to create a profile analogous with the SHIMM’s

three layer profile, this binning method defines bin boundaries of Stereo-SCIDAR

data. For example, for the 5 km bin, the boundaries are 2.5 and 10 km. Therefore,

a turbulent layer at 8 km will be totally allocated to the 5 km bin. Whereas, as

shown by figure 6.17, the SHIMM analysis will allocate approximately 70% and

20% of the turbulence to the 5 and 15 km bin respectively.

The error bars on the SHIMM results, in figures 6.15 and 6.16, were calculated from

the error propagation of the residuals of the least square fit between the theoretical

model and the measured parameters.

Anecdotally, it appears that this method can produce a useful estimate for the

turbulence profile. However, more data is required to see: if the differences between

the profiles obtained by the two instruments is systematic or random; what the

effects of considering polychromatic light will have on the results; if the difference
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Figure 6.16: On-sky comparison results, between the Stereo-SCIDAR mounted on
the INT and the C9-SHIMM, for the turbulence strength at 0 km (a), 5 km (b)
and 15 km (c) when airmass corrected, and the total integrated seeing (d).

in the direction of the observed target stars has an impact on the measurement of

the profile; and whether for a large data sets the correlation between the results

will converge. As described above, the on-sky data used for these comparisons were

taken on nights when the turbulence profile observed by Stereo-SCIDAR looked

similar to that on the 28/29th June 2015, shown in figure 6.14. These nights

typically observed weak turbulence at high altitudes. More concurrent data with a

range of activity is required to find the limitations of the SHIMM profiling method,

and to identify when erroneous results are measured.
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Figure 6.17: Illustration of how a single simulated turbulent layer is binned into the
0 km (blue), 5 km (red), and 15 km (green) bins as defined by the SHIMM’s three
turbulence layer model. As a single layer is placed at different altitudes the total
turbulence strength of that layer is distributed amongst the three defined altitude
bins.

6.5.2 Limitations & Noise

The three key contributing noise and uncertainty factors in utilising the described

method for correcting scintillation effects on r0 and producing a fixed three layer

turbulence profile are: the uncertainty in the fit to measure r0, this can be due

to statistical noise, non-Kolmogorov turbulence or scintillation; the statistical un-

certainty of each measurement of r0 and the scintillation information; and the

contributing noise factors in measuring the total number of photon counts for each

subaperture.

The uncertainty associated with the measurement of r0 has been discussed in

chapter 4. Statistical noise can be reduced by averaging more datasets. Typic-

ally data is averaged for between 1 − 5 minutes. Data averaged over too long a
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period however will not produce accurate results since the atmospheric turbulence

profile is likely to evolve significantly over this period. Noise in measuring photon

counts will be shot noise, sky background and readout noise. Since short exposures

are used for observing bright target stars, sky background and readout noise is

negligible. In order to reduce shot noise target stars were limited to second mag-

nitude or brighter. The uncertainty in the correlation in intensities of neighbouring

subapertures will not be effected by shot noise, since it is uncorrelated.

More concurrent data from the SHIMM and Stereo-SCIDAR is required to determ-

ine if there is a limitation in measuring turbulence profiles accurately under a range

of atmospheric conditions.

6.6 Conclusions and Futher Work

In this chapter the necessity for correcting scintillation effects on r0 was discussed.

It was found that the scintillation index and correlation of intensities between

neighbouring subapertures can be used to correct the scintillation effects on r0, by

employing a reference look-up table. It was shown that this method results in an

order of magnitude improvement in accuracy of the estimated value of r0 and is

often equal to the input value of r0 within uncertainty. Using the three measured

parameters, r0, the scintillation index and the correlation in the intensity of neigh-

bouring subapertures, it is possible to obtain a three layer turbulence profile. The

accuracy of this method was illustrated by simulating different turbulence profiles

and correctly estimating the value of θ0.

The method for correcting r0 and estimating a three layer profile was applied to

on-sky data and results were presented. Concurrent observations with a high resol-

ution profiling instrument Stereo-SCIDAR was presented. These results showed

some agreement between the two instruments, however more contemporaneous

measurements are required to confirm this method and understand it’s limitations.

An extended observing campaign for the FASS-SHIMM is scheduled for 2017/2018
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at Paranal. This would provide an opportunity to compare results with both a

Stereo-SCIDAR instrument and the FASS.

The model was based on using a fixed layer turbulent model. The three chosen

altitudes presented in this chapter (0, 5 and 15 km) were used as a proof of concept

for this method. Further investigation is required into the optimisation of middle

and higher fixed altitudes.

The model used for estimating the turbulence profiles assumes monochromatic

light. In reality this is not the case, and the spectrum of the target and spectral

response of the CCD will effect the measurement of the profiles. This effect is

further discussed in the next section. Integrating the effects of polychromatic light

into the model will be an important next step in developing the estimation of the

turbulence profile with the SHIMM instrument.

6.7 FASS-SHIMM

The FASS is a novel turbulence profiling technique that exploits a low noise EMCCD

to image the full aperture of the telescope in order to measure the atmospheric tur-

bulence profile. This technique could replace the current MASS instrument since it

is not only easier to implement, but it also aims to produce higher resolution turbu-

lence profiles. The FASS instrument is a collaborative development between PUC,

Chile and Durham University, UK. The concept and analysis was developed by An-

drés Guesalaga at PUC, and the design, manufacturing and testing was completed

at Durham University.

The FASS was combined with the SHIMM, to make the FASS-SHIMM. The FASS

when conjugated to the ground can not detect the ground layer turbulence. Since

the SHIMM measures the total integrated turbulence, the strength of the ground

layer can be found by differencing these measurements from the two instruments.

The FASS and SHIMM are an ideal combination since both instruments require the
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full unmasked aperture of the telescope. This is in contrast to the MASS-DIMM,

where aperture masks for both instruments are used.

6.7.1 Concept

As described in section 2.2.2, as the altitude of a turbulent layer increases the struc-

ture of the scintillation pattern in the pupil image (‘flying shadows’ or ‘speckles’)

changes i.e. the characteristic size of the Fresnel zones associated with the layer

increase. The MASS instrument employs a four ring aperture system to act as a

spatial filter. The same analysis could be achieved via software analysis of a well

sampled pupil image, i.e. defining the ring apertures in software. However, an

alternative approach is to extract the speckle size and intensity information from

2-D spatial power spectra obtained from the pupil image (Guesalaga et al., 2016).

Figures 6.18(a) and (b) show examples of pupil images obtained with the 9.25 inch

FASS-SHIMM telescope, exhibiting small scale structures associated with low alti-

tude turbulence and larger scale structures associated with higher altitude turbu-

lence, respectively. It can be seen in figure 6.18(b) that the size of the structures

can be as large as the radius of the pupil images for this telescope. As a result, to

measure the size of the speckles, concentric rings are defined, as depicted by the

green lines in figure 6.19, and unravelled to obtain linear vectors. This increases

the effective length of which the structures are sampled.

By calculating the power spectra of each linear vector, and averaging for a large

number of images, spectra are obtained which are used for the profile estimation.

Smaller speckles will populate higher spatial frequencies whereas large speckles will

tend to concentrate energy at low spatial frequencies. Weighting functions, similar

to those for the MASS (see section 3.3), can be calculated assuming Kolmogorov

turbulence. These can then be used to estimate the optical turbulence profile via

a fit to the measured data.
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Figure 6.18: Examples of on-sky pupil images, from the 9.25 inch telescope, showing
different speckle patterns, one dominated by low altitude turbulence (a) and one
by higher altitude turbulence (b).
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Figure 6.19: The green lines indicate example concentric rings that are unravelled
via interpolation from a 2-D Cartesian annulus to obtain linear vectors.
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Figure 6.20: Showing dichroic spectral response (Comar part 509IK125) employed
by the FASS-SHIMM and used at 45◦.

6.7.2 Hardware & Software

In order to permit simultaneous observations with the FASS and SHIMM, a di-

chroic beamsplitter was used to pass red and blue light to the FASS and SHIMM

optics respectively. This configuration was chosen since scintillation effects are more

prominent at shorter wavelengths, which could cause saturation on the EMCCD.

Figure 6.20 shows the spectral response of the dichroic when used at 45◦, producing

a 50% transmission at 550 nm.

Figure 6.21 displays the FASS-SHIMM optics that can be used for both C9- and

C11-SHIMM configurations. Figure 6.22 illustrates a schematic of the optical

configuration of the FASS-SHIMM. Light from the telescope passes through an

achromatic lens to produce a parallel beam to the dichroic beamsplitter. Collim-

ated red and blue light pass through re-imaging lenses to produce separate images

with the same focal ratio for both the SHIMM and FASS optics. The SHIMM

optics are as described in chapter 4. The FASS optics are comprised of a single

collimating achromatic lens which images the telescope pupil onto the EMCCD.
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Figure 6.21: Image of the FASS-SHIMM optics. Light from the telescope enters
the optics where the red and blue light passes to the FASS and SHIMM optics
respectively.
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Figure 6.22: Schematic of the optical configuration of the FASS-SHIMM. Light
from the telescope is collimated before passing red and blue light to the FASS and
SHIMM branches respectively, via a dichroic beamsplitter. Re-imaging lenses are
used to produce the same image as that located at the telescope focus.

149



6.7.2. Hardware & Software

In this implementation separate PCs were used for the FASS and the SHIMM

components of the instrument. The EMCCD used for FASS was the Andor Luca

S model. The specifications of the FASS are listed in table 6.1. When the FASS is

combined with the SHIMM additional custom mounting components are required.

Features Specifications

Telescope

Model: Celestron CGEM 9.25 inch f/10 Schmidt Cas-

sagrain & Celestron CGEM 11 inch f/10

Schmidt Cassagrain

Mount: VX Mount

Optics

Lens: Edmund Optics achromat lens with focal length

of 30 mm.

Mount: Thor labs lens mount and rotation stage.

Detector

Model: 658 x 496 Andor Luca-S EMCCD

Pixel Size: 10 µm

Binning: 4 x 4

ROI: 72 x 72 pixels

Frame Rate: 153 Hz

Exposure Time: 1 ms

PC:

Hardware: ITX mini PC

OS: Ubuntu 12.0

Table 6.1: FASS Specifications.
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EMCCD Considerations

Binning & Region of interest: The CCD image was binned in order to increase

the SNR value. For a 9.25 inch telescope, 4 by 4 binning results in a pupil image

with sampling of 5 mm/pixel. The pixel size is an important parameter since

it limits the minimum altitude that the speckles can be reliably detected. The

Fresnel radius for a turbulent layer at altitude 200 m and wavelength 500 nm is

10 mm. Therefore, for a turbulent layer at an altitude below 200 m the speckles

will not be resolved by the detector. The analysis is unable to distinguish intensity

fluctuations due to these low layers from shot noise of the detector. However,

since turbulence at 200 m only produces very weak scintillation their contributions

are typically negligible. Much of the imaging area of the EMCCD was unused.

Under 4 by 4 binning the size of the EMCCD was 164 x 124 pixels, and the pupil

image had a diameter of ∼ 46 pixels. Therefore, a region of interest was defined to

minimize the data size in disc storage.

Frame Rate & Sample Duration: For 4 by 4 binning and this region of interest,

the camera achieved a maximum frame rate of 153 Hz at an exposure time of 1 ms.

A fast frame rate allows a large sample of independent images to be acquired

quickly. In addition, a fast frame rate makes it possible to track the motion of the

speckles as it traverses the telescope aperture, assuming frozen flow. With a frame

rate of 153 Hz and telescope aperture of 9.25 inches, in principle wind speeds of

turbulent layers up to ∼ 35 m/s can be measured.

Exposure Time: A maximum exposure time of 1 ms was used to avoid smearing

of the speckle pattern during the exposure.
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Setup & Alignment

The setup for the SHIMM was the same as described in chapter 4, however there

were some additional steps for the FASS.

Pupil Image: At the beginning of the night the shape of the pupil image was

checked. Accurate collimation of the telescope optics was necessary in order to

deliver a circularly symmetric pupil image. This was required to give an accurate

mapping of the concentric rings onto the pupil image in the FASS analysis. This

was achieved by cross-correlating the pupil image with a predefined software mask

of the required dimensions.

Autoguiding: Autoguiding was implemented in the same way as described in sec-

tion 4.2.3. However, to ensure that the FASS was not taking data during autoguid-

ing corrections, messages were sent over an internal network to command the FASS

camera to stop acquiring data. Accurate autoguiding was required for the FASS

instrument in order to avoid any vignetting of the pupil image within the relay

optics. Autoguiding was carried out in the SHIMM instrument as described in

section 4.2.3. However, the FASS instrument was also checked for vignetting using

the software mask method. Figure 6.23 shows an example of an unvignetted (a)

and vignetted (b) pupil image.

Target Acquisition

The use of the beam splitter and short exposure times meant the light to the FASS

instrument was reduced and therefore a bright target start of less than approxim-

ately first magnitude was required. This meant that there was not always a visible

target at high elevation suitable for the FASS. For this reason a larger telescope

aperture of 11 inches is being explored. As long as the pupil image projected onto

the EMCCD is the same size in pixels, for the increased telescope aperture, this

will counteract the problem. This will also change the sampling of the pupil image

and therefore the minimum detectable altitude. However, for an 11 inch telescope
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Figure 6.23: Examples of non-vignetted (a) and slightly vignetted (b) pupil images
taken by the 9.25 inch FASS.

with a projected pupil image of the same size, the sampling will be 6 mm/pixel,

which will not significantly increase the minimum altitude.

Given that the use of a dichroic results in red light passing to the FASS, it is possible

to observe a fainter star (V > 1.0) with a redder spectrum when first magnitude

target stars are not available. Although this means less light is available for the

SHIMM, the SHIMM was able to operate with fainter target stars.

Data Acquisition

In the prototype FASS-SHIMM instrument, analysis of the SHIMM data was car-

ried out in real time as described previously. The FASS data was stored on disc

for off-line processing. Real-time analysis for the FASS is envisaged for future

operations.
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6.7.3 On-Sky Results

In this section preliminary results of the FASS mounted on a 9.25 inch telescope

will be presented. Observations were made at the Very Large Telescope (VLT) site

in Paranal over four nights in April 2016. The data analysis of these observations

was conducted by Andrés Guesalaga and presented in Guesalaga et al. (2016).

Figure 6.24 shows examples of turbulence profiles with concurrent measurements

from the Stereo-SCIDAR instrument mounted on an AT at of the VLT at Paranal.

It can be seen that some profiles are in good agreement with Stereo-SCIDAR. These

correlate to times when the zenith angle is similar to that of Stereo-SCIDAR. To

reduce this effect, only targets of small zenith angles should be used. By cross-

checking stars of second magnitude or brighter, for zenith angles less than 35◦

between 20:00h to 06:00 UTC over the whole year, it was found that 100% observing

time is possible for target stars of brighter than magnitude V = 2.05. The catalogue

of stars used to determine this included stars of a range of spectral types. When

the FASS is used in conjunction with the SHIMM, only red light is directed to the

FASS. This will reduce the number of target stars that can be observed.

The results presented in figure 6.24 are based on models assuming monochromatic

light. However, scintillation is different for different wavelengths. Atmospheric

chromatic dispersion results in speckle broadening, such that the flying shadows

observed at the pupil plane is stretched into a ‘flying spectra’ (Dravins et al., 1997).

When observing at small zenith angles the scintillation index is proportional to

λ−7/6. For larger zenith angles, this wavelength dependence prediction becomes

weaker. Speckle broadening must be considered in the calculation of the reference

functions (Guesalaga et al., 2016). Therefore, a good model of the target star

spectrum and the dichroic spectral response is required.

In addition to estimating a turbulence profile, the FASS has the potential to estim-

ate wind profiles. Figure 6.25 shows how the spatio-temporal auto-covariance map

of the pupil image can be used to identify the wind velocity of different turbulent
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layers. At temporal offsets of δt = 0 ms, all turbulent layers are superimposed at

the centre of the map. As δt increases these layers move forming individual peaks

corresponding to a particular turbulent layer. The width of the peaks indicate the

altitude of the layer, with smaller widths corresponding to lower altitudes. Figure

6.25 shows two turbulent layers at wind speeds of 14 m/s travelling in different

directions. Further investigation is required to develop an algorithm to measure

the movement of these peaks to extract wind velocity information.

6.7.4 Future Work & Conclusions

The FASS is a new turbulence profiler that employs an EMCCD detector to image

the full aperture pupil. By extracting speckle size and intensity information from

these images, an optical atmospheric turbulence profile can be estimated. This

method rivals the current MASS concept by producing a higher resolution profile.

The combined FASS-SHIMM instrument employs the SHIMM to measure the total

integrated seeing which is used to estimate the unsensed turbulence close to the

ground which the FASS is insensitive to.

Preliminary results were presented showing comparisons between profiles obtained

by the FASS and Stereo-SCIDAR. Qualitatively it can be seen that the FASS

results are in agreement with Stereo-SCIDAR, this was generally the case for target

stars of similar zenith angles.

In 2017/2018 a campaign is scheduled at Paranal observatory to further develop

the FASS. The FASS will be mounted onto the C11-SHIMM with the help of a

beamsplitter to direct light to the two instruments. This FASS-SHIMM will be

operated contemporaneously with the Stereo-SCIDAR. This will allow for com-

parisons of the FASS-SHIMM with a higher vertical resolution turbulence profiler.

Real time analysis of the FASS data and extraction of wind velocity measurements

will also be developed.
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Figure 6.24: Example turbulence profile sequences taken with the FASS mounted
on a 9.25 inch telescope and the Stereo-SCIDAR mounted on an AT at Paranal.
Profiles were given courtesy of Andrés Guesalaga (Guesalaga et al., 2016).
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Figure 6.25: An example spatio-temporal auto-covariance map for time steps of
7 ms, from on-sky data taken by the FASS mounted on a 9.25 inch telescope at
Paranal. Two peaks corresponding to two turbulent layers become visible each
of velocity 14 m/s, each travelling in different directions. The smaller peak cor-
responds to a lower altitude layer compared to the larger peak (Guesalaga et al.,
2016).
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Chapter 7

Summary of Conclusions

The subject of this thesis was the SHIMM, a low-cost portable seeing monitor.

The instrument was built from entirely off-the-shelf components making it easy to

duplicate, and therefore ideal for investigating differences in the seeing around a

larger observing site. The improvements provided by the SHIMM over the tradi-

tional DIMM seeing monitor were presented in each chapter with simulated and

on-sky results. The key conclusions of each chapter and the scheduled future in-

vestigations are summarised below.

7.1 Atmospheric Theory

In chapter 2 the key principles of the origin and effects of atmospheric turbulence

was presented. Key parameters (C2
n, r0, τ0 and θ0) used to characterise the at-

mosphere were introduced and discussed. In addition, the simulation method for

modelling optical atmospheric turbulence and its effects were discussed.

7.2 Profiler Theory

In chapter 6 four key atmospheric turbulence profilers and seeing monitors, the

DIMM, MASS, SLODAR and SCIDAR, were discussed. The basic concept as well
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as the pros and cons of each instrument were described. A table was presented

summarising the key features of each instrument, as well as the SHIMM and FASS.

7.3 Estimating r0

In chapter 4 the optical design configuration, the software for data acquisition and

on-sky results of the SHIMM instrument were presented. Simulations showed that

this optical configuration could provide an accurate, unbiased measurement of r0

by employing the SLODAR method of analysis. On-sky results taken at La Palma

with two identical SHIMMs demonstrated that the instrument was repeatable, and

illustrated that target stars of third magnitude and brighter could be observed for a

9.25 inch telescope aperture. Comparisons were made with Stereo-SCIDAR (moun-

ted on the INT) and the ING RoboDIMM at La Palma. Results indicated a good

correlation with Stereo-SCIDAR. However, there was a general underestimation

of the seeing measured by the SHIMM compared to both the Stereo-SCIDAR and

the RoboDIMM. This is possibly due to an image scale calibration error, which

requires further investigation.

7.4 Estimating τ0

In chapter 5 two methods for estimating τ0 were presented. It was found, through

simulation, that using the power spectrum of the defocus Zernike term, obtained

from the centroids of the WFS spots, provided an accurate method for measuring

τ0. On-sky results taken by the SHIMM at La Palma were presented. Concur-

rent measurements of τ0 from the SHIMM and another profiling instrument were

not possible. However, a histogram of the τ0 values obtained was similar to that

obtained by Stereo-SCIDAR over a number of different nights.
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7.5 Estimating a Profile

Optical propagation of strong high altitude turbulence can result in the over-

estimation of the value of r0. Chapter 6 showed, in simulation, that a reference

look-up table based on a turbulence profile of three layers at 0, 5 and 15 km can be

used to correct the effects of scintillation on the measurement of r0. In addition, it

can be used to estimate a fixed three layer turbulence profile. On-sky comparisons

with concurrent Stereo-SCIDAR measurements were presented. Results showed

that there was agreement with the estimation of the ground turbulence strength,

and a lot of scatter in the correlation between the estimated turbulence strength

at 5 and 15 km. However, the total integrated seeing showed a good agreement.

7.6 Future Work

In chapter 6, the FASS was also presented. The FASS is a new turbulence profiler

that employs an EMCCD detector to image the aperture pupil. This instrument is

capable of producing a turbulence profile with up to 17 layers when mounted on a

9.25 inch telescope. The FASS-SHIMM is a combination instrument designed to use

both the FASS and SHIMM techniques. A campaign is scheduled at the Paranal

observatory to further develop and characterise the FASS-SHIMM, in 2017/2018.

Concurrent measurements of the FASS-SHIMM and the Stereo-SCIDAR will allow

for many comparisons between all three techniques. This will also provide further

testing and development of the SHIMM and the features described above.
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Appendix A

Noise Analysis of SHIMM

The main instrumental noise contributions that affect centroid measurements are

shot noise, sky background and readout noise. Since short exposures are used

for observing bright target starts, sky background and readout noise are negligible.

Shot noise is statistically independent for different subapertures, therefore an auto-

covariance of the centroids would not be biased by shot noise. However, the SHIMM

requires subtracting common motion caused by wind shake and telescope guiding

errors. Subtracting the mean tip/tilt adds a constant bias to the auto-covariance

(Butterley et al., 2006). The effects are described below.

In the case of no mean subtraction each slope (centroid) of each subaperture will

have a gradient and noise component

Si = gi + εi , (A.1)

Sj = gj + εj , (A.2)

where i and j refer to the subaperture separation in x and y directions respectively.

This expands to

〈SiSj〉 = 〈εiεj + gigj + giεj + gjεi〉 . (A.3)

Since cross terms are uncorrelated they can bet set to zero such that

〈SiSj〉 = 〈gigj〉+ 〈εiεj〉 . (A.4)
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This shows that in the case of no mean subtraction the slopes are not biased by

shot noise.

When common motion is subtracted the slope will now have an additional mean

slope component,

S′i = gi + εi −
n∑
k=1

Sk
n
, (A.5)
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n∑
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gk + εk
n

, (A.6)
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n
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As all cross terms are uncorrelated they can be set to zero giving
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The noise terms can be separated and expressed as
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〈ε′iε′j〉 =


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