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ABSTRACT

This thesis proposes a novel model for automatically generate topic map for a document

corpus with no supervision. We extend a previous approach to discovery of lexical relations

from text data to construct a hierarchy of topics. Given a collection of documents, we will

generate a set of topics on the fly which will help the user to efficiently navigate through the

corpus space and finally land upon the desired document. We use Latent Dirichlet Allocation

to generate the top level topics and then leverage paradigmatic and syntagmatic relations

between words to construct the hierarchy. We characterize each topic in the hierarchy by

a single phrase. Our topic map captures the requirements of user while he/she navigates

through the corpus space. Instead of a rigid tree structure, we define links on topic map such

that they take user to next desired finer level/related topic based on the history of already

visited nodes in map/regions in the corpus. Experiments on DBLP titles datasets show that

our topic map can be used very effectively and intuitively by the user to reach to the desired

document.

Subject Keywords: Hierarchical topic map, exploratory browsing, lexical relation.
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CHAPTER 1

INTRODUCTION

With the explosive growth of online information, such as news articles, email messages,

scientific, literature, government documents, and information about all kinds of products

on the Web, search engines have now become essential tools in all aspects of our life. It

is estimated that 6 billion user queries were submitted to search engines in October, 2006

alone. Clearly, their effectiveness directly affects our productivity and quality of life. The

current search engines are very useful, but they tend to work well only when the user knows

sufficiently well about the target web page(s) to formulate an effective query. Unfortunately,

often a user does not have any particular target pages in mind or does not know well about

the topic to be searched as in exploratory search and informational search. In such cases,

it is very difficult for a user to formulate effective queries, and the current search engines

generally perform poorly.

When a user is unable to formulate effective queries, browsing would be intuitively very

useful because it enables a user to navigate into relevant information (and explore the infor-

mation space in general) without formulating a query. Indeed, being able to browse the Web

through hyperlinks is very important to the web users, and quite often, a user would have to

find relevant information by following hyperlinks in the result pages. Had all the hyperlinks

been broken, the utility of a search engine would be significantly reduced. In general, when

querying does not work well, browsing can be very useful.

Unfortunately, despite the importance of browsing, the current search engines primarily

focus on supporting querying and only provide very limited support for browsing, mostly

relying on manually created links between pages or directory structures. To support browsing

in a more general for arbitrary text collections, we must be able to automatically construct

a multi-resolution hierarchical topic map that can cover all the content in a collection.

Developing formal models for information retrieval (IR) is an important problem. the

Probability Ranking Principle (PRP) [1] was proposed decades ago and achieved success.

It ranks the documents in the collection in order of the probability of relevance to the query.

However, PRP is based on the following two problematic assumption: the relevance of a

document to a request is independent of the other documents in the collection; the ranking

results are browsed in sequence. This is not true in the real world. The sequential browsing

assumption limits the interface of search engine and ignores the actions the user could take.
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In order to overcome this limitation, PRP-IIR [2] was first proposed which helped to address

the independence of documents assumption made in PRP. Dynamic information retrieval

system is proposed by [3], which integrates the Query Change Retrieval Model (QCM)

[4] and the Win-win search algorithm. It supports dynamic search to different datasets

which can be chosen by a user. Y. Zhang and C. Zhai [5] [6] proposed Interface Card

Model (ICM) to further generalize PRP-IIR [2].They addressed the limitation of sequential

browsing. This model frames the retrieval problem as optimizing a sequence of “interface

cards” to be presented to a user in an interactive manner so as to minimize the user’s effort

while maximizing the gain. The paper [5] focused mainly on the construction of optimal

interface card for various kinds of screens. Taking into consideration 2 kinds of elements

to be shown in an interface card i.e items(actual documents in the corpus) and tags(topics

in a more general sense), they showed that depending on the screen size, their system can

automatically generate the optimal number of tags to be shown in the screen e.g more tags

than items for a smaller screen. However, the paper does not include generation of tags for

the ICM framework. Their experiment used keywords generated by New York Times Most

Popular API as tags. But such auto-generated tags may not meet the purpose of the ICM

model. Main motivation behind the ICM model is to allow the user to efficiently explore the

document corpus space with the help of navigational elements. Navigational elements need

to be chosen in a way that they lead to division of corpus space into more focused related

areas. Motivation behind generating such hierarchical tags can be more clearly understood

by drawing an analogy to a person trying to reach a particular house in a known street.

In this case person simply goes to particular street and then looks around for the specific

house. Similarly ICM model integrated with hierarchical tags will help an user to find few

specific items from a huge corpus. The user can then manually examine these few documents

based on specific needs. Thus the purpose of this work is to integrate a hierarchical topic

generation model with Interface Card Model to optimize document retrieval system.

In this thesis, we propose a new approach to solve this problem. The problem of con-

structing a topic map is not new, and many approaches can be potentially used to achieve

the goal, including, e.g., clustering of documents [7, 8, 9, 10, 11, 12] or using topic mod-

els [13, 14, 15, 16, 17, 18]. A key novelty of our approach as compared with the previous

approaches is that we generate a hierarchical topic map by first mining two fundamental

lexical relations between words (i.e., paradigmatic and syntagmatic relations) from the col-

lection and then using these relations to construct a hierarchical map that satisfies multiple

desirable properties (See Chapter 3) that a topic map should satisfy in order to effectively

support browsing. We conduct the experiment on DBLP (computer science bibliography)

paper titles because it is from the domain of computer science and easy to be evaluated.
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As demonstrated in our experiments, the construction of our topic maps is on the fly and

the subtopics for the topics can be clearly identified and easily interpreted. By conducting

the user study with unrelated topic identification test, we can know if the topic map makes

sense to users. We have 80.8 % accuracy on average (the percentage of correctly answered

test questions).

The main contributions of this thesis are as follows:

1. We identify multiple requirements of user for exploratory browsing.

2. We propose a novel way of constructing topic map from a corpus using paradigmatic

and syntagmatic relations between words that can satisfy the identified requirements.

3. We propose a novel method for extracting syntagmatic and paradigmatic relation to

phrases.

4. We propose to evaluate a topic map using a novel intrusion task called unrelated

topic identification and show promising results of the proposed topic map construction

method.

The rest of the thesis is organized as follows. We first briefly review related work in

Chapter 2. We discuss user requirements for exploratory browsing in Chapter 3. We discuss

our methodology in Chapter 4. We present experimental results in Chapter 5. In Chapter

6, we will give a conclusion for the experiments and future work.
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CHAPTER 2

RELATED WORK

In this chapter, we make an overview of relevant methods and concepts for topic models.

In section 2.1, we discuss the topical keyphrase extraction and ranking. In section 2.2, we

introduce the state-of-the-art topic modeling algorithms.

2.1 Topical Keyphrases Extraction and Ranking

The keyphrases can be extracted using Natural Language Processing techniques or statis-

tical language model[19]. The state-of-the-art unsupervised topical keyphrases approaches

extract uni-grams from the documents and rank them for each topic, and finally combine

them to keyphrases [20, 21]. X. Ren et al. [22] use a graph-based framework to derive novel

measures on phrase semantic commonality and pairwise distinction. They perform distantly-

supervised phrase segmentation on documents and select salient phrases to represent each

document.

2.2 Topic Modeling

Topic modeling approaches such as Latent Dirichlet Allocation (LDA) [23] take the docu-

ments as input, and model them as a mixture of multiple topics, and output the distribution

of topics. However such topics are not hierarchical in nature. Hierarchical Pachinko Alloca-

tion model hPAM [24] and hLDA [25] can mine hierarchical topics from a given corpus. But

these methods adhere to a very strict tree structure i.e each topic has a set of child topics

and the number of documents covered by child topic is less than that covered by parent

topic. These topic maps contain only vertical links i.e user can move from parent topic to

child topic. While this is one vital movement pattern for the user that must be supported by

a topic map, there may be other movement requirements for the user as well. For example,

say Sandy was reading an IR paper. Now she realizes that this paper and all other related

papers are using an algorithm from the ML domain, which she is not aware of. So she now

desires to visit the ML domain and explore papers related to that algorithm. None of the
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existing topic models can support such sort of exploratory browsing.

Wang et.al. [26] propose a new kind of topic model which contains horizontal links in

addition to vertical links. They however use query logs instead of documents to construct

the topic map. Also, in their map they have defined horizontal links between nodes that

have high document overlap. From exploratory point of view, such links do not seem to be

meaningful. When user wishes to navigate away from current topic node, that means she is

not interested in documents under current node. So there is no point of taking user to a node

that is still covering a majority of the same nodes. Rather we should aim to take the user

to a node that is highly related to the previous one, but having minimal document overlap.

If we imagine the corpus as a vast continuous space, we should take user to neighboring

regions in that space. Cathy [27] uses a generative model to generate the topic hierarchy.

Here, each topic is modeled as a word co-occurrence graph. Unlike LDA which considers

each topic as word occurrence, here they generate word co-occurrence graph for subtopics

given the parent topic. The main difference of this work from our work is that it constructs

topic map as a static tree like structure.They are interested in capturing concept hierarchy

in the given corpus, but our goal is to dynamically support browsing of users through the

corpus.

2.3 Existing topic map models

Ahmed et. al. [28] introduces the ISO international standard Topic Maps. The topic

maps paradigm describes a way in which complex relationships between abstract concepts

and real-world resources can be described and interchanged using a standard XML syntax.

Kannan [29] explores how topic map incorporates the traditional techniques and what are its

advantages and disadvantages in several dimensions such as content management, indexing,

knowledge representation, constraint specification and query languages in the context of

information retrieval.

The differences between these two articles with this thesis are the construction and repre-

sentation of the topic map. [29] consider university faculty profile as a subject of study. The

picture of the structure of their topic map model is shown in Fig. 2.1. The three fundamen-

tals of their model of topic map: topics, associations and occurrences. They represent topic

map as a network of nodes, not a tree hierarchy.

From Fig. 2.1, the topic map is divided into topic space and resource space through topic-

to-topic and topic-to-resource relationships. This partitioning helps merging and extending

topic map alone without affecting information resources. Also, information resources can be
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Figure 2.1: Existing topic map model

updated without disturbing topic map. This is an advantage of their model because this

model can easily show the relationship and association between topics. Compared to our

model, we do not consider the association and each node is represented by phrases.

In this thesis, we represent the topic map level by level, which means that the user would

choose a node and dive deeper to the next level from previous node recursively. [28], [29]

use a standard XTM syntax to represent the topic map in Fig. 2.2. The XTM syntax is a

syntax based on XML, XLink, and URIs. In this thesis, we currently do not incorporate this

syntax with our model, which is a disadvantage when we want to represent the topic maps

with text or serialize the topic map.
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Figure 2.2: XTM syntax of topic map
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CHAPTER 3

PROBLEM DEFINITION

The goal of this thesis is to develop a topic map construction method to build a topic

map from a large collection of documents without supervision. The input is a collection

of documents in a specific domain. The output is a topic maps with hierarchy. In this

section, we briefly introduce basic concepts and components as preliminaries. First, we give

definitions of the user requirements for the topic map. Second, we define the topic map.

3.1 User Requirements

As discussed in the earlier section, none of the existing methods are efficient enough to

allow the user to comfortably explore the corpus space. In order to support such smooth

browsing, we first need to clearly identify the user necessities. Or more explicitly we need

to answer these 2 questions:

Given that the user is in a particular node in the topic map, why will he/she want to move

to another node rather than directly viewing documents under the current node? Which nodes

should we show to the user next given the history of already visited nodes.

Motivated by this question, we have identified 4 distinct scenarios that cover various require-

ments while exploratory browsing.

• Number of documents under current node are too high or rather the topic of current

node is too general. In such a case, user will want to explore more finer topic nodes

of the map. Perceived cost of directly analyzing the documents is higher than visiting

another node in the map. This requirement directly validates the existence of vertical

links in topic map.

• User has landed on a region in the corpus which is very close to the desired region.

After analyzing documents, user realizes she is in a region which covers desired topic

very closely or as a minor theme. e.g object-oriented database systems to relational

database systems. In that case, we need to take user to neighboring region in corpus.
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• User needs to go to a region which is methodologically related to the current node. e.g

Information Retrieval(IR) uses methods from Machine Learning(ML) domain.

• While taking user to neighboring regions, we should keep in mind the broader picture

that the user is interested in. For example say user U has taken this path on the topic

map :

relational database −→ relational database systems.

Now if U wants to see related topics to relational database systems, we should not

show topics like object-oriented database systems because the user has already made

it clear that her broader interest is relational database.

Based on these requirements, we define a topic map as follows.

3.2 Topic Map

We define topic map as V. Each node in the map V is defined by

V = (L,R,F) (3.1)

where L is the label of node. We use a single phrase as node label. R is the set of related

topics, F is the set of finer/child topics e.g.

(database, {data,dbms,..}, {object-oriented database,..})

R = {VR1 , ...., VRi
, ..}

F = {VF1 , ...., VFi
, ..}

VRi
and VFi

are other nodes in the topic map.
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CHAPTER 4

METHODOLOGY

In this chapter, we describe the proposed method. We first present the full procedure of

our proposed Topic Map. Then we introduce each of them in following sections.

1. Introduce the concept of paradigmatic relations and syntagmatic relations

2. Use topic model (LDA) to extract the root topics.

3. Extract paradigmatic and syntagmatic relations to extend the topic hierarchy.

4. Apply random walks on restricted graphs

4.1 Paradigmatic Relations

Two words are said to be paradigmatically related if they share a lot of context. For

example, since car and vehicle are used in the same meaning, they are highly paradigmatic

word. By applying relation on academic corpus, we see words like database and data mining

are highly paradigmatically related.So it is apparent we can use these relations to meet 2nd

user requirement identified in the earlier section i.e data mining is a related topic to database.

4.2 Syntagmatic Relations

Two words are said to be syntagmatically related if they co-occur a lot in the same context.

e.g “relational” and “database” are highly syntagmatic words because of lot of occurrence

of phrase relational database. “relational” shares syntagmatic backward relation with

“database” as it occurs before “database”. On the other hand, “database” shares syntag-

matic forward relation with “relational”. We will use these relations to meet 1st user require-

ment identified in the earlier section i.e “relational database” is a finer topic to database.

10



4.3 Extracting Root Topics

The first step is to generate the root topics so that we can extend the hierarchy based on

these root topics. To generate the root topics, we choose Latent Dirichlet Allocation (LDA)

[23] as the method.

We first introduce the concept of LDA, then we discuss its advantages as well as disad-

vantages.

The input is a collection of documents D = {d1, d2, · · · , dn}. We first apply LDA on the

collection to generate a set of topics as the root of topic map, Ti = {ti1, ti2, · · · , tim}.
Latent Dirichlet Allocation [23] is an unsupervised machine learning method for collec-

tions of discrete data such as text corpora.

Figure 4.1: Graph model of LDA.

In figure 4.1, the boxes in the graph are plates meaning replicates. The outer plate

represents documents of M . The inner plates represents the repeated N choices of topics

and words in one document. The nodes α and β are hyper parameters of the text collections.

The generation of LDA works as follows. For each document d, a multinomial distribution

θ is generated from the a prior distribution Dirichlet α. Then for each word wi in document

d, a topic zi is generated from multinomial distribution parameterized by θ. The word wi

is generated from topic zi specific multinomial distribution parameterized by β. [23] show

that LDA can not find semantic low dimensional representations, but can classify and filter

documents effectively.

Overall, the advantages of LDA model is its modularity and extensibility. LDA can be

readily embedded in a more complex model. There are numerous possible extensions of

LDA. For example, LDA can be extended to continuous data or non-multinomial data.

4.4 Extending Hierarchy

We now borrow methods from Jiang et. al.[30], and thus the following presentation is entirely

based on Jiang et. al. [30], to extract paradigmatic and syntagmatic relations. Then we

11



define restricted graph in section 4.7 to generate phrases labels. We will represent text data

as a word adjacency graph. In the next subsection, we will first introduce word adjacency

graph.

4.4.1 Notations

A vocabulary set V is denoted as V = {v1, v2,
. . . , vN}, where vi(1 ≤ i ≤ N) is a unique word in the dataset. We can treat sentence, para-

graph or even document as an individual sequence, then construct sequence-based adjacency

graph.

A sequence si is represented as < vi1, vi2, . . . , vil >, where vij ∈ V, 1 ≤ j ≤ l, l is the length

of sequence si. A sequence set S with n sequences is denoted as S = {s1, s2, . . . , sn}.
Given two sequences sp and sq (sp =< vp,1, vp,2, . . . , vp,lp >, sq =< vq,1, vq,2, . . . , vq,lq >),

then sp ⊆ sq holds (sp is a subset of sq) if lp ≤ lq, and there exists an integer r(1 ≤ r ≤
lq − lp + 1) such that vp,1 = vq,r, vp,2 = vq,r+1, . . . , vp,lp = vq,r+lp−1.

4.4.2 Constructing Adjacency Graph:

Nodes in the adjacency graph Gk are words in the text data. Therefore, we use the Vk to

denote node set. We can derive a series of adjacency graphs from a sequence set by taking

different kinds of adjacency mainly immediate and skipped adjacency. e.g In the sequence

w1, w2, w3 , w1 and w2 have immediate adjacency while w1 and w3 have 1-skipped adjacency.

4.5 Random Walks on Adjacency Graph

Given an adjacency graph G, we define forward walking and backward walking. Suppose

we have a set of edges (vr1 , vr2), (vr2 , vr3), . . . , (vrl , vrl+1) in G. A forward walking for vr1 →
vr2 . . . → vrl → vrl+1 is to visit vr1 , vr2 , . . . , vrl+1 sequentially. A backward walking for

vr1 99K vr2 . . . 99K vrl 99K vrl+1 is to visit vrl+1, . . . , vr2 , vr1 sequentially. Then we can build

a transition matrix with the nodes of the graph and mine relations between different words

and phrases.

We define the l − step forward walking vi →l vj as {vi → vr1 → vr2 . . . → vrl−1 →
vrj |(vi, vr1), (vr1 , vr2), . . . , (vrl−1, vrj) ∈ E}, and an l − step backward walking vi 99K

l vj as

{vi 99K vr1 99K vr2 . . . 99K vrl−1 99K vrj |(vr1 , vi), (vr2 , vr1), . . . , (vrj , vrl−1) ∈ E}
The probability of an l − step forward walking from vi to vj in a graph G is defined as:

12



PG(vi →l vj)

Similarly, the probability of an l − step backward walking from vi to vj in a graph G is

defined as:

PG(vi 99K
l vj)

Given the adjacent matrix A of graph G, we define A(i, j) = w[(vi, vj)], where w[(vi, vj)]

is the edge weight between (vi, vj) in G. Then we have two diagonal matrix DF and DB:

DF (i, i) =
1∑|V |

j=1A(i, j)
(4.1)

DB(j, j) =
1∑|V |

j=1A(j, i)
(4.2)

Both DF (i, j) and DB(j, i) will be 0 if i 6= j. Then we define the forward and backward

walking transition matrix TF and TB as:

TF = DFA (4.3)

TB = DBA
T (4.4)

It is obvious that the 1-step forward walking transition probability PG(vi →1 vj) = TF (i, j)

and the 1-step backward walking transition probability PG(vi 99K
1 vj) = TB(i, j). Based on

this, we can compute

PG(vi →l vj) =
∑
vr∈V

PG(vi →l−1 vr)PG(vr →1 vj) = T l
F (i, j) (4.5)

PG(vi 99K
l vj) =

∑
vr∈V

PG(vi 99K
l−1 vr)PG(vr 99K

1 vj) = T l
B(i, j) (4.6)

4.6 Mining Relations

In this section, we will introduce how to discover paradigmatic and syntagmatic relations

using “round trip” random walks.
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4.6.1 Mining Paradigmatic Relations

Paradigmatic relations can be mined by clockwise and anti-clockwise “round trip” random

walks. The first step is to find all the common neighbours that are reachable from vi and

vj. In Figure 4.2, vu and vw are the common neighbours that are reachable from vi and vj.

And the clockwise circle trip is vi →l vw 99Kl vj 99K
l vu →l vi. The anti-clockwise circle trip

in Figure 4.3 is vi 99K
l vu →l vj →l vw 99Kl vi.

Figure 4.2: Clockwise circle trip for paradigmatic relation mining

Figure 4.3: Anti-clockwise circle trip for paradigmatic relation mining

We denote the probability of taking l-step circle trip with ends of vi and vj in both clockwise

and anti-clockwise in graph G as PG(vi©l vj). We denote {vu|PG(vu →l vi) > 0∧ PG(vu →l

vj) > 0} as U and {vw|PG(vi →l vw) > 0 ∧ PG(vj →l vw) > 0} as W . Then

PG(vi©l vj) =
∑
vu∈U

∑
vw∈W

PG(vi →l vw)PG(vw 99Kl vj))·

PG(vj 99K
l vu)PG(vu →l vi) ·

∑
vu∈U

∑
vw∈W

PG(vi 99K
l vu)·

PG(vu →l vj)PG(vj →l vw)PG(vw 99Kl vi)

(4.7)
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The disadvantage of this is that it is easy to cause bias on frequent words (or stop words)

because when |U | and |W | are large, PG(vi©l vj) will also be large. Therefore, we normalize

PG(vi©l vj) by the number of all possible circle trips in a unique direction, which is |U ||W |.
PG(vi©l vj) reflects how similar the context of vi and vj, if the value of PG(vi©l vj) is large,

that means vi and vj have high paradigmatic relation. For example, if vi is “Monday”, vj

has very high probability to be “Tuesday” or “Wednesday”.

The random walker could choose different l to complete the circle trip, we define αl to be

the prior probability to choose l and:

s∑
l=0

αl = 1 (4.8)

where s is the maximum step allowed in the circle trip. The normalized score for PG(vi©l

vj) is:

s∑
l=0

PG(vi©l vj)αl

|U ||W |

Combining different adjacency graphs induced from the same datasets, we use Pr(vi, vj)

to measure paradimatic relation.

Pr(vi, vj) =
K∑
k=1

βk

s∑
l=0

PG(vi©l vj)αl

|U ||W |
(4.9)

where βk is the prior probability to choose graph k to perform random walks,
K∑
k=1

βk = 1.

4.6.2 Mining Syntagmatic Relations

The syntagmatic relation can be captured by co-occurrence between words. If vi and vj

co-occur a lot and vi always occur before vj, then the probability of a forward walking from

vi to vj and a backward walking from vj to vi is likely to be high. The advantage of round

trip is that it will eliminate the domination of “popular” nodes. A node is a “popular” node

if it has a large number of out-links and in-links. Therefore, it is easy to reach a “popular”

node, but it is difficult to complete a round trip because there are too many out-links to

choose.

If the task for a random walker is to take an l − step forward walking from vi to vj and

then return to vi by an l− step backward walking, where l should be less than s and can be
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chosen in advance with a probability of αl, then the total probability for the random walker

to reach vj as the destination (considering all the possible paths) is:

P s
G(vi → vj) =

∑s
l=1 PG(vi →l vj)PG(vj 99Kl vi)αl∑

v′j∈V
∑s

l=1 PG(vi →l v′j)PG(v′j 99Kl vi)αl

(4.10)

∝
s∑

l=1

PG(vi →l vj)PG(vj 99K
l vi)αl

Similarly, we can define a backward-first walking, which means the first step is to walk

backward. The probability of successfully reaching vi is:

P s
G(vi ← vj) =

∑s
l=1 PG(vi 99Kl vj)PG(vj →l vi)αl∑

v′j∈V
∑s

l=1 PG(vi 99Kl v′j)PG(v′j →l vi)αl

(4.11)

∝
s∑

l=1

PG(vi 99K
l vj)PG(vj →l vi)αl

If P s
G(vi → vj) is high, then vi has the high probability to be the predecessor of vj. For

example, vi is “more”, vj is “than”. if P s
G(vi ← vj) is high, then vi has the high probability

to be the successor of vj. For example, vj is “much”, while vi is “more”.

4.7 Random Walks on Restricted Graphs

Previous subsections give us ways to extract paradigmatic and syntagmatic relations to words

like data , mining etc. But in our topic map, each node is represented by a phrase label like

data mining. So while defining finer and related topics for such a node, we need to extract

relations to a phrase. Naive solution may be :

1. Apply paradigmatic relation to data and mining separately and take the union. But

it leads to some meaningless phrases like lifecycle mining, data grand etc

2. Apply syntagmatic forward relation to mining and apply syntagmatic backword rela-

tion to data. Again it leads to uninteresting phrases like uncertain data mining, data

mining periodic etc

Instead we propose a new solution which constructs a new graph called restricted graph.

Restricted adjacency graph for given phrase p, Gpis defined as
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• for w ∈ p, consider only the context where entire p occurs.

• for w /∈ p, consider all context.

Now we apply naive methods discussed earlier on this restricted graph. For the given

phrase, data mining, it gives us interesting neighbor topics like pattern mining, opinion

mining and child topics like data mining techniques, privacy-preserving data mining etc.

4.8 Constructing Hierarchy

Hierarchy construction algorithm is given in 4.4. We use inverted index technique to find

the documents covered by a given phrase P. We use parent history h to find previous nodes

and apply paradigmatic relation accordingly so that we can avoid showing repetitive topic

nodes to the user. In the experiments conducted we have chosen the value of threshold to

be 10 1.

Figure 4.4: Hierarchy algorithm

1The code of this thesis is available at at https://github.com/daishengliang/topic-map
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CHAPTER 5

EXPERIMENTS

In this section, we will apply the proposed method to construct topic map from text

corpora in computer science articles. We use DBLP paper titles as the dataset. We perform

qualitative study and user study in the end. The experiment shows that the construction

of our topic maps is on the fly and the subtopics for the topics can be clearly identified and

easily interpreted.

5.1 Experimental Settings

In this section, we introduce the datasets and the experiment results. Then we describe

our evaluation: we conduct a user study with “intruder detection” tasks to evaluate hierarchy

quality.

5.2 Datasets

We run our model on DBLP datasets:

• DBLP We collected a set of titles of computer science papers from DBLP 1 in the

areas related to Databases, Data Mining, Information Retrieval, Machine Learning ,

Natural Language Processing etc. We removed the stop-words from the titles. The

set has 1.9M titles, 152K unique terms, and 11M tokens. So the root topics for this

dataset is computer science. The various subtopics under “computer science” is data

mining, machine learning, information retrieval, database and theory.

The reason we choose this dataset is that the paper titles contain abstract information

for the paper, which is easy for setting the experiment.

1The datasets are available at at http://illimine.cs. illinois.edu/cathy
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database
Related topics Finer topics
data database systems
dbms database system
recommender database management
databases database design
information database schemes
retrieval object-oriented database
production relational database
expert distributed database
management multiprocessor database
storage federated database

Table 5.1: Nodes at second level for “database”

5.3 Experiments and Performance Study

We run our algorithm on the DBLP titles dataset, and generate a static version of the

topic map. As mentioned earlier, our algorithm constructs topic maps on the fly. Nodes as

well as links seen by user vary based on requirements, history etc. Here we present one such

version of the map, as seen by our human evaluator.

5.3.1 Qualitative Results

A static version of topic map constructed by our method is shown in Table 5.1, 5.2, 5.3,

5.4, 5.1. As it can be clearly seen, the subtopics for the topics can be clearly identified. They

can be very easily interpreted e.g object-oriented database for database. Similarly, related

topics are also very close to the original topic e.g classification to clustering.

The words under the “Related topics” column are words generated by paradigmatic

relations. The words under “Finer topics” column are words generated by syntagmatic

relations.

5.3.2 Evaluating Topic Analysis

Topic map evaluation has similar difficulties to information retrieval evaluation. The

reason is that there is usually not one true answer in both cases, and the evaluation metrics

heavily depend on human issuing judgments.

Log-likelihood and model perplexity are two common evaluation measures used by lan-

guage models, and they can be applied for topic map evaluation in the same way. Both are
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clustering
Related topics Finer topics
clusters spectral clustering 4
learning subspace clustering
classification document clustering
outlier k-means clustering
retrieval hierarchical clustering
mining density-based clustering
collections agglomerative clustering
algorithm clustering algorithm
categorization clustering categorical
cluster clustering ensembles

Table 5.2: Nodes at second level for “clustering”

classification
Related topics Finer topics
categorization text classification
learning multi-label classification
retrieval genre classification
movie sentiment classification
association document classification
clustering classification rules
mining classification unlabeled
answering semi-supervised classification
classifier associative classification
classifiers classification accuracy

Table 5.3: Nodes at second level for “classification”

information retrieval
Related topics Finer topics
document retrieval information retrieval systems
text retrieval interactive information retrieval
image retrieval information retrieval workshop
passage retrieval information retrieval question
ad-hoc retrieval information retrieval abstract
information management cross-language information retrieval
information extraction model information retrieval
information integration music information retrieval
information systems distributed information retrieval
information filtering intelligent information retrieval

Table 5.4: Nodes at third level for “information retrieval”
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predictive measures, meaning that held-out data is presented to the model and the model is

applied to this new information, calculating its likelihood. If the model generalizes well to

this new data (by assigning it a high likelihood or low perplexity), then the model is assumed

to be sufficient.

5.3.3 Topic Intrusion User Study

To quantitatively measure topic map quality, we have conducted user study. We asked 4

computer science graduate students to judge the results since they are knowledgeable in this

domain.

In order to evaluate the quality of generated topics, we use a modified version of tasks

from Chang et al. [31]. The original task is called topic intrusion, which tests the quality of

generated map by adding a intruder topic. During the task, for a particular topic T, users are

given N candidate sub-topics. N−1 of them are true sub-topics, while one is intruder. Users

are asked to select the intruder sub-topic. In our framework, it is not possible to directly use

this task since child topics are all derived by adding words through syntagmatic relations

to the parent topic. e.g object-oriented database to database. So due to the presence of

parent topic node phrase in child node phrases, they may be easily identified by evaluator

leading to 100% accuracy which may be misleading. Instead, we develop a new task called

unrelated topic identification to evaluate our model. In this task, for topic T , we give

user N options. N − 1 of them are related. We use finer topics for current topic T and

related topic set R as candidate set for generating these N − 1 choices. The last choice is

chosen from distant topic i.e which is bit far in the topic map. We ask the user to identify

most unrelated topic to the given topic. Task is depicted in the figure 5.2.

For user study, we set N to be 4 and asked each participant to answer 30 questions

with this format. We compared participants’ answers with our solution and calculated the

percentage of correct answered questions for each participant. We got 80.8% accuracy on

average (the percentage of correctly answered questions). The table in Fig 5.3 shows result

for each individual participant.
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Figure 5.1: Examples of topic map
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Figure 5.2: Examples of user study questions

Figure 5.3: Unrelated topic identification

23



CHAPTER 6

CONCLUSION

In this thesis, we have proposed a novel probabilistic approach to build a topic map

by using paradigmatic and syntagmatic relations from large text data based on random

walk defined on adjacency graph. This approach is completely unsupervised and can be

generalized to any kind of text data. Our model is not restricted by the characteristics of

languages. Therefore, our approach can be applied to multi-lingual text data. The topic map

constructed in this thesis meets user requirements 1, 2 and 4. Evaluation results show that

this approach is effective and can generate very meaningful topic map. One limitation of the

work is that we only experimented with one collection; additional evaluation of the proposed

method on additional test set is obviously needed to further confirm the effectiveness of the

proposed method. Another interesting future direction is to integrate the map generated

using our algorithms with an existing search engine so as to support integrated browsing

and querying.
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