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ABSTRACT 

 

 

 Transistors have been improved to achieve higher performance by substantially scaling 

down the physical size of the devices. Currently, high performance Silicon based transistors have 

been shrunk to the nanoscale. To further improve the performance of transistors researchers are 

exploring the use of novel semiconductors with unique nanoscale morphologies. To create 

processes to utilize the properties of new materials, there has been significant effort to better 

understand how these material’s electrical properties effect transistors in real devices. The 

primary challenge associated with electronic material characterization for process optimization is 

the difficulty of mapping electrical properties with a resolution high enough to spatially resolve 

nanoscale phenomena.  

In this thesis we will explore several scan probe based microscopy techniques capable of 

mapping changes in electronic properties with sub-diffraction spatial resolution. Using novel 

methods for scan probe based microscopy, we combined electrical and morphology mapping to 

reveal structural driven electrical properties to provide insight into growth physics and electrical 

transport. We used novel methods for Electric Force Microscopy, Near Field Infrared 

Microscopy, and Microwave Impedance Microscopy (MIM) to map non-uniform doping and the 

free carrier distribution in the bulk Gallium Arsenide nanowires. Our results revealed cyclical 

doping inhomogeneity in regions with morphological defects; we used that information to create 

a physical model to predicts the impurity distribution along the nanowire. This enables us to 

better understand the physics behind in situ doping during the growth process.  

In addition, we used of Microwave Impedance Microscopy to qualitatively characterize 

carbon nanotube (CNT) electrical properties. Using novel methods to maximize the signal and 

sensitivity of the microwave reflectivity response to the carbon nanotubes, we were able to 
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spatially map and distinctly identify the electronic character of individual carbon nanotubes in an 

array with 50nm resolution. Our results provide that MIM can be used to distinguish 

semiconducting, semi-metallic, and metallic carbon nanotubes by detecting their quantum 

capacitance, which is directly related to the density of states. We also explored Carbon Nanotube 

heterojunctions and metal-semiconductor interfaces; we believe that our results are direct 

evidence of electron-electron screening in 1-dimensional semiconductors. 

Finally, we introduce a novel, intermittent-contact, approach to Microwave Impedance 

Microscopy that uses the native water layer, which exists on surfaces in ambient humidity 

conditions, to further improve sensitivity and resolution. In addition, this approach doesn’t 

require any special sample preparation making 100% clean, which is preferred in an industrial 

laboratory setting. Our results prove that both tapping mode Atomic Force Microscopy and force 

curve mapping can be used with MIM to electronically characterize carbon nanotube arrays at 

the nanoscale. The Fast Force Curve mapping variant of MIM shows the most promise for 

acquiring accurate, high resolution, maps of CNT electronic character without altering the 

sample. It is worth noting that high resolution mapping of the electrical character of individual 

carbon nanotubes in a large array has never been achieved before this work. 
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CHAPTER 1 

MOTIVATION - NANOSCALE ELECTRONIC MATERIALS AND DEVICES 

 

The primary goal of my doctoral dissertation is to analyze intriguing nanoscale electronic 

materials to reveal poorly understood physical phenomena which impact process development 

and device operation. The scope of this work spans the fundamental physical nature of novel 

electronic materials and tip-cantilever dynamics, to develop novel methodologies for material 

characterization using scan probe microscopy. We will also describe the physical interactions 

between the probe and material, using theoretical and qualitative models, to better interpret 

unique nanoscale phenomena we observe. This document will feature work done in collaboration 

with other groups (Professor John Rogers and Professor Xuling Li) including carbon nanotube 

purification, MoS2 characterization, and GaAs nanowire growth.  

 

1.1 Introduction to Electronic Devices 

Computers and Radio Frequency electronics transcend our everyday lives. They are 

present in our computers, smart phones, cars, satellites, and modern medical equipment. These 

devices are made of the small, highly complex systems which are built to consume minimal 

power, have low rates of failure, and be incredibly robust. Fundamental to all electronics is the 

transistor which works by controlling current flow through a semiconducting material. The 

electronics industry has driven the size of transistors to the nanoscale to increase performance 

and efficiency; the smallest consumer level transistor approaching semiconducting channel sizes 

of less than 30nm according to IBM’s production pipeline illustrated in figure 1.1 [1]. However, 

there is a fundamental limit to the efficiency gain from making transistors smaller using 
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conventional materials and techniques. To further improve transistor performance researchers are 

considering different kinds of semiconducting materials and nanoscale geometries to improve 

transistor performance. Some of the more promising nanoscale electronic materials include 

carbon nanotubes (1-dimensional) and III-V semiconducting nanowires (3-dimensional) will be 

analyzed using novel characterization methods in this work. 

 

Figure 1.1: Illustration of the trend that the nanotechnology industry (IBM) is moving [1]. 

 

Consider a conventional transistor as seen in figure 1.2 where the red line represents 

current flow. The transconductance, gm, is considered the primary figure of merit for potential 

transistor performance. The transconductance is related to the transistor’s ON and OFF current; 

the current flow during the saturated “ON” state (𝐼𝐷𝑆
𝑂𝑁) from the drain to source and the current 

flow during the “OFF” state (𝐼𝑙𝑒𝑎𝑘𝑎𝑔𝑒
𝑂𝐹𝐹 ) [2]. If the leakage current is several orders of magnitude 

less than the saturated “ON” current, which is true for high performance transistors, the 

transconductance is strongly influenced by the “ON” current given in equation 1.2. The carrier 

mobility (μ) is a measure of how quickly a charge can move through a material in the presence of 

an electric field typically produced by a gate voltage. The carrier mobility is enhanced in 
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materials with smaller effective carrier mass at the conduction band-edge (m*). The contribution 

of N, the number of available free charge carriers, is also worth noting because it means that the 

transconductance may be enhanced by doping. The cutoff frequency, fT, is another important 

figure of merit attributed to the transconductance for very high frequency RF transistors. It 

defines the maximum switching speed of the transistor without signal attenuation or significant 

loss in gain [3]. In a simple model, the maximum cutoff frequency is inversely proportional to 

the resistance of the transistor multiplied by the gate capacitance. The gain of the transistor is 

also correlated to the cut-off frequency, so having a high cutoff frequency is important for many 

applications of field effect transistor technology.  

𝑔𝑚 =
𝜕𝐼𝐷𝑆

𝜕𝑉𝑔𝑎𝑡𝑒
=
𝐼𝐷𝑆
𝑂𝑁−𝐼𝑙𝑒𝑎𝑘𝑎𝑔𝑒

𝑂𝐹𝐹

𝑉𝑂𝑁
    (1.1) 

𝐼𝐷𝑆
𝑂𝑁~𝑅−1 = 𝑒𝑁𝜇 ∗

𝐶𝑟𝑜𝑠𝑠−𝐴𝑟𝑒𝑎

𝐿𝑒𝑛𝑔𝑡ℎ
  (1.2) 

𝜇 =
𝑞𝜏𝑠𝑐𝑎𝑡𝑡𝑒𝑟

𝑚∗
     (1.3) 

𝑓𝑇 =
𝑔𝑚

2𝜋𝐶𝑔𝑠
~

1

𝑅𝐶
 𝑎𝑛𝑑 𝐺𝑎𝑖𝑛 ~

𝑓𝑇

𝑓
  (1.4) 

Resistance is caused by scattering events in which a mobile carrier either changes 

direction (elastic scattering) and/or loses energy (inelastic scattering) while moving through a 

material. Although the overall current path is measured as a linear path from source to drain 

denoted by the solid red line in figure 1.2, the actual carrier path is better illustrated by the 

randomly oriented dotted red line. Each scattering event has the potential to vastly slow the 

carrier’s linear movement through the transistor which lowers the carrier mobility (equation 1.3). 

From equation 1.4, notice that the lower the resistance and capacitance, the higher the 

transconductance meaning the device can operate at a higher switching frequency and gain. This 

favors a device geometry with a short conduction channel, to reduce the number of carrier 
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scattering events along the conduction pathway, from source to drain. Narrow conduction 

channels are important for minimizing the drain-source and gate capacitance. This is the 

underlying premise behind the appeal of using nanoscale device geometries and using materials 

with higher carrier mobility for next generation devices. 

 

Figure 1.2: Simple illustration of a conventional transistor. The carrier pathway is shown as red 

arrows moving from source to drain.  

 

 The degradation of charge mobility is dominated by scattering processes. As the 

probability of scattering increases, the charge mobility decreases alluding to the importance of 

minimizing defect density. The primary types of scattering in solid state semiconductors are 

coulomb scattering from impurities in the conduction channel caused by intentional or 

unintended dopant ions, grain boundaries in the material which naturally form in crystals, and 

phonon-electron scattering that governs the material’s intrinsic electron mobility which 

diminishes with increasing temperature.  

The transconductance is adversely affected by the leakage current during the “OFF” state, 

this becomes problematic in short channel devices. Short channel effects are dependent on the 

semiconductor band-gap and the presence of defect states that aid the quantum tunneling of 

carriers across the conduction path. During transistor operation, even when the gate voltage is 

“OFF”, there is an applied electric field across the drain-source which encourages current flow. 
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Typically, a transistor is “OFF” when the gate voltage is zero; we expect no current flow despite 

the drain-source voltage. This is because without the gate voltage the collective energy of the 

carriers in the active region is not enough to overcome the bandgap energy allowing for current 

flow. However, statistically there are some charge carriers with enough thermal energy to excite 

to the conduction band and travel across the conduction path without the aid of the gate voltage, 

this is the primary cause of leakage current during the “OFF” state. Short channel effects become 

increasingly important for devices with nanoscale conduction channel lengths. When transistors 

are designed with shorter channels to increase the “ON” current much less energy is needed for 

carriers to tunnel across the semiconducting channel.  

 

1.2 Gallium Arsenide Nanowires Devices 

Group III-V semiconductors are well known for their superior carrier mobility compared 

to conventionally used bulk Silicon. High mobility implies that the semiconducting material will 

have a higher intrinsic conductivity which leads to higher transistor performance [4]. Gallium 

Arsenide (GaAs) is a preferred III-V semiconductor because it not only has a higher carrier 

mobility than Silicon, but also has a larger bandgap energy as seen in figure 1.3. The bandgap 

energy determines the amount of energy needed for an electron in the valence band to excite to 

the conduction band to allow current flow. Short channel effects which diminish the 

transconductance are caused by moving charge carriers (current flow) during the “OFF” state of 

the transistor. A larger bandgap implies that more energy is needed to create current flow; this 

increases the gate voltage needed for sustain the “ON” state, but also decreases the chances of 

electrons tunneling through the active region during the “OFF” state. Hence, for transistors with 

nanoscale channel lengths GaAs has an advantage over other III-V semiconductors by both 
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improving the “ON” current and discouraging current leakage during the “OFF” state when 

compared to bulk Silicon.  

 

Figure 1.3: A graph of bandgap energy vs. charge mobility of electrons (filled) and holes 

(unfilled) for various bulk semiconductors [5]. 

 

In the nanowire (NW) geometry, the idea is to create a short length, narrow width 

channel to minimize capacitance and resistance, this is typically achieved using complex etching 

and pattern processing [6,7,8]. When growing nanowires, they naturally grow in an ideal 

physical morphology where the narrow width and short length can be controlled by their growth 

conditions. Conventionally vertically grown nanowires transistors were the commonly used in 

research, however they suffer from issues such as stack faults growth defects and complex 

processing for transistor design [9]. For the purposes of the experiments used in this thesis we 

will focus on novel planar GaAs NWs.  

One of the biggest advantages of planar nanowires is that the crystal structure self-aligns 

relative to the growth substrate which can be seen in figure 1.4. This vastly improves the current 

carrying capability of a single device by using multiple nanowires in an array, this improves the 
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feasibility of using of planar nanowires in a large variety of high performance transistor 

geometries [10,11,12,13]. A sacrificial layer below the NW growth interface enables post-growth 

transfer of well-aligned planar NW onto foreign substrates to be utilized in various advanced 

devices [11]. The lateral geometry is also compatible with conventional planar processing which 

is ideal for utilizing conventional fabrication equipment and lithography techniques to create the 

source, drain, and gate electrodes. Furthermore, the growth mechanism also creates single 

crystalline GaAs free of stacking fault defects. This dramatically decreases the grain boundary 

scattering which increases the effective carrier mobility. According to the previous study done by 

Xiuling Li’s group in University of Illinois, a planar NW was grown without any failures in 

crystallinity for over 6um in length, whereas vertical NW growth is only able to grow up to 

500nm before the formation of stacking faults [14].  

 

Figure 1.4: Scanning Electron Microscopy images of laterally aligned GaAs nanowires before 

(right) and after (left) device fabrication [11]. 

 

Metal Organic Chemical Vapor Deposition (MOCVD) was used to grow planar NWs. It 

enables in situ doping to nearly atomically abrupt PN junctions, which eliminates the need for 

complex doping processes. To control the spatial placement of the PN junction, a typical doping 

process requires several masks layers to lithographically pattern the p-type and n-type regions. 

This process not only takes more steps, but can result in a non-ideal spatial gradient of doping 
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across the metallurgical junction. Depending on the methodology, many forms of doping such as 

ion implantation can also cause additional physical defects that can lower conductivity. These 

processes affect the potential barrier of tunneling and may introduce defects states in the junction 

that could contribute to short channel effects. In contrast, in-situ doping doesn’t require any 

additional processing after growth. The doping incorporation can switch from n-type to p-type 

during the NW growth and its placement along the nanowire can easily be controlled. MOCVD 

growth of planar nanowires creates a sharper doping profile than conventional methods without 

the issues of unwanted defects, crystalline mismatch, and complex lithography processing [15].  

 

1.3 Planar GaAs NW Growth using MOCVD 

Metal Organic Chemical Vapor Deposition, MOCVD, is a high temperature (400-600
o
C) 

growth process in which metal-organic precursors flow through the CVD reaction chamber in the 

gaseous phase until it chemically reacts to epitaxially grow a thin film. For the growth of GaAs 

nanowires a gold (Au) nanoparticle is used to catalyze the chemical reaction and facilitate 

nanowire growth via a Vapor-Liquid-Solid mechanism. At high temperatures, the gold 

nanoparticle behaves like a liquid and begins to wet the substrate, it absorbs the Gallium from 

the GaAs substrate which forms a gold-Gallium (Au-Ga) alloy nanoparticle. In the vapor stage of 

the reaction the metal-organic precursor containing Arsenic (As) atoms reacts with the Au/Ga 

nanoparticle, the Arsenic is absorbed by the Au-Ga nanoparticle. Once the As concentration 

inside the Au/Ga nanoparticle reaches saturation, GaAs precipitates out of the nanoparticle in its 

lowest free energy resulting in the growth of a monocrystalline nanowire. The diameter 

distribution of the resulting nanowires is correlated to the size distribution of the metal 

nanoparticles. The growth of the nanowire is limited by the presence of the precursor gas, so it’s 
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length can be easily controlled by adjusting the growth time. Hence there is a pathway to control 

the physical dimensions of the nanowire without the need for lithographic techniques [14].  

To control the planar growth and direction of the nanowire requires a specific crystal 

orientation of the substrate such that the free energy is minimized at the nanowire-substrate 

interface [14]. Growth temperature is an important parameter to promote planar growth, the 

wetting of the gold nanoparticle on the substrate, which is sensitive to temperature, can create 

enough adhesion force to discourage out of plane growth. GaAs NWs grown on (111) GaAs 

substrates prefer to grow out-of-plane creating vertical free standing NW structures (figure 1.5b) 

[16,17]. To encourage planar nanowires growth (100) GaAs substrates are used for MOCVD 

growth at a temperature of 465
o
C. The nanowires naturally grow very well aligned along a 

particular crystalline plane [18]. The different crystal orientations can be seen easily in figure 

1.5a, where the TEM image shows the crystal formation near the gold nanoparticle [14]. Figure 

1.5b illustrates how each crystal orientation has a preferred growth direction, the adhesion forces 

of the growth front determine which growth direction will be preferred. Figure 1.5c is an SEM 

image after cooling showing how the gold can wet differently on the substrate which may 

determine whether the nanowire grows in the planar direction. Since each growth direction is a 

low energy state, under non-ideal growth directions some nanowires will still grow out of plane 

as seen in figure 1.5d [17]. 



10 
 

 

Figure 1.5: (a) TEM image of a GaAs nanowire’s crystal lattice structure at the catalyst particle 

interface,14 (b) an illustration of the two most likely pathways for nanowire growth, (c) SEM 

images of planar nanowires showing how the wetting of the catalyst effects growth angle, (d) 

SEM images of nanowires growing in and out of plane [17]. 

 

The use of MOCVD to grow lateral nanowires offers a unique opportunity for in-situ 

doping. The incorporation of dopants such as silicon, carbon, or zinc to create n-type and p-type 

regions in the nanowire is done by simply flowing different organo-metallic precursors in vapor 

phase during growth [19]. In-situ zinc doping has been shown to be achievable by flowing the 

dopant gases in the CVD chamber during growth [19]. As seen in figure 1.6, the dopant gas can 

be turned on and off creating visible corrugation in the lattice. These corrugations are periodic 

which implies that there is added complexity to the super-saturation and precipitation of the 

dopants in the gold nanoparticle, the underlying physical mechanisms of this phenomena is not 

well understood [19]. 
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Figure 1.6: (a) Shows the periodic introduction of doping gases labeled as DEZn. (b) SEM 

image of Nanowire after growth. These figures are aligned in order to show how the introduction 

of doping gas affects the NW morphology [19]. 

 

1.4 The Physics of Carbon Nanotube based Devices 

 Carbon Nanotubes (CNT) have been a material of interest by the research community for 

next generation electronics since their discovery in 1991 [20]. The appeal of carbon nanotubes is 

their unique 1-dimensional quantum behavior that allows them to have a theoretical carrier 

mobility well over 2-orders of magnitude greater than any bulk material semiconductor at room 

temperature (100,000 cm
2
/V-s for CNTs, 1400 cm

2
/V-s for Silicon, 8500 cm

2
/V-s for GaAs). 

CNTs in the semiconducting form are an excellent candidate for high performance, low power, 

RF field-effect transistors and nanoscale logic devices [21,22]. 
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Carbon nanotubes are composed of a single atomic layer of carbon, a graphene sheet, 

rolled into a hollow cylinder [23]. The sp
2 
C-C covalent bonds form the 1-dimensional nanotube 

structure. Their unique morphology is the key to its extraordinary transport properties, although 

the underlying physics is not fully understood. First, a honeycomb graphene lattice contains three 

Carbon atoms bonded to another as seen in figure 1.7 [24]. Each carbon atom has an unbonded 

electron that forms a pi-orbital which leads to a very high intrinsic carrier density in the 

honeycomb graphene lattice. Due to the symmetry of the DOS for this atomic configuration, both 

electrons and holes have the same effective mass; this allows for of their equal contribution to 

current flow unlike most semiconductors where electrons dominate conduction [25]. Second, it is 

believed that phonon-electron scattering, which typically limits the conductivity of single 

crystals in ambient temperature, is minimized by the CNT’s 1-dimensional nature and strong 

carbon-carbon bonds [25]. One hypothesis is that there are notably fewer acoustic phonon states 

to facilitate low energy scattering because there are less degrees of freedom for crystal lattice 

vibrations in low dimensional materials. Optical phonon scattering is also minimized in CNTs 

because its monoatomic composition and strong C-C bonds which creates a relatively high 

activation energy for the creation of high energy optical phonons [25]. According to literature it 

is predicted that carbon nanotubes have an optical phonon energy of 0.15-0.2eV compared to 

0.063eV for Silicon and 0.034eV for GaAs [25,26].  
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Figure 1.7: Illustration of a honeycomb sp2 graphene lattice (left) and the free bonds that 

produce mobile carriers states (right) [24]. 

 

A carbon nanotube’s properties are defined by a chiral vector which describes the angle 

in which the graphene sheet is rolled and the tube diameter. Naturally carbon nanotubes come in 

a wide dispersion of chiralities which can have significant differences in electrical properties 

[27]. A chiral vector is the translation of the two unit vectors a1 and a2 by integer numbers m and 

n for a honeycomb (graphene) lattice:  C= ma1+na2 (fig 1.8). The CNT bandgap energy and 

diameter, both of which effects the intrinsic carrier density, can be determined by the chirality 

vector. If |m-n| is an integer multiple of 3, then the nanotube will have a zero-energy bandgap 

will be a metal. For all the other (m,n) values the carbon nanotube has direct band-gap and will 

be a semiconductor. For large (m,n) values the diameter of the nanotube is larger and the 

bandgap energy is notably smaller. In some cases, the bandgap energy can be small enough that 

the thermal excitation of carriers can cause semiconducting CNTs to behave metallic at room 

temperature, these are called semi-metallic CNTs [27]. Figure 1.8 illustrates how the chiral 

vector can affect the CNT diameter and bandgap energy [28]. Since CNTs naturally occur with a 

wide dispersion of chiralities, there is a two-thirds probability of growing a semiconducting CNT 

and a one-third probability of growing a metallic CNT.  
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Figure 1.8: Analytical model used to determine how chirality effects the CNT properties. Lattice 

vector map showing how chirality corresponds to the graphene lattice (left), models used to 

correlate the chiral vector to CNT properties such as diameter (middle) and bandgap energy 

(right) [28].  

 

Figure 1.9 illustrates a conventional Carbon Nanotube Field Effect Transistor (CNTFET) 

geometry. The ultimate goal is to create a CNTFET capable of ballistic transport, which occurs 

when charge carriers can travel across the semiconducting active region without a single 

scattering event. The mean-free-path, distance traveled by a carrier between scattering events, in 

a semiconducting CNT is greater than 1um under ideal conditions [25]. The mean-free-path and 

carrier mobility is particularly important for high frequency applications, where the cut-off 

frequency is limited by the resistance and capacitance of the device. The capacitance, 

particularly the drain source capacitance, can be greatly reduced to increase the cut-off frequency 

by increasing the channel length (equation 1.4). The channel length can be maximized without 

increasing the resistance provided that the channel length is less than the mean-free-path. For an 

ideal CNTFET with an active region length less than mean-free, <1um, the transconductance can 

be optimized such that the maximum cutoff frequency is greater than 1THz [29]. Ballistic 

transport has not yet been achieved at room temperature, but the potential of quasi-ballistic 

transport is the motive behind intense CNTFET research for next generation Radio Frequency 
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device applications [29]. CNTFETs have also have an advantage for low power applications 

since they typically have a low threshold voltage, which is gate bias needed to induce current 

during the “ON” state. The threshold voltage is related to the bandgap energy of the 

semiconductor which determines the energy needed to excite mobile charge carriers; CNTs have 

a smaller bandgap energy ~0.3-0.8eV compared to ~1.1eV for Silicon. Finally, CNTFETs are 

typically ambipolar which means they can work under forward and reverse bias without 

breakdown. This offers further device application flexibility compared to conventional FETs.   

 

Figure 1.9: Simplified model of a top gated CNT Field Effect Transistor [30]. 

 

The primary difficulty of creating high performance CNTFETs is the inability to control 

the chirality dispersion. If even a few metallic nanotubes are present the conduction channel, the 

device be shorted leading to a high “OFF” state current and the drain-source capacitance will be 

much higher, both of which degrades the transconductance and the cutoff frequency. Even if all 

the metallic CNTs are removed, any variation in the diameters of the semiconducting CNTs will 

result in different threshold voltages for each nanotube. If higher gate threshold is used the 

smaller bandgap nanotubes will create hot electrons that increase optical phonon scattering; 

likewise, if a lower gate threshold is used than the larger bandgap semiconducting CNTs won’t 

conduct current. Dispersion in nanotube electrical properties not only degrades the performance 
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of individual CNTFETs, but also limits process scalability due to an increased variance in 

switching dynamics of transistors on the wafer scale.  

 

Table 1.1: Table listing all the most important wafer scale material parameters that must be 

satisfied to achieve optimal CNTFETs for radio frequency applications [29]. 

 

Researchers have determined the ideal material parameters to create optimal CNTFETs 

for Radio Frequency applications [29]. So far achieving 100% purity, meaning all metallic CNTs 

in the array are removed, has been the most difficult to achieve. In the next section, we will 

review promising purification techniques including some original research. Despite the 

significant progress in achieving purified arrays of CNTs, there is still a need for reliable 

methods to characterize the CNT arrays with high enough resolution to get precise and accurate 

statistics on purity, doping, and defect density. Without proper characterization methods CNT 

processing optimization remains difficult to achieve. In this thesis, I will explore novel electronic 

characterization techniques to quantify CNT array purity and gain insight into electronic 

phenomena that may affect CNTFET processing and performance.   
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1.5 CNT Processing for Purification, Densification, and Alignment  

A common method for selective chirality purification is density gradient 

ultracentrifugation (DGU). DGU works by separating bulk carbon nanotubes, grown using arc-

discharge, based on their buoyant density using a high-speed centrifuge [31]. The hollow 

cylindrical geometry of single wall CNT means that the buoyant density of the nanotube is 

directly related to the surface-to-volume ratio which is directly correlated to the nanotube. Larger 

diameter nanotubes correspond to smaller buoyant density whereas smaller CNTs have higher 

density. Also, bundled and multi-walled CNTs have a notably higher density than individual 

single walled nanotubes allowing for the complete removal of unwanted CNT morphologies 

[31]. The density gradient is formed by dissolving short CNT in the proper aqueous solution 

[31]. After the centrifugation the CNTs settle at the point in gradient solution that correlates with 

its buoyant density; after which the fractionation process is used to separate the layers of the 

CNT based on density, or diameter. The effectiveness this method for chirality separation is 

evident in figure 1.10, which shows layers of different nanotube chiralities after the centrifuge 

process. This is a highly effective way of not only separating the semiconducting nanotubes from 

the metallic nanotubes, but also to obtain a narrow distribution of chirality which minimizes the 

issue of diameter dispersion.  
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Figure 1.10: On the left is a picture of a vial of CNTs in solution after high density ultra-

centrifuge. Notice that the colors, which are real, correspond to the differing nanotube diameters. 

On the right is an infrared absorbance spectrum showing the different chiral species in each layer 

[32]. 

 

However, there are several problems with this method that need to be addressed before it 

can be used for electronic device applications. First, the CNTs are hydrophobic so naturally they 

will conglomerate in clusters of bundled nanotubes, to mitigate this issue it is common practice 

to add surfactants to the aqueous solution to prevent clustering. The surfactant must be 

amphiphilic and be able to coat all CNTs individually and uniformly. Moreover, the surfactant 

coating must be reversible so that surfactant encapsulation can easily be removed after 

fractionation [31]. The commonly used surfactants are not easily removed without leaving 

residue that act as a contamination source during device fabrication. The second major drawback 

is that the nanotubes, which are already typically short (<10um), can be further broken up during 

the centrifugation process. This creates a distribution of nanotube lengths which implies that 

some of them will be too short to span the active region of the device. To achieve the maximum 
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device conductance, these short CNT sections need to be deposited and aligned on a suitable 

substrate which adds further processing complexity [33]. These issues with surfactant residue 

and alignment are observable in figure 1.11, where a centrifuge purified sample of aqueous 

CNTs was deposited on a quartz substrate. 

 

Figure 1.11: (a-c) Original Scanning Electron Microscopy (SEM) image of a typical sample of 

as deposited random networks of DGU purified CNTs. The remaining surfactant after deposition 

can be seen under high resolution.  

 

In a random network of nanotubes, such as the ones produced from DGU purified CNTs, 

the CNTs electronically interact with each other and the desired near ballistic carrier transport in 
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individual SWNT is not observed. Growing aligned CNTs reduces intertubular interactions and 

the overall conduction path length across the active region which enhances the effective 

conductance of the CNT transistor [34]. Single crystalline quartz or sapphire can be used for 

substrate-directed aligned CNT growth when the substrate is cut at a specific orientation [35,36]. 

After annealing the cut substrate well defined step edges form, it is believed that the well-defined 

step edges create an anisotropic van der walls interaction that induces aligned CNT growth 

perpendicular to the step edges. The degree of alignment is directly related to the quality of the 

cut and annealing time of the quartz or sapphire crystal prior to the growth of CNTs [37].  

Chemical vapor deposition (CVD) is the most common process for growing aligned 

CNTs [36]. An inert gas such as Argon passes through a liquid bubbler filled with a carbon 

source, typically a hydrocarbon such as ethanol or methanol, to create a vapor. In the CVD 

furnace a sample with strips of metal (typically Fe or Cu) on quartz is annealed. The high 

temperature drives off any oxygen creating pure (unoxidized) metal nanoparticles to catalyze the 

decomposition of the hydrocarbon. Patterning of the metal thin film allows for the control of the 

CNT array location. Similar to a Vapor-Liquid-Solid growth mechanism, the metal nanoparticle 

behaves like a liquid at the growth temperature, typically above 800
o
C. Once the carbon 

precursor gas is introduced at high temperature, the carbon is absorbed into the metal catalyst 

particle. Once the metal nanoparticle is saturated with carbon, the carbon precipitates out of the 

particle in its lowest free energy state in the form of carbon nanotubes [38]. The diameter of the 

CNT is correlated to the size and shape of the nanoparticle during growth. Smaller nanoparticles 

will yield smaller diameter CNTs as opposed to bigger nanoparticles; to minimize the diameter 

distribution of the CNTs, the metal nanoparticle size must be controlled. Ostwald ripening during 

the metal nanoparticle annealing is unavoidable and not well controlled, it can widen the 
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nanoparticle size distribution before CNT growth. Also, as the CNTs grows, the nanoparticle can 

change in size and/or shape which may cause a shift in CNT chirality mid-growth. The growth 

parameters that control the final size distribution of the metal nanoparticles after annealing is the 

metal type, starting thickness of a metal film, the surface energy of the substrate, the annealing 

time, and temperature. As the CNTs grow they prefer to align perpendicular to the step edges of 

the substrate and parallel to the flow direction of the gases [39]. To achieve a high degree of 

alignment, clean Y-cut quartz is used as a substrate and is placed in the CVD chamber such that 

the gas flows perpendicular to the step edges. If done correctly, long, nearly defect free, CNTs 

can be grown with a very high degree of alignment as seen in figure 1.12. 

 

Figure 1.12: Scanning Electron Microscope image of an CVD grown aligned CNT array on 

quartz.   

 

 Aside from the issues with the presence of semiconducting and metallic nanotubes, one 

major issue with conventional CVD growth of Carbon Nanotubes on quartz is the density 
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limitation. It has been shown that it is difficult to grow arrays above a density of 5-7NT/um using 

this method. The primary reason is believed to be caused by misaligned CNT in the growth 

region and sporadic alignment of short NTs in the metal catalyst regions which appear as stripes 

of dense CNTs in figure 1.12. These nanotubes block the further growth of adjacent nanotubes 

which minimizes the potential growth density. In a research group at Duke, they mitigated this 

issue by using a cyclical etch-regrowth process to achieve aligned arrays above the desired 

10NT/um [40]. The idea is to introduce water vapor and take away the carbon precursor for short 

times to etch away the short stray CNTs in the metal catalyst regions. The time used for the etch 

back is short enough to prevent notable etching of the long nanotubes, but long enough to get rid 

of the short stray nanotubes; the result of this etch back can be seen in figure 1.13a. After the 

etch-back the precursor was reintroduced to grow more nanotubes in places that were previously 

blocked by stray NTs leading to much higher nanotube densities on quartz [40]. 

 

Figure 1.13: SEM images during different stages of the regrowth process: initial etch (a), first 

regrowth (b), and several regrowth cycle (c) [40]. 



23 
 

 

One of the first methods of mitigating the effects of metallic carbon nanotubes from 

CNTFETs was selective electrical breakdown. The semiconducting NTs naturally do not conduct 

electricity as well as the metallic nanotubes when there is no gate voltage. Before the gate is 

added, a CNTFET behaves like a diode. When applying a large bias voltage across the diode 

most of the current will flow through the metallic CNTs. The metallic nanotubes will decompose 

at high current levels while semiconducting nanotubes remain intact [38]. One disadvantage of 

this simple method is that without a proper gate structure the semiconducting nanotubes may not 

stay in the “OFF” state after the metallic nanotubes have decomposed; current flow in the 

remaining semiconducting nanotubes may damage them. However, the major downfall of this 

technique is that the metallic nanotubes typically only decompose at a point leaving behind most 

the remaining metallic nanotube. Although the metal nanotubes no longer contribute to current 

flow, they still cause parasitic capacitances that diminishes FET performance. Plus, the 

decomposed section of the nanotube turns into amorphous carbon residue that coats the sample 

causing additional issues. The goal of the purification method proposed in the next section, 

called thermocapillary purification, is to get rid of the entire metal nanotube in a scalable way 

such that this is no longer an issue for device degradation.  

 

Figure 1.14: On the left is a plot of the conductance of a CNT diode with a metal nanotube 

across the terminals, notice the conductivity goes to zero after the metal nanotube breakdown. 

On the right is a SEM image of the diode, notice the breakdown only occurs at point [41]. 
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1.6 Thermocapillary Purification of Aligned Arrays of Carbon Nanotubes 

In collaboration with the Professor John Rogers, we developed a novel process to get rid 

of all the metallic nanotubes in an as-grown aligned CNT array to improve device performance. 

To do this we utilized the thermocapillary effect of a thermal resist layer deposited onto a 

nanotube array [42,43,44,45]. The idea is that the thermal resists dewetts to expose only 

nanotubes that have been selectively heated. An O2 plasma etch is used to remove the exposed 

nanotubes while the other nanotubes remain protected by the thermal resist layer. An advantage 

of this method is that the entire metal NT is removed to eliminate any parasitic capacitance 

contributions. Also, the thermal resist layer should completely protect the semiconducting 

nanotubes during etching and can be easily removed. Since the powers needed to produce 

selective heating to initiate dewetting is notably less than the breakdown method, incidental 

damage to the semiconducting tubes from current flow is no longer an issue.   

 

Figure 1.15: Illustration of the thermocapillary purification process.  

 

An essential aspect of this process is the ability to create selective heating in the metal 

nanotubes. The other important aspect is to create narrow (width), deep (height) trenches to 
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expose only the metal nanotube and not nearby adjacent nanotubes. The theory for how to 

achieve this is summarize in figure 1.16, notice that the power density inside the nanotube is the 

primary experimental variable for creating the ideal trench; higher power yields better trenches 

[42]. However, since the thermal resist layer is temperature sensitive it is also important to 

control the background temperature and heat distribution to avoid exposing semiconducting 

CNTs and spontaneous dewetting.  

 

Figure 1.16: Analytical model showing how power density effects the trench geometry, each 

line represents the normalized depth (x-axis) and width (y-axis) for a trench at a set power 

density, for our small molecule thermal resist [42]. 

 

Under the optimal experimental conditions, background temperature and power density, a 

well-defined trench can be formed over a metallic nanotube [43]. An example of a good trench 

formed over a metal nanotube by applying a bias across metal contacts can be seen in the AFM 

images in figure 1.17.  
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Figure 1.17: (a) consecutive AFM images of a trench formed over a metallic carbon nanotube 

over a period of time, (b) 3D AFM image of a trench to show the non-ideal size and shape of a 

typical trench [43]. 

 

One method of controlling the CNT power density is Joule heating by directly injecting 

current into a CNT diode [44]. A diode is patterned onto an aligned array of CNTs and a probe is 

used to apply a voltage drop across the device to drive a current across the CNTs. Similar to the 

electrical breakdown method, the current prefers to flow across the metal nanotubes only causing 

them to rapidly heat up. However, the thermal resist layer is very sensitive to temperature 

gradient, hence the semiconducting nanotubes must be turned off to prevent any current flow and 

subsequent heating. To do this without a gate electrode, the metal type used for the two-terminals 

should create a Schottky contact with the semiconducting nanotubes [45]. After extensive 

characterization it was found that Ti contacts work the best for selective heating and contact 

patterning. As seen in figure 1.18, the probes used in this technique can only process one device 

at a time; attempts at making more intricate patterns of devices for multiple device purification 

has been studied with limited success [44]. Difficulties arise from resistance in the contact 

network which can non-uniformly increase the background temperature and change the 
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experimental conditions. It was shown that the heat issue can be mitigated by operating under 

vacuum and applying a periodic voltage to improve temperature stability.  

 

Figure 1.18: (a) Thermal IR imaging of probes and CNT device. (b) Illustration of a proposed 

experimental setup for creating larger arrays of purified CNTs, the green represents the thermal 

resist layer and the step function represents the periodic voltage across the device [44].  

 

For a CNT purification method to have a high impact on CNT device fabrication there 

must be a pathway to make the technique scalable. To make the thermocapillary purification 

scalable we had to develop a variation of the technique that allows multiple device purification in 

one step without a lot of excess heat. This means that using probes is not a likely pathway, 

instead we developed a way to utilize microwave energy to couple directly to an array of CNT 

diodes. To do so we used a single mode microwave reactor that can control the background 

temperature. Once we illuminated a device under 300W of 2.45Ghz microwave power there was 

a notable trench that formed over the metal nanotubes which can be seen in figure 1.20 [45]. The 

CNT power density was much stronger near the contact by looking at the depth of the trench. 

The non-uniformity of the trench depth with distance away from the contact implies that there is 

a microwave near-field effect associated with driving current in the metallic CNTs [45]. We will 

utilize this near-field effect to optimize the microwave driven thermocapillary purification 

process.  
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Figure 1.19: AFM data of a CNT-metal contact interface after microwave heating at 2.45GHz. 

Topology image (left) and line-cuts, parallel to contact, (right) of the trenches formed [45]. 

 

We were able to use microwave nearfields to drive the thermocapillary effect using 

dipole antenna arrays which couple to incident high frequency electric field. To optimize and 

map the effect of the antenna geometry on the microwave near-field, we utilized ANSYS High 

Frequency Simulation Software to model the electromagnetics using finite element analysis [45]. 

The simulations were conducted as a 3-dimensional steady state model with a single polarized 

microwave source propagating in the Z-direction as seen on figure 1.20a, the source is polarized 

parallel to the dipole length. In the actual experiment setup, the microwave reactor has multiple 

polarizing slits which act as a multiple polarized microwave sources. This FEA simulation maps 

the Electric Field strength across the sample if it were positioned normal to one slit. The color 

maps show a relatively uniform E-field enhancement perpendicular to the dipole gap and notable 

decrease as one moves further away from the metal contact. This distribution is repeated for any 

number of dipole array configurations and it agrees with the experimental observation in figure 

1.19, the E-field strength quickly decrease the further away from the metal contact. For figures 

1.20c-e, we used a parametric solver to plot the tradeoffs between the dipole geometry and E-

field enhancement at the center of the gap. It was shown that the dipole gap size had the biggest 

impact on the near-field enhancement, so short gaps, <10um, showed the best results. The dipole 
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length and width shows a linear correlation to the enhancement and is the most important for 

maximizing the amount of active space for devices. It was shown that the width size had a much 

weaker slope, ~0.9 V/Vincident (enhancement factor) per 100um, than the length size, ~2.4 

V/Vincident (enhancement factor) per 100um. This favors a wider dipole for optimal wafer device 

density, but higher aspect ratio, length/width, diode antennas will have a higher enhancement 

factor.  
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Figure 1.20: (a) Color Map of the normalized E-field enhancement (V/m) simulation data for 

various dipole configurations [45]. (b-e) Parametric data shows the tradeoff between 

characteristics of the geometric model (x-axis) and the E-field enhancement (y-axis).  
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Using the information regarding metal contact type acquired from the joule heating 

thermocapillary experiment and the electromagnetic simulations we successfully developed a 

process to create full trenches leading to purified devices. The microwave thermocapillary 

purification method works with arrays of wide area, narrow gap CNT diodes on the wafer scale 

[45]. To conclusively prove that this method has high selectivity and capable of achieving 100% 

purification, single nanotube devices were patterned with dipole contacts, probes were used to 

take the IV curves of several devices before purification to identify them as semiconducting or 

metallic. After exposing the entire sample with multiple devices in the microwave reactor an 

AFM was used to characterize the trench depths, there is a clear bimodal distribution of 

measured trench depths which correspond perfectly with the previously identified nanotube type 

(figure 1.21b). Wide array nanotube devices were purified and made into transistors to show the 

before and after effect of the purification method, the ON/OFF ratios were vastly improved on 

multiple devices simultaneously [45]. These successful experimental results strongly implies that 

there is real potential in this method for scalable CNT purification.  
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Figure 1.21: (a) illustration and AFM data corresponding to the steps of the purification process: 

CNT growth (left), trench formation (middle), and O2 etch (right) to show the precision and 

accuracy of microwave trench formation. (b) Trench data and (c-d) IV statistics of several 

devices before and after thermocapillary purification [45]. 

 

For the thermocapillary method the main issue is the incidental damage of the remaining 

semiconducting nanotubes which diminishes the device’s optimal performance. This occurs 

during the oxygen plasma etching phase of the process where the metallic nanotubes are 

supposed to be the only nanotubes that are etched away. The thermocapillary layer is only 

capable of protecting the nanotubes at a minimum thickness. Any nanotube that is close to a 

metallic nanotube can be damaged also if the trench is wide enough that it reduces the resist 
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layer thickness below the critical minimum thickness. The trench width limits the maximum 

metallic CNT density that this method can purify without damaging the semiconducting CNTs. 

A thinner resist layer can be used to keep the trench width narrow, but it increases the required 

selectivity to avoid the formation of shallow trenches over the semiconducting nanotubes which 

can also lead to tube damage [45]. In figure 1.22, a probabilistic model is used to determine the 

density limit for purification of as-grown CNT arrays depending on the ratio of metallic 

nanotubes in the array and the estimated average trench width. It is shown that working with 

nanotube arrays that are pre-enriched with more semiconducting nanotubes, greater than the 

naturally occurring 66%, can benefit from higher density limit. If the density is too high than the 

adjacent semiconducting NTs are too close to the metallic NTs to avoid being etched away 

which diminishes the post-purification density limiting the maximum current.  

 

Figure 1.22: (left) Illustration of the sample geometry that causes damage to semiconducting 

nanotubes for high density samples. (right) Plot of the tradeoff between maximum post-

purification density and initial as-grown density for different experimental conditions.   
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1.7 Summary of Motivation and Thesis Overview 

 The creation of in-situ doped planar GaAs nanowires is a notable advancement in 

nanoscale semiconductors for next generation transistors. However, the creation of corrugations 

and lateral doping in planar nanowires leaves some unanswered questions regarding the transport 

properties of these nanowires. What do these corrugations imply about the distribution of 

dopants and how does this affect the carrier transport and distribution across the nanowire? 

Understanding these questions are important to improving growth methods and understanding 

device performance. These questions also allude to a broader challenge to develop methods to 

characterize and spatially map electrical transport properties at the nanoscale. In this thesis, we 

will explore the use of novel scan probe characterization methods with nanoscale spatial 

resolution to helps us create a physical model to explain the electronic effects of this phenomena 

in planar GaAs NWs.   

There have been attempts to use both highly enriched semiconducting CNT seeds and 

long arrays of purified aligned CNTs to make high performance CNTFETs. Until there is a 

process to create high density, aligned, >99% purified arrays of defect free single walled carbon 

nanotubes, next generation nanotube transistors will not perform at their desired optimal device 

performance. All the methods used to achieve these process goals require quantitative and 

phenomenological data on nanotube electronic character, semiconducting or metallic, before and 

after growth/purification at the individual tube level. In this thesis, we were able to achieve this 

using a novel scan probe technique called Microwave Impedance Microscopy, which revealed 

many interesting CNT electronic phenomena which provide insight into CNT growth and device 

physics.  
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Chapter 1 is used to define the motivation behind this work, which is to advance the 

development of next generation nanoscale electronic devices. It introduces the important aspects 

of devices and the nanoscale materials, notably GaAs NWs and CNTs, that make them. A 

detailed overview of planar GaAs nanowire growth and CNT purification are presented. This 

provides a basis for the challenges that can be solved and types of phenomena that can be 

revealed by developing novel methods for electronic material characterization at the nanoscale.  

Chapter 2 is an overview of the scan probe techniques used to perform the electronic 

characterization at the nanoscale. The techniques reviewed include atomic force microscopy 

(AFM), electric force microscopy (EFM), scanning capacitance microscopy (SCM), microwave 

impedance microscopy (MIM), and scanning near-field optical microscopy (SNOM). A variation 

of these techniques, except SCM, are used for electronic material analysis throughout the thesis.   

Chapter 3 describes a detailed analysis of dopant distributions in novel planar GaAs 

nanowires. Our goal is to detect morphology correlated perturbations in a map of the electron 

density and dopants acquired using MIM-AFM. The results were verified using SNOM and EFM 

and used to build a physical model to describe band bending in the doped regions of the planar 

nanowire. 

Chapter 4 describes a novel application of MIM to map the electrical properties of 

SWCNTs with nanometer resolution. We developed new methods for MIM characterization to 

direct observe, for the first time, the morphologically correlated electronic response of interesting 

CNT phenomena such as bundles, semi-metals, intra-tubular junctions, and CNT-metal 

interfaces. We show that this method of CNT metrology has major advantages for purification 

inspection compared to tradition characterization techniques.  
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Chapter 5 is a study of MIM characterization of CNT using a non-contact scanning 

methodology. Challenges which limit the flexibility of the contact mode MIM-AFM inspection 

methods presented in Chapter 4, are explored with detail and overcome using tapping and force 

curve scanning geometries. An in depth experimental analysis of how the tip-cantilever affects 

observable signal is presented to show the advantages and issues with non-contact MIM. The 

successful characterization of CNTs electronic properties in a non-contact geometry shows more 

promise for high resolution capacitance mapping than conventional contact mode MIM methods.  

      Chapter 6 provides an overview of the work presented and goals achieved in the 

thesis. Here we will also introduce possible directions for future.  
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CHAPTER 2 

SCAN PROBE METHODS FOR ELECTRONIC MATERIAL CHARACTERIZATION 

 

With the advent of the nanotechnology era there is a need for novel semiconducting 

materials that possess desirable thermal and electrical properties in the quantum regime. 

Although nanoscale materials, such as the ones mentioned in Chapter 1, have shown promise for 

next generation solid-state devices, creating devices that perform at a level that can compete with 

current technology has proven difficult. The challenge of controlling and optimizing the 

processes needed to create high performance devices at the wafer scale is exasperated by 

experimental obstacles related to electronic materials characterization at the nanoscale. Various 

approaches to spatially characterize electronic materials using scan probe microscopy are 

introduced in this section.  

 

2.1 Introduction 

A traditional method for measuring electronic properties is to fabricate a device and 

derive the material’s transport properties. Device fabrication is used to determine the extrinsic 

characteristics of a simple device made of novel nanoscale materials. For example, taking the 

diode I-V curve response can provide insight into the transconductance of a material. The biggest 

shortcoming of this method is the inability to separate the impact of device geometry and 

processing conditions from the intrinsic material properties in the measured data. Since there is 

no spatial information, there is no simple way to visualize local issues, such as nanoscale defects, 

that can affect the overall device performance.  
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Exploring and developing new scan probe microscopy techniques for nanoscale 

electronic materials characterization is the primary objective of my doctoral research. Scan probe 

microscopy covers a broad range of methods and has proven to be very useful for nanomaterial 

characterization. This is due to its tip limited resolution limit which can probe very small features 

(10-100nm). The primary methods for scan probe characterization of electronic materials that we 

will be explore in this work fall into three categories: Electric-force AFM, Capacitance AFM, 

and Optical Near-field AFM. Each method requires a unique physical model for each material 

system. These physical models are meant to be qualitative guidelines for how we expect the 

observed signals to respond to the electronic attributes that we are trying to detect. The physical 

models are idealized such that they only incorporate the phenomenon that is most relevant to the 

desired observable signal which excludes artifacts and small signal contributions. To further 

validate the scan probe image data other methods can be used to verify topology and electronic 

character such as electron microscopy, device fabrication, and complementary scan probe 

techniques. The physical model is used to interpret the measured observables to create a 

complete understanding of the electronic properties of a nanoscale material system. For novel 

material systems, the observations are compared directly with other published theory and 

experimental data of similarly characterized material systems to ensure that the analysis is 

consistent and accurate.  

 

2.2 Atomic Force Microscopy 

Atomic Force Microscopy is a form of imaging that can spatially map atomic scale 

forces.  The forces are detected by a tip attached to a cantilever probe, this localizes the detection 

area for each pixel in the image [1]. The XY spatial map is formed by taking nanometer steps 
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with piezo scanner. Under ideal experimental conditions, the spatial resolution of any AFM 

technique is limited by the width of the tip apex, typically <100nm. The tip is either very close or 

touching the sample so that it can feel the van der walls forces on the surface. All short-range 

forces, including Van der Waals and electrostatic forces, are detected by a change in the bending 

mechanics of the tip-cantilever. Conventionally AFM is used to map the sub-nanometer 

variations in surface topography by detecting the Van der Waals forces [1]. The versatility of this 

technique allows for the simultaneous detection of other nanoscale forces along with surface 

topology which is useful for measuring structurally correlated electrical properties. 

 

Figure 2.1: Simple model of an Atomic Force Microscopy configuration where the movement of 

the cantilever is recorded by the laser and laser diode. 

 

When using a sharp tip (<25nm) in a stable ambient environment, it is possible to achieve 

an accurate topology resolution of less than a nanometer. One method for obtaining this 

resolution is tapping mode AFM. For our setup, this is done by driving a sinusoidal tip-cantilever 

oscillation using Z-piezo coupled to the probe and detecting spatial changes in the tip’s 

oscillation amplitude and phase to map topology. Depending on the length and stiffness of the 

cantilever, each tip has a unique free amplitude oscillation at a frequency in range of ~10kHz-

1MHz. The oscillation produces additional higher frequency harmonic oscillations from the 
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different bending motions of cantilever. The lateral oscillation, Z-direction, at the first harmonic, 

equal to the piezo drive frequency, contains the most information regarding the surface topology 

[1]. When the probe is lowered to the surface the tip begins tapping on the surface, the cantilever 

oscillation information is recorded by a laser beam that reflects off the backside of the cantilever 

onto a spatially sensitive, high-resolution photo-detector. The photodetector signal is correlated 

to the Z-piezo drive signal of the cantilever via a lock-in amplifier. When the tip is in good 

condition (clean), the amplitude and phase of the tip oscillation can be mathematically converted 

into nanometers with high accuracy. When the Van der Waals forces interact with the tip, the 

attractive forces dominate when lightly tapping the surface; when the tip can’t get any closer to 

the surface the repulsive forces dominate [1]. Hence, operating in the repulsive force tapping 

regime produces the most accurate topology map. Measuring and understanding the details of the 

tapping dynamics is important to avoid artifacts when working with scan probe techniques.  

 AFM can be an important tool for the characterization of electronic materials at the 

nanoscale. The ability to image surface topology with sub-nanometer resolution allows for the 

mapping of roughness, crystal defects, and grain boundaries in thin films and low dimensional 

materials. This can provide insight into the origin of electron scattering and device defects. In 

collaboration with Prof Xuling Li’s group, we utilized AFM to image the morphology of 

epitaxially grown monolayer MoS2 to help optimize growth conditions. Single atomic layer 

MoS2 is a 2-dimensional semiconductor with favorable physical and electronic properties. We 

know that grain boundary scattering degrades the transport properties and the grain boundary 

size can be controlled by growth conditions. Figure 2.2a and b are the topology and tapping 

phase images of a single monolayer MoS2 crystal. The topology image shows the beginning 

stages of multi-layer growth in the center of the MoS2 and the crystalline step-edges of the 
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substrate underneath it. The phase image reveals symmetrical grain boundaries formed from two 

single triangular crystals growing in the opposite orientation; notice these grain boundaries are 

barely visible in the topology image. Figure 2.2c is a topology image of a continuous layer of 

monolayer MoS2; it reveals at the risen grain boundaries that are typically less than 1.5nm tall 

and a monolayer of MoS2 is 0.6 nm tall. Fully developed multilayer MoS2 nanocrystals appear as 

a series of small triangular planes inside larger triangular planes. The resolution is good enough 

that someone could count the number of atomic layers and grains in the MoS2 crystal. We can 

use AFM to measure the defect density and average grain size under different growth conditions 

to optimize the production of single crystal, defect free, monolayer MoS2.  The ability to detect 

these unique physical morphologies in nanoscale electronic materials such as monolayer MoS2 

using AFM is paramount for next generation devices.  
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Figure 2.2: AFM topology (a) and phase (b) maps of a single atomic layer flake of MoS2. (c) 

AFM topology map of a continuously grown monolayer MoS2, the grain boundaries between 

single crystals are visible and examples of multi-layer MoS2 can be seen toward the bottom of 

the image.      
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2.3 Electric Force Microscopy 

Electric Force Microscopy (EFM) is a scan probe technique that uses a conductive AFM 

tip to detect short-range electrostatic forces to map surface potential and capacitance. For this 

method the observable deflection signal, is driven by a sinusoidal tip bias, is sensitive to a 

complex function of Van der Waals and coulomb forces [2,3]. EFM is typically operated in a 

dual pass liftmode in which the electrical data is recorded when the tip is a finite distance away 

from the sample surface so that the tip isn’t touching the sample. This is important detail since 

the contribution of Van der Waals forces fall off much faster than the electric forces with 

increasing tip-surface separation [4]. In the first pass, a tapping scan maps the surface topology 

without tip bias; in the second pass a non-contact scan maps the Coulomb forces driven by a 

modulated tip bias at a fixed tip-sample Z offset (20-200nm) without a piezoelectric driven 

mechanical oscillation. This ensures that any spatial changes deflection in the second pass of the 

EFM scan can only be caused by the electrostatically coupling to sample surface. The 

electrostatic forces (F) which are detected by the cantilever deflection is given by: 

F =
1

2
(∆V)2

∂C(z)

∂z
   (2.1) 

Where ∆V = Vtip − Vsurf and C(z) is the tip-sample capacitance as a function of tip-sample 

separation, z. A tip bias, which contains a DC and AC component, is used to drive the 

electrostatic forces. The amplitude of the tip bias, VDC and VAC, and the frequency of the AC 

component, ω, determines the tip bias voltage, Vtip, according to equation 2.2.  

Vtip = VDC + VAC sin(ωt) (2.2) 

The total force detected by the tip is a summation of several force contributions that occur at 

different harmonic frequencies accord to the following three equations: 

FDC =
1

2
[(VDC − Vsurf)

2 +
VAC

2

2
]
∂C(z)

∂z
  (2.3) 
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F1ω =
1

2
(VDC − Vsurf)VAC

∂C(z)

∂z
sin (ωt)  (2.4) 

F2ω =
1

4
VAC

∂C(z)

∂z
cos (2ωt)  (2.5) 

For Kelvin Probe Microscopy (KPFM), a variant of EFM, both the tip-sample 

capacitance and the surface potential can be measured by demodulating at the first and second 

harmonic of the drive frequency [5,6]. The surface potential is measured using a feedback loop 

to adjust VDC such that the first force harmonic, F1ω, is equal to zero. This implies that a numeric 

map of the relative magnitude of VDC is equal to a map of the surface potential [5]. To obtain 

quantitative data for the surface potential map, the capacitance gradient (
∂C(z)

∂z
) and the AC drive 

voltage (VAC) contributions can be nullified by mapping 
|F1ω|

|F2ω|
 [6]. Literature studies have 

successfully measured surface potential with very high SNR using KPFM on semiconducting 

nanowires. The contrast is enhanced by adding metal contacts to inject charges into the 

nanowire. In the study shown in figure 2.3, the surface potential maps the effects of scattering on 

surface potential revealing location of strong scattering defects along the conduction path [7].  

 

Figure 2.3: Shows an AFM image and KPFM image (top-left) of a p-doped Si Nanowire sample 

with ohmic contacts. On the bottom line cuts were taken of the KPM image to reveal regions of 

high electron scattering implying the presence of structural defects (top-right) [7]. 

 

When dealing with homogenous nanoscale electronic materials, sometimes EFM has a 

weak sensitivity of subtle changes in coulomb forces on the sample surface. The measured 
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capacitance gradient is a summation of the cantilever, sidewall, and stray capacitances in parallel 

with the desired tip capacitance. To avoid topography artifacts in the electrical data, the EFM 

must be acquired with a Z offset where the electric forces between the tip apex and sample 

surface are weak. The unwanted cantilever, sidewall, and stray capacitance contributions are 

consistently large due to the large geometry of the probe and cantilever compared to the tip apex; 

the capacitance contribution from the tip apex falls off much quicker with increasing Z-offset 

than the large geometry capacitance contributions. In addition, the resolution is reduced with 

larger Z offsets since the effective area of the tip-sample capacitance coupling gets larger with 

bigger Z offsets. This can be understood by considering that the XY spatial components have a 

smaller effect on the effective tip-sample distance, r
2
 = z

2
 + x

2
 +y

2
, which drastically effects the 

tip capacitance, 𝐶𝑡𝑖𝑝 = ∑ 𝐶(𝑟)(𝑋,𝑌) , when z is large. Common sources of capacitance noise that 

effect the SNR of the surface potential data are contamination, oxide layers, trapped surface 

charges, and moisture [8,9,10]. The presence of multiple noise sources and the inability to 

separate the coulomb data from the surface potential data due to weak SNR in the force channels 

makes accurate, precise, high resolution KPFM very difficult to achieve for some nanoscale 

electronic systems.  

In our experiments, we found that operating EFM to maximize the overall sensitivity to 

electrical forces can be done to resolve high resolution images of tip-sample capacitance on 

weakly interacting surfaces. The conductive AFM tip is most sensitive to weak forces at its 

mechanically resonant cantilever frequency, ωtip; this is how tapping mode AFM detects weak 

Van der Waals forces to create topology maps. The tip-sample capacitance gradient, 
∂C(z)

∂z
 , is 

most sensitive to spatial changes in coulomb forces at the its resonant cantilever frequency 

(100kHz – 1MHz) [11]. Typically, in conventional KPFM modulation schemes, the F2ω channel, 
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which is linearly correlated to the capacitance gradient, has a weaker SNR than the F1ω channel 

since it is off tip resonance. We found that by driving the tip bias at half the resonant tip-

cantilever frequency, ωtip/2, the observable in the F2ω channel, which is only sensitive to 
∂C(z)

∂z
, 

has a much higher sensitivity to weak forces since it occurs at the resonant frequency, 2ω = ωtip. 

This method is a non-destructive technique for the precise qualitative mapping of surface 

capacitance with very high sensitivity without the need of a strong tip bias and feedback loops. 

Despite the promise EFM shows for the characterization of nanoscale electronic materials, its 

sensitivity to capacitance in the non-contact operating mode, at longer distances z > 20nm, 

implies that geometric capacitance coupling will dominate the signal. For nanoscale electronic 

materials such as carbon nanotubes, the electronic or quantum capacitance contains more 

detailed information on intrinsic electrical properties than the geometric capacitance, which is 

only sensitive to the frequency dependent permittivity. This limitation is shown in figure 2.4, 

where an AFM and EFM image of a carbon nanotube array is shown. CNTs which have a 

notably weak capacitance signal show strong contrast using our dual-pass EFM method driven at 

half the resonant tip-cantilever frequency. However, the EFM resolution is not tip-limited and its 

sensitivity to intrinsic electronic properties isn’t strong enough to pick up the difference between 

semiconducting and metallic CNTs. Although it’s sensitivity and resolution have limitations, for 

our experiments the ability to confidently map coulomb forces without the influence of topology 

makes EFM and KPFM a great complimentary tool for checking observations made with more 

sensitive scan probe capacitance measurements for topology driven artifacts.   
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Figure 2.4: AFM topology (top) and EFM map (bottom) of an as-grown array of aligned 

SWNTs. Areas of blue show a strong deflection EFM signal, however there is no clear contrast 

selectivity.  

 

2.4 Scanning Capacitance Microscopy 

Scanning Capacitance Microscopy (SCM) is a contact mode scan-probe technique that 

utilizes a capacitance sensor connected to the probe to detect spatial changes in the sample’s 

electronic capacitance, which can be correlated to the spatial distribution of doping and static 

charge beneath the tip [12]. Scanning Capacitance Microscopy detects the electronic properties 

in a material by forming a capacitor geometry that behaves like a parallel plate capacitor, where 

the sample is the dielectric medium and the conducting plates are the tip and a ground plane 

under the sample. A capacitance sensor, which can be made from a LCR resonator, is 

implemented in series with the tip and sample to detect spatial variations in capacitance [12]. An 

AC tip bias, typically <10MHz, drives a oscillating capacitance signal which is demodulated via 

a lock-in amplifier to obtain dC/dV phase and amplitude data [12]. The capacitance signal is 

measured across the entire thickness of the sample from the tip to a ground plane on the backside 
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of the sample. For SCM the signal observable, dC/dV, defined as the slope of the C-V curve, 

comes from driving carriers in and out of the conduction band using the tip potential. The 

amplitude of the dC/dV signal can be correlated to the doping concentration and the built-in 

potential and regions of space charge can be mapped by applying DC bias to offset the flat-band 

voltage shift in the C-V curve [13,14]. The C-V curve response to doping and built-in charge this 

is illustrated in figure 2.5.  

 

Figure 2.5: (a) Experimental data for the Capacitance – Voltage response of a semiconductor 

with differing levels of doping, the higher dope semiconductor had a smaller C-V response. (b) 

Illustration of how the C-V curve responds to built-in charge, it laterally shifts the entire curve 

along the Voltage axis (x-axis). [12,13,14] 

 

For some materials a very high tip potential is needed to achieve maximum sensitivity 

(~aF) to changes in capacitance. However, this can modify the depletion width near interfaces, 

including the tip-sample interface, and can shift the local Fermi energy level making intrinsic 

measurements difficult. Observable capacitance contrast can result from spatial changes in layer 

thickness, dielectric constant variations, built-in charge, and charge density. SCM is effective at 

measuring local changes in doping concentration in bulk electronic material systems [12]. A 

capacitance-voltage (C-V) map is easy to acquire on bulk electronic materials due to the 

comparatively large sample volume to generate a stable, average sample response. The 
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usefulness of SCM for mapping nanoscale bulk devices can be seen in figure 2.6, where different 

DC offsets reveal the space charge region for a PN junction on a sRAM sample [15]. However, 

increasing the tip potential to increase sensitivity is not always an option when trying to obtain 

insight into the material’s intrinsic properties. This is because high tip potentials can inject 

charges and cause dielectric breakdown which can permanently change the sample’s local 

electronic properties. The small volumetric cross section of low dimensional materials means its 

will have a small, sometimes negligible, influence on the measured average dielectric constant 

across the sample. Instead other variations in the capacitor’s dielectric medium, sample volume, 

such as roughness, trapped charges, and internal E-fields would act as noise, even if a higher tip 

potential used to increase sensitivity. For SCM, the lack of sensitivity to surface capacitance at 

low tip biases limits its feasibility for the characterization of low dimensional materials.   
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Figure 2.6: SCM data of an SRAM sample with different DC tip offsets. The squares are p-type 

with n-type in-between. The space charge region is shown are areas of high signal shown as 

white color contrast between the square regions. [15] 

 

2.5 Microwave Impedance Microscopy 

Microwave Impedance Microscopy (MIM), is an electrical probe cantilever based scan-

probe technique that maps changes in surface impedance using microwave reflectivity 

[16,17,18,19,20]. The probe has a built-in RF transmission line that extends down the cantilever 

and to the tip apex. Since the tip apex is much smaller than the microwave wavelength, it has a 

large impedance and it creates a strong near-field. This means that when properly calibrated 

almost all the microwave power should be reflected at the tip, Γ→1, the only way for the tip to 

dissipate or transmit energy is through near-field coupling between the tip and sample surface. 
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The observable is a spatial map of the deviation from total reflection, Γ(x,y), with tip limited 

resolution. Contrast originates from spatial variations in the tip-sample impedance which is 

sensitive to the resistive and capacitive properties of the dielectric sample volume coupled to the 

tip [21].  

In a simple transmission line model, the microwave field interaction from the end of the tip 

can be characterized by the reflection coefficient: 

 = 𝑟 + 𝑖 𝑖 =
𝑍𝑠𝑎𝑚𝑝𝑙𝑒−𝑍𝑖𝑛𝑡

𝑍𝑠𝑎𝑚𝑝𝑙𝑒+𝑍𝑖𝑛𝑡
  (2.6) 

where 𝑟 is the in-phase voltage reflection and 𝑖 is the out-of-phase component, Zsample is the 

impedance of the sample surface coupled to the near-field, Zint refers to “internal circuit”, from 

the probe which is well matched to the 50 Ohm system electronics using a matching network. In 

general, Zint is much smaller than Zsample; the sample impedance is necessarily high, >>50Ω, due 

to the nanoscale volume of the near-field which is limited by the RF penetration depth and the 

size of the tip apex. This implies that the observable signal will be close to total reflection, after 

proper calibration; using this assumption one can expand equation 2.6 using a Taylor series 

expansion [22]. In equation 2.7 the observable is given by:  

(𝑥, 𝑦) = 1 − 𝑍𝑖𝑛𝑡[2𝑍𝑠𝑎𝑚𝑝𝑙𝑒
−1 + 2𝑍𝑠𝑎𝑚𝑝𝑙𝑒

−2 +⋯] ~ 𝑍𝑠𝑎𝑚𝑝𝑙𝑒
−1 (𝑥, 𝑦) (2.7) 

Notice that the higher order terms have a negligible effect on the reflectivity because the sample 

impedance is so high. The measured real and imaginary parts of the reflection correspond to the 

resistive and capacitive components of the sample impedance. The resistive component is 

originates from RF power leakage through the tip-sample interaction, in some experimental 

geometries it is sensitive to changes in surface conductivity. The real part of the reflection 

couples strongly to metallic structures that absorb RF power and/or extend the RF transmission 

line to radiate more power. The imaginary part of the reflection is sensitive to the capacitance 



56 
 

component of the sample impedance, which is highly sensitive to coulomb interactions unique to 

the tip-sample geometry. Developing an analytical and physical model for tip-sample interaction 

is essential for the analysis of MIM data. In most cases, we can assume no significant tunneling 

through the tip for non-metals, unless there is direct conductive pathway to ground. Sensitivity to 

surface conductivity is possible, but in our model we neglect the dissipative term, 𝑅𝑒[𝑍𝑠𝑎𝑚𝑝𝑙𝑒] =

𝑅𝑠, in equation 2.8; we assume only the capacitive coupling contributes significantly. Hence, the 

observable RF reflectivity will be dominated by and linearly proportional to the sample 

capacitance, Cs. The sample impedance given by equation 2.8, it is a good start for interpreting 

the MIM data after calibration, discussed later in the chapter 2.  

𝑍𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑅𝑠 −
𝑖

𝜔𝐶𝑠
→ 𝛤𝑖(𝑥, 𝑦) ~ 𝐶𝑡𝑖𝑝−𝑠𝑎𝑚𝑝𝑙𝑒(𝑥, 𝑦)  (2.8) 

MIM has a high sensitivity (~aF) to subtle changes in electrical properties and a low 

surface penetration depth when operating at low RF power, which limits the detection range of 

the microwave “near-field” to just below the tip apex. The two primary origins of contrast are 

changing permittivity and electron density on the surface. This contrasts with Scanning 

Capacitance Microscopy (SCM) which directly probes changes in capacitance across the entire 

sample thickness using a high voltage sinusoidal tip potential [23]. The major advantage of MIM 

for nanoscale electronic material characterization is the low penetration depth of the near-field 

which makes this technique is most sensitive to the electronic properties near the sample surface. 

This is important for maximizing the signal contributions of nanoscale materials relative to their 

bulk substrates. MIM also uses lower power than SCM since the tip-sample capacitance coupling 

to the microwave near-field is much shorter range; in contrast, high power is needed for SCM to 

capacitively couple across the sample thickness. Capacitance coupling at microwave frequencies 

is unique because it is not a sensitive to all coulomb forces, only mobile charges that are fast 
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enough to react to the high frequency oscillation without damping couple strongly to the 

microwave signal. In other words, free mobile charge carriers can couple strongly, however, 

bounded charge carriers couple according to the material’s frequency dependent dielectric 

constant and static charges don’t couple at all. This implies that typical electronic material 

characteristics such as dopant density, ionized defects, and built-in charge cannot be measured 

directly. Only the mobile carrier density distribution resulting from morphological and electronic 

phenomena can be revealed.  

The MIM-AFM system used for this research is composed of an Asylum MFP3D AFM, 

PrimeNano MIM electronics, a tip holder connected to a matching network via a coaxial cable, 

and a specialized MIM tip. MIM is conventionally done in contact mode where the tip remains in 

direct contact with the sample for the entire scan period. A matching network allows for the 

transmission of a low power RF signal, (-10dB at 3 GHz) to the apex of the tip by connecting the 

probe to RF reflectometer electronics which converts the microwave reflection at the tip into 

data. The signal is reflected from the sample-tip interface and coupled into an RF Mixer which 

resolves the in-phase reflection, 𝛤𝑟, and the out-of-phase reflection, 𝛤𝑖 in data channels that are 

isolated and mapped independently. The RF electronics returns the in-phase and out-phase 

components of the reflection in the form of arbitrary voltage changes in the I and Q channel as 

seen in figure 2.7. The AFM controller spatially records the I and Q values along with the AFM 

topography data. The desire reflection information is from the apex of the tip, but there is an 

impedance change between the tip and measured frame of reference from differing path lengths 

of the incident and reflected signals and impedance mismatch between the matching network and 

the tip. This shift in the frame of reference leads to a phase mismatch between the I and Q 
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channel and the desired S11 reflection observable. A calibration must be done in order to isolate 

the real and imaginary parts of the reflection signal.  

 

Figure 2.7: Simplified Diagram Showing the signal pathway in MIM. 

 

MIM is a qualitative technique that can only measure spatial changes in signal so 

normalizing and optimizing the observable contrast using a calibration standard is essential. The 

calibration is done by imaging a sample with areas of different capacitive properties and similar 

carrier mobility or conductivity, such as Alumina (Al2O3) dots on SiO2 which are both insulators 

with differing dielectric constants. Since the contrast is only caused by capacitance changes, the 

mixer’s phase offset can be tuned until all the signal is in either the I or Q channel, the 

orientation of the capacitance channel, imag(Γ), can be assigned to the acquired data. After 

proper calibration both the resistive and capacitive channels are isolated and can be mapped 

spatially and displayed independently providing different information about the sample. The 

calibration standard is also an important way to benchmark the SNR of the experimental setup.  
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Figure 2.8: Diagram showing the basic concept behind using a calibration sample to correct for 

shifts in the frame of reference. 

 

There are two primary noise contributions that limit the SNR the environmental drift and 

the quality of the probe connection to the matching network. Environmental signal drift, or 

background capacitance, is noise contribution from changing local temperature and humidity; 

this can be mitigated by using a stable experimental setup with proper shielding and by taking 

small, quicker images. However, this form of noise creates a dynamic background signal and 

effects the extrinsic properties of the sample-tip interaction, which limits the ability to obtain 

quantitative data in ambient conditions. As seen in figure 2.9, there is a physical coaxial 

connection that extends from the tip to a contact pad which couples to the tip holder matching 

network. The presence of parasitic capacitances and resistances along the delicate transmission 

path, such as dirt on the contact pad or damage to the probe’s shielding layer, can attenuate the 

RF signal which diminishes the SNR.  
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Figure 2.9: Image of MIM-AFM setup. Probe showing the tip connected to a contact pad via a 

built-in coaxial. SEM images of tip of a MIM-AFM probe. 

 

The MIM tip behaves like a RF nanoantenna, there is an inverse tradeoff between tip 

sharpness and S/N [24]. In figure 2.10, simulations clearly show that the microwave reflection 

sensitivity increases with larger tip apexes [25]. Simply increasing the RF power would increase 

both the signal and the noise floor, so for very sharp tips there is a tradeoff between SNR and 

spatial resolution. This emphasizes the importance of developing higher quality coaxial probes, 

more sensitive RF detection electronics, and novel imaging schemes to improve the resolution 

and sensitivity of MIM. 

 

Figure 2.10: Simulation data showing the reflection dependence on tip size. Notice that the y-

axis is plotted in log form implying that there is significantly more contrast (signal difference) 

available for moderately larger tips [25]. 
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The desired observable capacitance data can be in either the I or Q data channels with a 

positive or negative linear correlation to the imaginary reflection data, since it is possible for the 

mixer to be exactly 180 degrees out of phase. The orientation of the reflection channel can be 

accounted for by considering that the alumina has a higher dielectric constant, 9.7, compared to 

SiO2, 3.9, so it will have a higher capacitance. Recording the calibration sample image is a 

reliable way of ensuring adequate SNR and proper phase calibration. In figure 2.11, a high 

quality MIM-AFM image of the calibration sample shows the potential to map capacitance with 

high sensitivity electronic properties on the sample surface.  

 

Figure 2.11: 3D capacitance/topography overlay of Alumina Dot used for Calibration.   

 

2.6 Optical Near-Field AFM 

Optical Spectroscopy is a common way to measure material composition by detecting 

spatial changes in optical behavior resulting from chemical and structural variation on the 

sample. The fundamental drawback of optical spectroscopy is the diffraction limited resolution 
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which limits the ability to acquire detailed data maps of nanoscale materials. Recent 

developments in spectroscopy utilize the tip limited resolution of AFM to overcome the 

diffraction limited resolution of optical spectroscopy. This scan probe approach to optical 

spectroscopy is called scanning near-field optical microscopy (SNOM). The idea is to couple the 

incident laser light to a very sharp AFM tip to induce an optical near-field with an enhanced 

electric field directly below the tip apex. This method can vastly improve the resolution of 

optical spectroscopy beyond the diffract limit by spatially mapping the signal response to the tip 

location. Since the measured signal is dominated by the light-matter interaction directly under 

the tip, the resulting map of the optical response will have tip limited resolution.  

The tip enhanced near-field is a result of the incident laser’s interaction with surface 

plasmons on a metal AFM tip. For SNOM imaging, polarized, coherent laser light interacts with 

the free electrons on the surface of a metal tip with a sub-diffraction radius of curvature. The 

incident optical E-field couples to free electrons on the tip’s surface inducing carrier motion like 

an oscillating dipole. These moving charges, called surface plasmons (SP), have a physical 

oscillation wavelength determined by the wavelength of the incident light and the dielectric 

constants of the tip, surrounding fluid (air), and sample. For SP’s, the kinetic energy from 

electron motion is converted to electrostatic potential energy when the charge carrier approaches 

its maximum displacement from equilibrium. The SP’s the potential energy is stored as a dipole 

resulting in spatial variations in charge density; the highest charge density occurs around the 

electrostatic potential energy maxima at the oscillation nodes spaced a wavelength apart [26].  

The SP dipole creates a local E-field outside of the metal surface at the same frequency as the 

incident light. When the surface plasmon is localized to an area smaller than its natural 

oscillation wavelength the moving charges are forced into a smaller area, such as the tip apex or 
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the edges of a metal nanoparticle, as all the kinetic energy is converted to electrostatic potential 

at the spatially confined edges. This increases the local charge density and electrostatic potential 

in the spatially confined region compared to an infinite metal surface; the strength of the 

resulting quasi-static E-field can be determined by taking the spatial gradient of the electrostatic 

potential. Since the spatially confined edges have the highest electrostatic potential (volts) and it 

quickly falls off at the center of the SP, where the kinetic energy at its maximum, and in regions 

with a larger surface, the potential gradient (E-field) is largest in the regions with the most spatial 

confinement [26,27]. This implies that the strength of the resulting SP E-field (V/m) can be 

greatly enhanced on the sharpest edge of a non-symmetrical metal surface such as the sharp tip 

apex when the polarization of the incident light is properly oriented relative to the tip geometry 

[27]. Light emitted by the SP E-field, known as a surface plasmon- polariton, should be the same 

as the incident light except with a notable short-range, near-field enhancement. The apex of a 

metal AFM tip for our experiments is ~25nm which is much smaller than the wavelength of the 

incident optical laser light in the infrared. This enhances the amount of signal available from the 

light-sample interaction due to the higher light intensity directly under the tip. Also, it ensures 

that most of the detected signal is coming from the sample surface coupled to the near-field just 

below the tip apex, the contribution of the far-field signal is greatly reduced which improves 

SNR. When the photodiode detects the backscatter from the light-sample interaction, it can be 

spatially correlated to the tip position which implies that the spectroscopy data has tip limited 

resolution. In figure 2.12, an optical simulation shows the enhancement effect of a polarized 

optical E-field incident on a sharp gold tip.   
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Figure 2.12: This image is a finite element simulation of a sharp gold tip in a polarized E-field, 

the polarization direction is noted in the lower left corner [28]. 

 

The size and geometry of a tip has a large effect on the tip-enhancement effect, hence 

non-uniformities in tip size and shape may have a notable effect on the precision of the 

spectroscopy data. Irregularities in tip shape can occur within one batch of tips and subject to 

changing geometry during an AFM scan from tip broadening and contamination. For our 

experiments, we utilize a mid-IR laser source which has a major advantage for mitigating tip 

geometry issues. The near-field effects from the tip sharpness is less sensitive to the tip’s 

geometry in the mid-IR because the wavelength of the incident light, >1um, is so much larger 

than the dimensions near the tip apex making the near-field coupling non-resonant in nature [29]. 

As a result, the near-field enhancement of the incident E-field isn’t a strong function of light 

frequency in the infrared compared to visible light. Although the tip’s overall sharpness at the 

apex is important for near-field enhancement in the mid-IR, the changing tip geometry shouldn’t 

have a large effect on the strength of the near-field. Despite this advantage, there is still enough 

variance in the tip geometry from one tip to another such that a standard calibration sample is 

needed to normalize the spectroscopy signal according to the Near-Field optical enhancement 

spectrum to acquire accurate data.  
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For our experiments, we will use SNOM with a mid-IR laser source to map spatial 

changes in dielectric constant and free carrier density. The observable contrast originates from 

the change in local reflectivity, R, detected as the backscattered signal at the resonant frequency 

of the plasmonic free-carrier oscillations in the mid-IR [30,31]. The reflectance observable has a 

nonlinear response to the sample’s index of refraction, Z, which is correlated to the local 

dielectric properties according to equation 2.9 [32]. For materials with a high carrier density, 

such as doped semiconductors and metals, the dielectric constant at infrared frequencies is 

linearly correlated to the local free carrier concentration, n, according equation 2.10 which was 

derived using the Drude Model [32]. Modifications to the dielectric constant in the mid-IR 

spectrum are a result of light absorption from the polarization of bulk-plasmons at the plasma 

resonant frequency [32]. This implies that an inhomogeneous distribution of free carriers, or 

nearly free carriers in the case of doping, will result in an observable spatially contrast when 

mapping reflectivity in the mid-IR spectrum.  
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We were able to improve the sensitivity of SNOM using a sophisticated interferometer to 

isolate backscatter signal from the near-field interaction from the unwanted far-field signal. The 

total observable signal has a large contribution from the far-field backscatter, originating from 

the diffraction limited laser spot which is much bigger than the tip, and the near-field 

backscatter, originating from the localized light-matter interaction beneath the tip. The 

contribution of the near-field signal is maximized when the tip is touching the surface and drops 

rapidly as the tip-sample distance increases. When operating in tapping mode, the near-field 
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signal is modulated at the resonant tapping frequency of the AFM cantilever [31]. A 

heterodyning modulation scheme is used to isolate and eliminate the far-field signal contribution 

to improve sensitivity and SNR. The mirror’s position in the interferometer is modulated to 

create modulated phase interference. The power of the incident laser is modulated at the mirror 

frequency by oscillating between constructive and destructive interference. Both the near-field 

and far-field signals are modulated at the mirror frequency, but only the near-field signal is 

modulated at the tip frequency. After demodulating the measured backscatter signal, several sub-

bands in the frequency domain arise which correspond to fbackscatter(n,m) = n*fcantilever ± m*fmirror, 

where n and m are integer modes [31]. The sub-bands where n>1 will be dominated by the near-

field signal with the additional contribution from the far-field signal being the same for all m 

values. Taking the signal difference between fbackscatter(2,1) and fbackscatter(2,2) eliminates the 

remaining contribution of the far-field signal which greatly improves the resolution, SNR, and 

sensitivity of the SNOM technique [33].  

 

 

Figure 2.13: This shows a simple schematic of the SNOM system used in this research [34]. 

 

Previous experimental studies in literature allude to the success of mapping electronic 

character on semiconducting nanowires using SNOM in the mid-IR and utilizing a heterodyne 
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modulation scheme [35]. In figure 2.14 the dopant profile of a ZnO nanowire shows contrast 

between the Sulfur doped region in-between two undoped regions [36]. The potential for using 

SNOM-IR to map electronic structure is evident and appealing.  

 

Figure 2.14: Simple schematic showing the SNOM-IR measurement technique on doped ZnO 

nanowires (left). High resolution SNOM-IR image of doped ZnO nanowire clearly showing 

doping contrast [30,29]. 
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CHAPTER 3 

ELECTRICAL SCAN PROBE MICROSCOPY OF PERIODIC DOPING IN PLANAR 

GALLIUM ARSENIDE NANOWIRES 

 

Significant portions of this chapter were published as “Direct electrical probing of 

periodic modulation of zinc-dopant distributions in planar gallium arsenide nanowires.” Seabron, 

E., Choi, W., Mohseni, P.K., Kim, J.D., Gokus, T., Cernescu, A., Pochet, P., Johnson, H.T., 

Wilson, W.L. and Li, X., ACS Nano 11.2 (2017): 1530-1539. Reproduced with permission from 

the journal. The scan probe characterization and physical model analysis for the interpretation of 

the results were the primary contribution by the author. Other results presented in this chapter, 

including the GaAs nanowire growth and Density Function Theory, were the outcomes of close 

collaborations and joint work with collaborators. 

 

3.1 Introduction  

The potential use of nanowire (NW) structures as active components in a multitude of 

emerging devices is by now well explored [1-8]. The unique sub-set of planar NWs, assembled 

with lateral alignment along the substrate surface, is gaining considerable research interest due to 

its excellent material quality and planar processing compatibility [9-13].   

 Planar NWs, or NWs grown via the selective lateral epitaxy (SLE) approach, are 

catalyzed by metal nanoparticles according to the vapor-liquid-solid (VLS) or vapor-solid (VS) 

mechanism  [10-13]. One obvious benefit of this technique is the ability to fully exploit 

conventional planar fabrication technology to realize NW based devices [14,15]. For this study, 

the most notable advantage of this growth mode is the unique ability to form lateral junctions 
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including p-n junctions and heterojunctions in-situ as the NW growth proceeds in-plane along a 

given crystal orientation. The simplicity through which lateral doping profiles can be defined 

spatially during planar NW growth can be applied to various electronic device including FETs, 

photodetectors, solar cells, and LEDs [1-8]. Examples of device applications in nanoelectronics 

that employ the SLE growth technique include, metal-semiconductor field-effect transistors 

(MESFETs) and metal-oxide semiconductor field-effect transistors (MOSFETs) with single 

GaAs NW channels, GaAs NW array-based high electron mobility transistors (HEMTs) with 

record-setting DC and RF performance, simple circuits such as amplifiers, and gate-all-around 

(GAA) MOSFETs utilizing heteroepitaxially-grown planar InAs NWs on GaAs substrates 

[5,13,16,17,18]. The challenge is analyzing the electronic profile with high sensitivity and 

resolution for process optimization and device physics. Accurate control over the formation of 

specific dopant distribution profiles requires the use of precise and non-destructive methods for 

the characterization the profiles.    

Several methods exist for the determination of dopant distribution profiles in 

semiconductor NW, including secondary ion mass spectrometry (SIMS) and three-dimensional 

(3-D) near-atomic-scale spatial resolution via atom-probe tomography (APT) [19-26]. These 

methods have the advantage of quantitatively determining the chemical concentration of the 

dopant impurities. However, they are also destructive in nature and don’t provide any insight into 

device morphology and transport properties. Non-destructive electrical scan probe techniques, 

have been explored for the qualitative study of various electronic nanomaterials including 

nanowires [27-37]. Novel methods must be explored to overcome inherent issues that limit 

sensitivity to very small electronic perturbations at the surface such as doping distributions [27–

37].  
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Microwave Impedance Microscopy (MIM), which uses a specialized co-axial cantilever 

to transmit a low power (~10 dB) localized microwave signal to the tip, has the potential to 

achieve unprecedented high sensitivity without risking modifying the intrinsic properties of the 

samples. It has been demonstrated as a powerful non-destructive method for the measurement of 

carrier concentrations [38,39]. Infrared scanning near-field optical microscopy (SNOM-IR) 

technique can spatially map IR absorption, the light is focused on the sample via a tip induced 

near-field effect allowing for sub-diffraction tip-limited resolution [40]. Drude absorption 

dominates the mid-IR absorption in highly doped semiconductors and metals, based on the 

model the observable contrast is dominated by changes in mid-IR absorption directly related to 

the free carrier concentration distribution introduced by the dopants [41–43]. This method has 

shown promise in providing dopant profile measurements on NW and nanotube structures [39]. 

Electric field microscopy is a non-contact technique that is sensitive to any coulomb forces that 

strongly contribute to the tip-sample interaction. It has the advantage of absolutely decoupling 

the topology data from the electrical mapping data while still simultaneously getting both 

information and requires a relatively simply experimental setup and widely available conductive 

AFM probes. 

In this chapter, we will exploit these two state-of-the-art nanoscale resolution techniques, 

sMIM and SNOM-IR, to investigate the effects of the distribution of Si (n-type) and Zn (p-type) 

impurity dopants on the carrier concentration within the individual SLE-grown multi-junction 

GaAs NWs. We implement a tip voltage modulated variant of MIM called MIM2 to directly 

probe for spatial changes in impurity dopant concentration. By directly correlating the AFM 

topography, MIM, MIM2, and SNOM-IR mapping of corrugated p-type sections, we show the 

preferential incorporation of Zn-impurities at the location of twin planes valleys formed within 
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the corrugated segments. We developed an analytical and physical model of the twinned planes 

based on the TEM analysis and DFT modeling, which shows favorable binding energetics of Zn 

dopants at twin planes compared with undoped twins, supporting the physical observation of 

corrugated sections in twinned planar GaAs NWs upon heavy p-type doping. The model 

completely agrees with the observed trends in the electrical-topographical mapping data, which 

is verified using EFM analysis as a control for topography and electrical data cross-talk.  

 

3.2 Electron Microscopy Analysis 

Post-growth inspection was performed using an SEM, to observe physical defects on the 

nanowire surface, and TEM to look for possible crystal defects inside the nanowire. Here we 

want a high resolution image of how doping effects the nanowire’s crystal structure. To do so we 

modulated the doping incorporation during the MOCVD growth and imaged the nanowire after 

growth. Figure 1 shows a multi-p-n junction planar GaAs NW and the corresponding flow 

modulation used during growth. Figure 3.1a shows a top-view SEM image of the entire NW 

(~18 µm long and 250 nm in diameter), with 8 distinctly doped n- or p- segments (as labeled) 

and the Au seed particle at the tip of the NW on the far right, and the corresponding switching 

(on/off) of the MOCVD growth precursors during the multiple junction formation. The 

periodically corrugated structure in the p-type segments is clearly visible in the SEM image due 

to an increased yield of secondary electrons from the terraced surfaces in these regions. Figure 

3.1bc show higher magnification, 45° tilted-views of the third p-n junction (counted from base to 

tip, from Si- to Zn-doped) segment and the Zn-doped segment near the NW tip, respectively. 

Periodically corrugated morphology is only observed on the Zn-doped segments, whereas the Si-

doped region shows a smooth morphology (left-hand side of image in Figure 3.1b. The formation 
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of periodic structural perturbations caused by p-type Zn and C impurities in GaAs planar NWs 

has been reported before; for details regarding the crystal structure, the effect of seed particle 

size on twin periodicity, and evidence of dopant incorporation via electrical device 

characterization, the readers should reference [44]. As shown in the TEM image in Figure 3.1d, 

the corrugation corresponds to the occurrence of twin planes (indicated by black arrows), which 

sit between the protrusions (red arrows) in the periodic surface topography. Accurate physical 

measurements of crystal morphology are used to construct the physical model to interpret 

electrical mapping data and to formulate an analytical model. This is essential to answering the 

long-standing research question of doping uniformity and its relationship with twin plane defects 

in planar, in-situ doped NWs. 
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Figure 3.1. Growth scheme and structure of a planar GaAs nanowire with multiple lateral p-n 

junctions. (a) Top-view SEM image of a planar multi-junction GaAs NW containing alternative 

n- and p-doped segments, as labelled above the NW.  Normalized MOCVD precursor flow rates 

are superimposed for TMGa (black), AsH3 (red), Si2H6 (blue), and DEZn (green). (b) and (c) 

show 45° tilted-view images of the 2
nd

 axial n-p junction and the p-type segment before the tip of 

the same NW, where the corrugated faceting morphology of the p-layer is clearly visible. (d) 

TEM image (adapted with permission) showing the twin planes (black arrows) between the 

ridges (red dashed arrows) in a Zn-doped planar GaAs NW segment.  

 

 

 



77 
 

 

3.3 Microwave Impedance Microscopy (MIM) Analysis 

All our purposes all MIM analysis was done on as-grown planar GaAs NW samples in a 

contact mode scanning geometry. For MIM-AFM experiments the microwave signal propagates 

from the source (-10dB, 2.7-3.3GHz) to the apex of the coaxial tip where a portion of the signal 

is reflected back according to the sample impedance. The observable contrast is the imaginary 

part of the microwave reflection signal is proportional to the tip-sample capacitance (Chapter 2). 

For nanoscale 3-dimensional (bulk) semiconductors the measured capacitance comes from 

charge stored in the metal-semiconductor junction formed in the contact mode geometry [38]. 

For a contact mode scanning microwave impedance microscopy (MIM) measurement, the metal 

tip directly contacts with the semiconductor surface (GaAs nanowire) to form metal-

semiconductor (M-S) junction as illustrated at figure 3.2. By applying bias between tip and metal 

plane, M-S junction capacitance (Csurf) is stored via a depletion of charge at the interface 

between metal tip and semiconductor NW. Csurf can be calculated as: 

𝐶𝑠𝑢𝑟𝑓 =
𝜀𝑠

𝜆𝐷
= √

𝑞𝜀𝑠𝑛∗

𝑉𝑡
~𝑛

1

2  (3.1) 

Where ɛs, λD, n*, Vt, and n are permittivity of semiconductor, Debye screening length under the 

tip (not to be confused with Debye length from homojunction), carrier concentration of charges 

involved in screening, thermal voltage, and free carrier concentration respectively. We can 

assume that the observable MIM capacitance is sensitive to the spatial changes in free carrier 

concentration near the NW surface. It is worth emphasizing that mobile carriers, electrons and 

holes, in the presence of a strong electric field creates a dipole which may spatially confine them 

enough such that do not behave like free carriers (n). Spatially confined mobile carriers should 

not couple as strongly to the microwave E-field as truly free carriers because their resonant 
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oscillation dynamics are dampened by the static dipole contribution. For equation 3.1, this is an 

important distinction when interpreting which carriers will be involved in screening (n*); these 

considerations will directly affect the observable surface capacitance. 

 

Figure 3.2: Simplified schematic of the contact mode sMIM. Metal tip is directly contacting 

with the surface of sample (GaAs NW) to detect M-S junction capacitance (Csurf). The magnified 

geometry of the M-S junction is shown in box. The depletion region (remarked as darker color) 

is formed in GaAs NW at the bottom of the metal tip along with Debye length (λD) to form Csurf.    

 

A major advantage of MIM-AFM measurements is the ability to directly correlate 

accurate topology and free carrier distribution which can reveal morphology driven electronic 

phenomena. Figure 3.3 shows a free carrier concentration color map overlayed on to a 3D 

topology image of a single PN junction NW. The data was purposefully taken with a broad MIM 

tip to maximize the capacitance SNR at the cost of resolution. The image shows small areas of 

high capacitance in the valleys of the corrugated region surrounded by larger regions of low 

capacitance. Linecuts taken parallel to the NW axis was taken to align the relative MIM 

capacitance signal and AFM topology data to reveal morphology correlated trends. The 

capacitance peak is particularly strong and easily distinguishable at the interface where the ridges 
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begin to form. Similar observations of morphology correlated electronic structure is repeated 

throughout the analysis of this chapter.      

 

Figure 3.3: (left) Color Map of MIM capacitance overlayed on a 3D AFM image, the arrow 

points to the direction of nanowire growth. (right) Linecuts taken parallel to the white dotted line 

to correlate MIM and topology data.   

 

Figure 3.4a shows an AFM topography map of an 8-segmented, multi-p-n junction planar 

GaAs NW (the SEM of the same NW was shown in Figure 3.1a), where the in-plane dimension 

is in units of micron (µm) and the height (shown as color contrast) is in units of nanometers 

(nm).  The taller regions (orange-tone) are the p-type segments because of the twinned structure 

and the purple-toned regions represent the n-type segments. In all Figure 3.4 panels, the dotted 

arrows point to the NW tip (growth front where the Au particle is located). Figure 3.4bc show 

2D color maps of the topography and the corresponding capacitance, respectively, of the 

corrugated p-doped segment in the region outlined by a dashed line box in figure 3.4a. The taller 

corrugated twins appear as regions of higher brightness, with a height difference of 

approximately 25 nm. Notice that the areas with the lowest capacitance (darker blue tone) are 

precisely located in the distinct corrugation peak regions. The high capacitance detected at the 

edge of the NW come from the geometrical artifact of MIM and existence of highly Zn-doped 
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GaAs parasitic thin film under the NW (discussed in more detail later in chapter). The correlation 

between topography and capacitance can be better viewed in figure 3.4d, line scans of the 

topography and capacitance (imaginary reflectance or MIM-Im) as a function of position along 

the NW axis, where the variation in AFM height (top, red curve) and the capacitance (bottom, 

blue curve) are plotted.  The vertical black dotted lines serve as guides to mark the one-to-one 

correlation of the tallest region of the corrugated p-segment with the valley of capacitance signal, 

while the solid black arrows denote notable capacitance increase beyond the baseline in the 

twinned notched regions between the corrugations in the p-type segments. Note that there is also 

a local maximum in the valley of capacitance (center of the vertical lines). These observations 

provide for the first time spatially resolved evidence at the nanometer scale that the distribution 

of carriers (holes) in the Zn-doped GaAs NWs is not uniform electrically, and indicate that there 

is an accumulation of free carriers at the twin-plane defects regions and a depletion of free 

carriers at the corrugation peaks.    
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Figure 3.4:  MIM imaging and line-scans of the Zn-doped segment of a p-n junction NW. (a) 

AFM topography image of the full NW, the white box represents the region of interest. (b) 

Topography and (c) MIM capacitance images. (d) Height (red) and capacitance (blue) linescans 

obtained along the length of the NW segments shown in (b), (c).  Dotted, vertical lines mark the 

center of the visible corrugation peaks. The dashed horizontal line shows the base line 

capacitance level. Solid black arrows indicated the regions of Zn accumulation (p+ regions) 

corresponding to the location of twin-planes in the p-type segments of the planar NWs.  All 

dotted arrows point in the growth direction of the NW.  
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In the MIM2 measurement, the Fermi energy level at the surface is influenced by the tip 

bias modulated at a fixed frequency (~90 kHz); the tip bias has a fully offset sine wave form that 

oscillates between 0 and Vtip [39]. The experimental geometry for measuring the differential 

capacitance via MIM2 is similar to that of Scanning Capacitance Microscopy (SCM) where the 

tip-semiconductor interface forms a gating structure that when biased can cause population 

inversion or depletion directly underneath the tip. The simple interpretation of the capacitance 

signal is that it mimics semiconductor C-V curves which has been shown, in previous 

experiments with SCM, to have weaker voltage dependence at higher doping concentrations [45–

47]. Since we are measuring a differential signal the average slope of the C-V curve from V = 0 

to Vtip gives rise to the observed MIM2 signal. By applying the tip bias, it is possible to 

compensate for the internal fields in a carrier depletion region; the charge stored in the region 

from ionized dopants and excess charge carriers manifests as a flat-band voltage shift in the C-V 

curves such that a stronger bias is needed to achieve a notable change in the population of free 

carriers (i.e. population inversion or accumulation) [48,49]. We hypothesize that both the overall 

dopant concentration and the presence of internal E-fields (space charge) will impact the MIM2 

response. In figure 3.5, there are three spatial profiles of capacitance images (overlaid with 

topography) obtained from the same single junction NW on the Zn doped side of the p-n junction 

under conventional MIM (grounded tip) and MIM2 with a Vtip of -3V and -9V, respectively. 

Figure 3.5d shows the corresponding line scans, including AFM topography, as labeled. Note 

that shown in figure 3.5bc are the differential capacitance under the corresponding bias where 

the dark blue color indicates near zero response to the modulated tip voltage, while green to 

yellow color shows increasing sensitivity to the modulated voltage. At Vtip = -3V (figure 3.5b), 

the modulated tip bias shows minimum effect on the measured capacitance everywhere except a 
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small area in the center of the lower doped flatband region, while at Vtip = -9V (figure 3.5c), 

dramatic localized changes in capacitance can be seen everywhere except the highly doped p+ 

region. For instance, L1 (the valley in the periodic topography corrugation as indicated by arrows 

in figure 3.5), is characterized by the clear increase in MIM capacitance and a lack of MIM2 

response observed; while L2 (the center of the peak region in the periodic topography) shows a 

localized maximum in the MIM capacitance and a strong peak in MIM2 especially under the 

higher modular tip bias (Vtip = -9V). 
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Figure 3.5: Conventional MIM and Tip Voltage Modulated MIM (MIM2) of the Zn doped 

segment of a single-p-n junction planar GaAs NW.  
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Figure 3.5 (cont.): (a,b,c) Overlay of data represented in color onto a 3D view of NW 

topography. Dotted arrows in figure (a) and (b) indicate the growth direction of NW. (a) Contact 

mode MIM color scheme. All MIM2 data was taken with a tip modulation in sine wave form 

varying between 0 and Vtip at 90kHz; they both have the same color scale where areas with zero 

response are dark blue and higher sensitivity to the modulated voltage are shown in yellow. (b) 

MIM2 data taken at Vtip = -3V (c) MIM2 data taken at Vtip = -9V. (d) Plot of several line cuts 

down the axis of the NW corresponding to the topography (top, left axis, red), MIM trend 

(middle, right axis, blue), and MIM2 numerical data offset to zero (bottom, left axis, green and 

purple). Arrows and vertical lines mark interesting phenomena that consistent across all the data 

forms: L1 is a potential well formed from the highly Zn doped p+ region in the notches and L2 is 

the flat band region that exists at the center of the peaks. 

 

3.4 Infrared Scanning Near-field Optical Microscopy (SNOM-IR) Analysis 

Infrared near-field maps of individual NWs were acquired by utilizing a SNOM 

microscope with a tunable continuous-wave CO2-laser (Access laser) at a frequency of 884 cm
-1

 

was focused on metal coated AFM tip with an apex radius of approximately 20 nm. Our setup 

was able to simultaneously acquire the topology and absorption amplitude and phase maps of the 

NWs using a heterodyne modulation scheme to isolate only the near-field components under the 

tip, the details of the optical signal processing technique can be found in chapter 2 [40]. 

According to the Drude model, the optical absorption in the mid-IR is proportional to the free 

carrier concentration (refer to chapter 2). Our observed contrast is the surface’s free carrier 

distribution making mid-IR SNOM characterization a complementary method to MIM for 

electronic property mapping [43]. 

For comparison, optical amplitude and phase images generated via SNOM-IR mapping 

along the same segment of the NW of interest are shown in figure 3.6. In the SNOM images, we 

observe an increase (decrease) in local intensity of optical amplitude (optical phase) in regions 

adjacent to the three notches, indicative of a rise in scattering as expected from an excess of free 

charge carriers consistent with a simple Drude absorption model [43]. Thus, the MIM and 
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SNOM results are consistent and point to preferential localization of Zn dopant impurities along 

the twin planes in the p-type NW segments. The analysis of linescans obtained from SNOM 

experiments performed under an 884 cm
-1

 excitation frequency. Figure 3.6ace show topography, 

optical amplitude, and optical phase images, respectively, of the same multi-n-p planar GaAs 

NW. The black solid line in (a), highlighted by the white border, marks the location where the 

corresponding topography, amplitude, phase profiles where obtained, as shown in (b), (d), and 

(e). In direct agreement with sMIM results, increased scattering from free charge carriers is 

qualitatively represented by maxima in the optical amplitude profile, and by minima in the 

optical phase profile, which both coincide with the location of twin-planes (regions between 

notches, observed as minima) in the topography linescan. It is worth noting that the qualitative 

trends of the SNOM data match very well with that of the sMIM data in figure 3.4, which 

highlights the power of SNOM as a complementary technique and the validity of our previous 

MIM observations.  
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Figure 3.6: SNOM-IR mapping of multiple p-n planar GaAs NW at an IR laser frequency of 884 

cm
-1 

(11.31 µm wavelength). (a) AFM topography scan and (b) corresponding axial linescan. (c) 

Near-field amplitude image (S4), directly correlated to the free carrier concentration, and (d) 

corresponding axial linescan. (e)Near-field phase image and (f) corresponding axial linescan. All 

linescans were obtained along the black line, highlighted by the white border, in (a). The white 

and black arrows in (a) and (b) indicate the NW growth direction, respectively.                                         

 

3.5 Physical Model 

Based on the sMIM and SNOM profiles along the Zn-doped p-type NW segments, it can 

be presumed that the corrugated Zn-doped GaAs NW segment is composed of a series of p – p+  

(peak–notch) homojunctions, as illustrated in Figure 4(a) in both side-view (x-z) and top-down 

view (x-y). The areas of greater hole concentration in the twinned notches are denoted as the p
+
 

region and the lower hole concentration in the non-twinned raised areas are the p region. The 

dimensions of the p+ region (twin plane) and p region (non-twin plane) are assumed to be 4 nm 

and 246 nm, respectively, by correlating sMIM capacitance and near-field amplitude linescan 
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results with AFM topography, SEM, and TEM measurements from multiple NWs. Assuming an 

average Zn doping concentration of 1.67 × 10
18

 cm
-3

 in the NW (nominal experimental values 

based on planar control samples) and a volume fraction of 1.6% (4 nm/246 nm) for the p
+
 region, 

we estimate the doping concentration in the p region to be ~7 × 10
16

 cm
-3

 if the p
+
 region is to be 

1 × 10
20

 cm
-3

, the threshold value for twin generation based on the DFT modeling. (see 

methods). Note that all values assumed here are approximations and only used for qualitative 

trend analysis (refer to methods). Using these values of doping concentrations, the valence 

potential and electrical field spatial profiles along the NW axis can be calculated. The theory and 

MATLAB script for the a 1-dimensional theoretical model for the expected band bending along 

the backbone of a NW described by our analysis is shown with detail in the methods section.   

In the physical model, we will create a simple 1-dimensional plot of the bandbending 

along the corrugated non-uniformly doped regions of the nanowire. It will consist of a p-doped 

and p+ doped homojunction described by theoretical and experimental data. We will use 

MATLAB to perform the numerical simulation, the details of the original equation can be found 

in literature [61,62]. We first start by defining our universal constants: Ɛ = 11 is the dielectric 

constant of GaAs, VT = 0.026 is the thermal voltage at ambient temperatures, and q is the 

elementary unit charge. The estimated doping concentrations for the p and p+ side of the 

homojunction are obtained from the DFT analysis and bulk experimental results. The doping 

values used in the model are Np = 7 × 10
16

, on the p side, and Npp = 1 × 10
20

, on the p+ side. The 

function for the built-in potential and Debye screening length constant both of which are 

functions of the doping concentration [61]: 

𝑉𝑏𝑖 = 𝑉𝑇 ln (
𝑁𝑝

𝑁𝑝𝑝
)  (3.2) 

𝐿𝐷𝑝 = 1𝐸6 ∗ √
𝜀𝜀0𝑉𝑇

𝑁𝑝𝑞
   (3.3) 
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𝐿𝐷𝑝𝑝 = 1𝐸6 ∗ √
𝜀𝜀0𝑉𝑇

𝑁𝑝𝑝𝑞
   (3.4) 

The spatial dimensions of the NW doping sections obtained through TEM analysis is 

numerically plotted as a function of x along the NW homojunction (nm). According to the data 

for every 250nm there is a highly doped p+ side approximately 4nm long. The functions used for 

the relative band potential across the p and p+ region is shown below [62]. The electric field and 

charge density can be plotted by taking the first and second derivative, accordingly, of the 

potential function with respect to the x-axis. 

𝛷𝑝(𝑥) = 𝑉𝑏𝑖 ∗
𝐿𝐷𝑝

𝐿𝐷𝑝+𝐿𝐷𝑝𝑝
∗ 𝑒−𝑥/𝐿𝐷𝑝 (3.5) 

𝛷𝑝𝑝(𝑥) = 𝑉𝑏𝑖 ∗ (1 −
𝐿𝐷𝑝𝑝

𝐿𝐷𝑝+𝐿𝐷𝑝𝑝
) ∗ 𝑒−𝑥/𝐿𝐷𝑝𝑝 (3.6) 

𝐸(𝑥)~
𝜕𝛷

𝜕𝑥
 𝑎𝑛𝑑 𝜌(𝑥)~

𝜕𝐸

𝜕𝑥
  (3.7) 

𝜌(𝑥) ~
𝜕2𝛷

𝜕𝑥2
    (3.8) 

The profile can be divided into three regions, I – III, as indicated in figure 3.7b by the 

arrows. Region I represents the peak potential region centered at the p+ notch, which drives hole 

diffusion downhill from p+ to p region, leaving behind ionized acceptors in the p+ region near 

the p+-p interface. This forms an accumulation layer of holes in the p region near the junction. 

However, due to the carrier continuity of the homojunction, the p
+
 region is not fully depleted, so 

a larger number of free carriers remain in the charge neutral region of the p
+
 side. This agrees 

with the observations of high sMIM capacitance and high SNOM amplitude signals in the notch 

regions. In Region II holes are localized by the strong internal fields, forming a space charge 

region, which suppresses their contribution to coulomb screening at the sample surface just 

below the tip. Considering that holes in this region cannot be treated like truly free carriers, the 
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surface capacitance in Region II should be reduced. The steep decline in the MIM capacitance 

signal observed exactly at the onset of the topographical corrugation peak (figure 3.5d) is 

consistent with the presence of this space charge region. Region III is the quasi-flatband region 

in the lower doped p-region where the holes do not experience strong localizing E-fields; hence, 

they behave like free carriers. This model explains the small but distinct spike in capacitance 

exactly in the middle of the deep capacitance valley (figure 3.5d), which is spatially correlated 

with the center of the topological corrugation peak region. Figure 3.7c is an expanded view of 

Region I (p
+
 notch) to highlight the flat band region in the center of the potential well, where the 

charge neutrality means the holes are also free carriers, except with a much higher concentration 

than in Region III. This agrees completely with the observed capacitance peaks indicated by the 

black arrows in Figure 3.5d.  
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Figure 3.7: Physical model of the p region with twin-planes. (a) An illustration of the physical 

geometry along the NW corrugations used for numerical calculation. The blue regions represent 

areas of band bending or space regions where holes don’t behave like truly free carriers.  (b) A 

plot of the numerical calculation of the potential (blue, left axis) and E-field (red, right axis) as a 

function of x according to the figure 2a.  Three regions are identified as I, II, III represent the 

highly doped (p+) hole potential well, space charge region with high E-fields, and the lower 

doped (p) flat band region. (c) An expanded view of region I in figure 2b where a hole potential 

well is shown as an area of flat band and zero E-field centered x = 0. 
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The physical model presented above can further be supported by bias-modulated 

microwave impedance microscopy (MIM2) measurements. Based on the physical model in 

figure 3.8, we expect the space charge region (p-side of Region II) and the flatband region 

(center of the p-region, Region III) to show a strong response to high tip bias (-9V) since they 

have a smaller dopant concentration. In region III there is a flatband in the lesser p-doped region 

allowing for free carriers respond strongly to the microwave signal, this is clearly shown in 

figure 3.8. The redistribution of the free electrons by the internal E-field is the likely cause of the 

local maxima in the SNOM-IR and MIM contrast. The presence of internal E-fields in the space 

charge region (Region II) would cause a voltage shift in the C-V response which suppresses the 

differential capacitance signal at low tip bias (-3V). On the other hand, the capacitance in the 

middle of a highly doped p+ region (Region I) would be minimally affected by the tip bias 

because of the higher dopant concentration and strong local E-fields that interact with the charge 

carriers, preventing the free carriers from locally redistributing to compensate for the modular tip 

bias. The MIM and MIM2 observations are completely consistent with the physical model of 

spatial distribution of carriers in the NW presented in figure 3.7 and 3.8. 

 

Figure 3.8: Physical model illustrating how the internal electric field across of the homojunction 

redistributes the free carriers. 
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3.6 Electrostatic Force Microscopy (EFM) Analysis 

High capacitance at the side walls of the NW was also detected at the dual pass 

electrostatic force microscopy (EFM) measurement (figure 3.9), which eliminates any topology 

crosstalk lead to geometric capacitance artifacts (refer to Chapter 2). This indicates that the 

detection of capacitance contrast along the interfacial line between the NW and the substrate is a 

real detection of changing electronic properties. For the dual pass EFM, a single pass is used to 

acquire a topography scan and a second pass with a Z-offset (typically 50nm) retraces the 

original pass in non-contact mode while applying a modulated bias signal to the tip. The forces 

induced on the tip are dominated by electrostatic forces at the tip apex, which induces a 

deflection signal that is demodulated at the excitation frequency. Any contributions to the 

deflection signal based on topology coupling such as van der walls forces or surface geometric 

capacitance coupling to the tip side wall, discussed in detail in the methods section, would be 

attenuated from the Z-offset and further suppressed by the demodulation scheme. 
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Figure 3.9: Surface potential changing along the GaAs NW measured via dual pass EFM 

measurement. The detection of significant potential changes at the edge of the NW by dual pass 

EFM indicates that the free carriers exist at the interface between the GaAs NW and the 

substrate. The contrast difference between the edge of the Si-doped segment and the Zn-doped 

segment is assumed to be caused by the difference in thickness of the parasitic thin film under 

the NW between the two segments. (the thickness of highly Zn-doped parasitic film direct under 

the NW is increasing along the NW growth direction).    

 

The detection of high capacitance signal at the interface between the NW and the 

substrate, which was detected by MIM, SNOM-IR, and EFM can only be explained by the 

existence of highly Zn-doped GaAs. A parasitic thin film under the NW has been studied by 

APT measurement on a similar multiple p-n junction planar GaAs NW structure which could 

cause a shift in capacitance [26]. As multi p-n junction GaAs NW is grown continuously inside 

the chamber, highly Zn-doped thin film is grown on the substrate during each step of p-type NW 

growth process. Therefore, the parasitic thin film inevitably exists under the segments of the 

GaAs NW that were grown after the growth of p-type segments, and the film under the NW 
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cannot be eliminated after the chemical etching process (Figure 3.10). During the growth of a 

multiple p-n junction GaAs NW, the parasitic highly Zn-doped thin film is grown on the 

substrate accumulatively during each step of p-type NW growth process and the thickness 

continuously to build up as the NW length extends, as illustrated in Figure 3.10. This explains 

why the interface capacitance along the Zn-doped NW segment is higher than that of Si-doped 

segment in previously shown electrical maps (p-type NW was grown after the growth of n-type 

segment). The edge effect observed is localized so it should not affect the analysis of the periodic 

dopant distribution observed at the top surface of the NWs.  

 

Figure 3.10: Growth of n-p-n-p multiple junction GaAs NW. (a) Au seed metal is deposited on 

GaAs substrate. (b) – (e) n-p-n-p GaAs NW is grown. Highly-Zn doped GaAs parasitic thin film 

is deposited on the substrate while growing p-type GaAs NW segments. The thickness of the 

parasitic thin film increases along with the number of Zn-doped NW segments. (f) Parasitic thin 

film exists at the interface between the GaAs NW and the substrate, even after the post-chemical 

etching process. 
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3.7 Conclusions 

A spatial correlation between impurity species and defects in NWs has been reported 

previously in several studies.  Hemesath et al. showed direct evidence of impurity Au atoms and 

their preferential incorporation along the grain boundaries of Si NWs having <110> growth 

directions [50]. Prominent twinning was also observed during growth of one-dimensional, Sb-

doped ZnO nanostructures [51]. In fact, it was later shown that Sb-doping can lead to a kinking 

of the ZnO NW morphology at the site of twin planes [52].  Furthermore, dramatic changes in 

crystal structure were shown to result during Zn doping of both twinned superlattice InP and 

kinked, polytypic GaN NWs [53,54]. Lastly, we note that Chen et al. have reported on the 

localization of seed particle impurities, during In/Sb alloy-assisted growth, at twin plane defects 

in Si NWs [55]. It was proposed in their study that uniform incorporation of impurity species 

precedes their preferential segregation at the site of twin planes, and that the likelihood for 

localization at a defect site is proportional to the segregation energy of the impurity species.   

In summary, utilizing the state-of-the-art, non-destructive, tip-based scanning microscopy 

techniques, MIM, MIM2, and IR-SNOM, we have probed the dopant distribution profile in 

multi-junction planar GaAs NWs grown by Au-seeded SLE mechanism. By the one-to-one 

correlation of the topography, electrical carrier distribution, and dopant impurities scattering 

profiles, we have, for the first time, provided unambiguous evidence that Zn dopants are 

preferentially accumulated at the twin-plane boundaries. We attribute this phenomenon to an 

energy driven mechanism where having Zn impurities residing in the twin planes lowers the twin 

formation energy, as confirmed by DFT calculations.   
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3.8 Methods  

TEM Imaging 

Post-growth inspection was performed using a Hitachi S-4800 field-emission scanning 

electron microscopy (SEM) system, JEOL 2010 LaB6 transmission electron microscope (TEM) 

and the locations of individual NWs of interest were marked and mapped using an FEI Helios 

NanoLab 600i focused ion beam (FIB) system for subsequent correlation of MIM and SNOM 

data.  

 

MIM Imaging 

All MIM experiments were performed using PrimeNano Inc, Microwave detection 

electronics, tip holders, and custom coaxial tips, in conjunction with an Asylum MFP3D Atomic 

Force Microscope. All AFM-MIM analysis was done on as-grown samples in a contact mode 

scanning geometry. For this setup, the microwave signal propagates from the source (-10dB, 2.7-

3.3GHz) to the apex of the coaxial tip where a portion of the signal reflected back according to 

the sample impedance. The imaginary part of the microwave reflectivity was isolated using a 

capacitive standard calibration sample, alumina (Al2O3) dots on silicon, making the technique 

sensitive to small changes in surface capacitance (Chapter 2). The MIM-Im signal is proportional 

to the tip-sample capacitance resulting from charge stored in the metal-semiconductor junction 

formed in the contact mode geometry [38]. Other contributions to the capacitance signal such as 

thermal drift from internal electronics and environmental stray capacitance creates an arbitrary 

baseline signal that must be normalized using a linear flatten filter; this makes the technique 

qualitative in nature.   
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SNOM Imaging 

Mid-Infrared absorption maps of individual NWs were acquired by utilizing a 

commercially available SNOM microscope (neaSNOM, neaspec GmbH). Here the output of a 

continuous-wave tunable CO2-laser (Access laser) at a frequency of 884 cm
-1

 was focused via a 

parabolic mirror on to a Pt/Ir coated Si-AFM tip (Arrow NCPT, Nanoworld) with an apex radius 

of ~20 nm. While scanning, the sample below the AFM tip, we detect and analyze the tip-

scattered light using a Michelson interferometer to obtain simultaneous optical amplitude and 

phase maps of the NWs (Chapter 2). To eliminate far-field background scattering, the AFM is 

operated in dynamic mode where the tip oscillated at an amplitude of about 40-50 nm at a 

frequency ~ 250 kHz allowing interferometric heterodyne detection of the apertureless nearfield 

signal. The optical detector signal is demodulated at higher harmonics of the tip oscillation 

frequency yielding background-free SNOM-IR amplitude and phase signals. 

 

Nanowire Growth  

Nanowire growth was led by Wonsik Choi as apart of Professor Xuling Li’s group at the 

University of Illinois – Urbana Champaign Electrical Engineering Department. The information 

in this subsection was preformed and described by Wonsik Choi. Sample preparation for NW 

growth was initiated by surface cleaning of semi-insulating (SI) GaAs (100) substrates with 

resistivity of (1.8 × 10
18

) Ω·cm in a diluted solution of hydrochloric acid and deionized water 

(volumetric dilution ratio of 1:1) for the removal of surface oxide layers and residual organic 

contaminants.  Next, monodispersed Au colloids (BBI solutions) with 250 nm diameters were 

drop-cast onto the GaAs surface, and samples were loaded in a horizontal-flow configuration 

200/4 AIXTRON MOCVD reactor for SLE-NW synthesis. Prior to the onset of growth, a surface 
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oxide desorption step at 650 °C was implemented for a period of 10 minutes under an arsine 

(AsH3) flow of 50 sccm. The supply of TMGa, AsH3, Si2H6, and DEZn, precursor gasses 

provided group-III, group-V, n-type dopant, and p-type dopant growth species, respectively, 

under a constant hydrogen (H2) carrier gas flow of 5 L/min. Planar NW growth was carried out at 

a temperature of 460 °C for a total duration 160 seconds at a reactor pressure of 950 mBar. 

During growth, the supply of Si2H6 and DEZn were alternated 8 times, with dopant precursor 

flows monotonically increasing in each sequentially grown segment, resulting in the lateral 

assembly of 4 n-p (also, 3 p-n) junctions along the axial growth direction. Based on calibrations 

of GaAs (100) thin films, Si concentrations in the alternating n-type segments are estimated as 

1.63 × 10
17

, 4.47 × 10
17

, 4.71 ×10
18

, 9.45 × 10
18

 cm
-3

, while Zn concentrations in the alternating 

p-type segments are estimated to be 1.67 × 10
18

, 3.33 × 10
18

, 5.33 × 10
18

, 6.00 × 10
18

 cm
-3

, from 

NW base to tip. Growth was terminated after the formation of the final p-type segment through 

the cessation of TMGa and DEZn supply, and the samples were cooled under a constant AsH3 

flow. After removal for the growth reactor, the samples were subjected to a short (5 seconds) 

etching process in a solution of H2SO4 : H2O2 : H2O (1 : 8 : 340) for the removal of a 20 nm 

parasitic thin film on the sample surface, which was formed in tandem with NW growth, both on 

the NW sidewalls and in the exposed substrate surfaces between NWs. We note that this post-

epitaxy etching process does not adversely influence the morphology or structure of the laterally-

grown NWs, nor does it modify the distribution of dopants therein.  

 

Density Functional Theory (DFT) 

DFT analysis was led by Professor Harley Johnson’s group in collaboration with 

Professor Xuling Li’s group at the University of Illinois – Urbana Champaign Electrical 
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Engineering Department. The information in this subsection was described by Wonsik Choi and 

Xuling Li. Using the BigDFT electronic structure code the effect of Zn dopant atoms on the 

formation energy of these twins is analyzed [56,57]. We construct an orthorhombic, periodic 

432-atom unit cell, approximately 2.1 nm by 2.4 nm by 2.0 nm, containing a pair of GaAs twins. 

The calculation parameters are chosen in accordance with those reported previously for similar 

semiconductor materials: the exchange-correlation energy is handled via the generalized gradient 

approximation (GGA) with HGH pseudopotential and a Brillouin zone integration at the Γ point 

[58]. The structural relaxations use the FIRE algorithm with an energy convergence criterion of 3 

meV/Å. The energy of the twin boundary in undoped GaAs is found to be 2.05 eV/Å
2
, which is 

in good agreement with previous experimental measurements, and relatively low among III-V 

semiconductors [59].  As shown in Table 3.1, the formation energy of the same boundary in 

GaAs doped with 1% Zn or 10
20

 cm
-3 

, in the A-type (B-type) polarity, is reduced by roughly 3% 

(2%). One arrives at these numbers by comparing the energy of the twin in the doped case with 

the energy of GaAs, without a twin, at the same Zn concentration. 

The thermodynamic chemical potential is defined in terms of the Zn-As pair, and defined 

by the energy difference between a pure GaAs system and the GaAs system with 1% Zn that 

contains one Zn-As pair substituting for a Ga-As pair.  When a twin is present, and the Zn 

substitution is at the twin boundary, there is further energy reduction with additional Zn 

concentration.  As shown in Table 3.1, this holds beyond the average concentration level of 1%, 

or approximately 10
20

 cm
-3

.  The energy reduction, in fact, has a stronger-than-linear dependence 

on Zn concentration.  This result can be considered as the thermodynamic measure of the defect 

formation energy reduction due to Zn, when substitutional Zn is taken as a reference for Zn. 
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While the calculation results suggest that there is a non-negligible binding (or energy 

reduction due to spatial proximity) between the Zn dopants and a GaAs twin, one must also 

consider the relationship between the overall spatial distribution of Zn and the relatively distantly 

spaced twins found in the planar GaAs NWs.  Since twinning is experimentally observed only 

when the nominal doping concentration is above the 10
18

 cm
-3

 range, Zn is only likely to 

promote twinning by reducing the twin formation energy if there is a sufficient spatial non-

uniformity in the Zn distribution, so that locally the Zn concentrations can approach the 10
19

-10
20

 

cm
-3

 level considered in the computational study [44].  Indeed, previous experimental evidence 

suggests that there is a many-body effect by which Zn dopant atoms in GaAs segregate due to an 

attractive interaction [60]. In the present case, if a modest segregation effect shifts the average 

Zn concentration of 10
18

 to a local concentration that is an order of magnitude higher, as seen by 

Ebert et al., the strong twin formation energy reduction seen in the present calculations would 

provide a clear explanation of the experimentally observed twins [60]. Thus, the Zn-induced 

twinning in GaAs may be driven by a two-step mechanism, as shown by the results of the 

calculations: first the Zn impurities segregate due to a negative binding energy (calculated to be 

82meV in our unit cell containing three Zn atoms, Table 3.1); and, second, the twin forms due to 

an additional energy reduction of the twin in the presence of the Zn-enriched plane (calculated to 

be 77meV for three Zn atoms, Table 3.1). Overall, in this case, the twin formation is reduced by 

about 15% with respect to the undoped case.  The three Zn atom case, considered here as an 

example to illustrate the role of the Zn planar concentration, corresponds to a Zn planar density 

of 0.59 nm
-2

 (or 5.9x 10
13

 cm
-2

).  It is also interesting to note that the effect becomes significantly 

stronger at slightly higher Zn concentrations; in the six Zn atom case, for example, the total 

energy reduction reaches 50%, most of which is due to the in-plane binding of the Zn dopant 
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atoms.  Given such a mechanism, the twin is expected to appear when a threshold planar 

concentration is achieved, making the twin periodicity dependent on both Zn concentration and 

NW diameter in a complex manner deriving from the VLS process parameters [44].  

 

 

Table 3.1: DFT calculation results. Bulk concentrations are in cm
-3

, planar concentrations are in 

nm
-2

, Binding energies are in meV and reductions are in %. (A/B) denotes the (111)A or (111)B 

face of GaAs; and the twins are oriented along (111)B. NC: not calculated. The addition of Zn 

reduces the formation energy of the twin boundary through (i) a binding energy between Zn 

atoms, and (ii) a binding energy between the Zn and the twin.   

 

Geometric Capacitance Artifacts 

 Due to the finite radius of tip apex and conical or pyramidic shape of tip, the geometric 

artifact capacitance is possibly convoluted between the probe tip and 3D-structured NW sample 

[63-65]. As shown in Figure 3.11a, two different kinds of capacitances can be measured through 

the metal AFM tip: one is the capacitance detected between the apex of the half sphere of the tip 

and the sample (Capex), and the other is the capacitance measured from the interaction between 

the truncated cone of the tip and the sample (Ccone) [64]. When the tip is scanning the flat surface 

of the sample, most of the capacitance is detected at the cone, Ccone, and apex, Capex, of the tip 



103 
 

can be ignored. However, when the tip is scanning the edge of sample where the height of the 

sample is taller than the radius of the half sphere of the tip apex, the side wall of the sample can 

be strongly coupled with the truncated cone of the tip, so the artifact capacitance can be detected. 

One important thing that should be considered is that the capacitances measured at the 

corrugated Zn-doped NW are dominated by Capex because the height difference between the ridge 

and twin plane in the segment is smaller than the tip’s radius (50nm) (figure 3.11b).   

 

Figure 3.11: Schematic of mutual capacitances between the metal tip and the GaAs NW. (a) 

When the tip scans the edge of the NW, sidewall coupling occurs from capacitive coupling 

(Ccone) of the tip’s cone to the sample. The tip radius and the height of the GaAs NW are 50nm 

and 150nm, respectively. (b) When the topographic height differences on the NW are smaller the 

radius of the sphere of the tip, the sidewall coupling capacitance is subtle.     
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CHAPTER 4 

SCAN PROBE MICROWAVE REFLECTIVITY MAPPING OF NANOSCALE 

ELECTRONIC PHENOMENA ON ALIGNED CARBON NANOTUBES 

 

Significant portions of this chapter were published as "Scanning probe microwave 

reflectivity of aligned single-walled carbon nanotubes: Imaging of electronic structure and 

quantum behavior at the nanoscale." Seabron, E., MacLaren, S., Xie, X., Rotkin, S.V., Rogers, 

J.A. and Wilson, W.L., ACS nano 10.1 (2015): 360-368. Reproduced with permission from the 

journal. The experimental work and image analysis were the primary contribution by the author. 

Some of the theoretical work presented in this chapter, including the mathematical treatment of 

the observed signal, were the outcomes of close collaborations and joint work with collaborators. 

 

4.1 Introduction 

Single-walled carbon nanotubes (SWNTs) are unique nanomaterials with “quasi” one-

dimensional structure driven electronic properties [1,2,3].  Their intriguing transport behavior 

makes them an excellent candidate materials for next generation device technologies including 

high performance, low power, RF field-effect transistors, and nanoscale logic devices [4,5,6].  

Dense, horizontally aligned arrays of high purity, (99.999%) semiconducting nanotubes are the 

best development platform for many of these next generation device applications [7,8,9,10,11]. 

While growth and device processing methods have progressed steadily, materials inspection and 

metrology techniques are still limited [10,12,13,14,15,16,17,18,19,20,21].  There are very few 

nondestructive methods for electronic characterization of nanotubes at the nanoscale.  Recently 

an array of innovative, reflective near-field microwave imaging modalities have been introduced  
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[22,23,24,25,26].  These techniques complement scanning tunneling microscopy and 

spectroscopy techniques developed, but with greater ease of use [27,28,29,30].  One versatile 

variant, Microwave Impedance Microscopy (MIM), is a high resolution structured cantilever 

based scan-probe technique, where a fixed low power RF frequency applied to a specialized 

tailored waveguide tip coupled to sensitive RF circuitry, is used to spatially map material 

impedance with a high sensitivity and signal-to-noise ratio (SNR) at resolutions (~50nm), mostly 

limited by the tip size [18,25,31,32,33,34]. MIM has a very high sensitivity (~aF) and low 

surface penetration depth at low RF power limiting its detection range to the changes in 

capacitance present in the microwave “near-field” just below the tip apex.  This is in contrast to, 

for example, Scanning Capacitance microscopy which detects changes in capacitance as a result 

of an oscillating potential across the entire sample thickness which limits its sensitivity, even 

while operating at microwave frequencies a notably higher power RF source is needed to achieve 

nanoscale impedance sensitivity [35,36]. It is worth noting that low dimensional materials such 

as SWNTs tend to give a much lower capacitance signal than bulk samples due to their 

atomically limited sample volume, hence high sensitivity under low RF power conditions is a 

vital feature of MIM’s experimental success with nanoscale materials. Herein we report the 

application of MIM to the assessment of the electronic properties of SWNTs grown in 

horizontally aligned arrays via CVD on quartz substrates.  We present a model that shows that 

for nanotubes, under proper conditions, changes in reflectivity, (which also depends on tube 

conductance), can be dominated by the effects due to geometric and quantum capacitance [37]. 

Given the latter are determined by details of the SWNT symmetry, structure, free carrier 

concentration, and doping level, the technique is a direct probe of SWNT electronic structure.   
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We use MIM to map the electronic behavior of CVD grown, horizontally aligned SWNT 

arrays demonstrating metallic and semiconducting species can be easily and unambiguously 

identified. Moreover, using a voltage modulated variant of the technique, Microwave Impedance 

Modulation Microscopy (MIM
2
), we image details of a wide variety of nanotube electronic 

phenomena ranging from the formation of complex intra-tube nanostructure heterojunctions to 

intricate doping behavior.  Nanoscale microwave reflectance offers an extremely versatile 

nondestructive tool for nanotube characterization.  We believe that as an inspection technique, 

this approach can have tremendous impact, allowing optimization of processing strategies 

including the development and optimization of scalable enriched growth, post-growth 

purification, and enabling detailed analysis of contact phenomena.  Moreover this set of imaging 

modes, discussed henceforth, will allow us to shed the light on the quantum material properties 

of these 1-dimensional structures. 

 

4.2 Measuring the Quantum Capacitance of SWNTs 

In general, it is well known that the imaging microwave reflectance offers a unique 

window into the electronic response of materials, directly probing their conductance and 

permittivity [25,34,38]. A properly “tuned” microwave probe has minimal signal reflectivity, but 

when coupled to an external materials system, the impedance mismatch offers a sensitive probe 

of that material’s macroscopic electronic character. Near-field imaging enables microwave 

reflectivity measurements at the nanoscale.  Here the microwave voltage (or current) reflectivity, 

Γ, is the detected measure of the microwave tip-sample impedance mismatch.  One specific 

technique example is Microwave Impedance Microscopy (MIM).  This cantilever based scan-

probe technique maps spatial changes in impedance revealing electronic characteristics with 
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~50nm spatial resolution [25,34,39,40].  The relationship between the experimental observable, 

Γ(x,y), and the sample’s local impedance is as follows:   

   = 𝑟 + 𝑖 𝑖 =
𝑍𝑠𝑎𝑚𝑝𝑙𝑒−𝑍𝑖𝑛𝑡

𝑍𝑠𝑎𝑚𝑝𝑙𝑒+𝑍𝑖𝑛𝑡
~𝑍𝑠𝑎𝑚𝑝𝑙𝑒

−1    (4.1) 

here Zint is a transmission line impedance of the system electronics (including the nanofabricated, 

built-in tip coaxial line) and Zsample is an effective impedance of the sample.     

Figure 4.1 shows a generalized, simple schematic of a MIM scan head and its electronics 

path.  The shielded cantilever probe is a high performance transmission line fabricated and 

integrated into a specialized AFM tip [33,41].  A matching network allows for the transmission 

of a low power RF signal, (~ -10dB at 3 GHz) to the apex of the tip.  The signal reflected from 

the sample-tip interface is coupled back into an RF Mixer which resolves the in-phase voltage 

reflection, 𝛤𝑟, and the out-of-phase signal component, 𝛤𝑖. After proper calibration, both the 

resistive and capacitive channels are isolated, mapped spatially and displayed independently. It is 

worth emphasizing that MIM is a relative technique which measures small spatial changes in 

reflection Γ(x,y).  When applying this technique specifically to nanoscale low dimensional 

electronic materials, the physics of the tip – sample interaction offers an intriguing experimental 

opportunity. According to Chapter 2, the imaginary part of the microwave reflection is 

proportional to the tip-sample capacitance which in this case is the nanotube capacitance. The 

measured SWNT capacitance is related to the Density of States (DOS), which reflects the 

specifics of 1D quasi-electrostatic screening of a tip-induced charge density in the tube [42].  
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Figure 4.1: Simplified Schematic of the near-field microwave reflection geometry utilized.  The 

high frequency microwave field, propagated to the nanofabricated cantilever tip (which acts as 

an open transmission line), excites a displacement current in the nanotube. This local response 

impacts the reflectivity of the microwave field detected at the matching network.  The mixing 

electronics (shown in the box) allows optimization of the signal with direct independent 

detection of the real and imaginary parts of the signal.  For signal optimization, a dielectric layer 

of thickness H and permittivity Ɛ is applied to the sample to control the geometric capacitance 

contribution. 

 

The capacitive coupling to the quartz substrate acts as a uniform background signal, 

hence it is valid to assume 𝑍𝑠𝑎𝑚𝑝𝑙𝑒 ≈ 𝑍𝑁𝑇, where only the capacitive coupling contributes 

significantly. The carbon nanotube impedance is purely reactive as shown in equation 4.2.  

𝑍𝑁𝑇 ≈
1

𝑖 𝜔 𝐶𝑁𝑇𝐿𝑁𝑇
   (4.2) 

The dielectric coating or air gap as show in figure 4.1 between the tip and the sample 

creates a large sample resistance and the substrate isolates the sample surface from a ground 

plane. In this configuration the tip acts like a gate electrode, the effects of the carbon nanotube 

quantum capacitance, directly related to the DOS, on the gate electrode response is evident 

throughout literature [43,44,45]. These examples agree with the predicted observable microwave 

reflectivity response described by equations 4.1-4.7. To proceed further we need to specify the 

SWNT term in equation 4.3.  Total (proportional to the SWNT length) capacitance for a metallic 

SWNT should be written as: 
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𝐶𝑁𝑇
−1 =

1

𝐿𝑁𝑇
(𝐶𝑔
−1 + 𝐶𝑄

−1)  (4.3) 

here 𝐿𝑁𝑇 is the NT length (not to be confused with the inductance). The geometric capacitance 

per unit NT length is given by:  

𝐶𝑔 =
𝑖

2 𝑙𝑛
2𝐻

𝑅𝑁𝑇

   (4.4) 

where 𝑅𝑁𝑇 is the SWNT radius, H is the thickness of the dielectric medium or tip-nanotube 

separation distance, and 𝑖  is the average dielectric permittivity under the tip. The SWNT 

quantum capacitance is given by the nanotube DOS and can be written in terms of the quantum 

of conductance and the Fermi velocity for a metallic tube [46,47]: 

𝐶𝑄 =
4𝐺0

𝑣𝐹
,  (4.5) 

 here G0  is the quantum of conductance and vF is the Fermi velocity.   

 For our samples the length of the majority nanotubes, ~10um, are much longer than the 

tip diameter, ~50nm, which implies that variations in their individual tube length will have an 

insignificant impact on the signal. By combining equation 4.1 with equations 4.2 and 4.3, reveals 

that the reflection has the following relation to the nanotube capacitance: 

  ~ 
1

𝐶𝑔
−1+𝐶𝑄

−1  (4.6) 

Assuming Dirac dispersion relation for the SWNT electrons, the DOS of a semiconductor 

SWNT is given by: 

𝑔(𝐸) = 𝐶𝑄
𝐸

√𝐸2−2
  (4.7) 

here, 2 is the s-SWNT bandgap.  From this expression we obtain the metallic NT condition 

given as 𝑔(𝐸)
∆=0
→  𝐶𝑄, implying that there are plenty of free carriers and a flat DOS. It is easy to 

see from equation 4.7 that in the intrinsic semiconducting NT condition the fermi energy, E, is 
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inside the bandgap so there are very few free carriers implying no capacitance contrast, 𝑔(𝐸 <

∆) = 0 → 𝐶𝑄 = 0. The relationship between the fermi energy normalized to the bandgap, E/Δ, 

and the relative quantum capacitance is plotted in figure 4.2. Notice that the for semiconducting 

NTs (blue curve) the quantum capacitance is zero inside the bandgap as predicted [48].  

 

Figure 4.2: Quantum capacitance term for S-SWNT normalized to the metal CQ vs. applied tip 

voltage in units of Δ = Eg/2 [48]. 

 

Notice that the geometric capacitance, Cg, is not dependent on the NT properties, whereas 

CQ, is directly correlated to the intrinsic NT electrical properties. Also, equation 4.6 shows that 

for arrays of NTs the observable reflectivity sensitivity to quantum capacitance can be enhanced 

under the proper experimental conditions where Cg >> CQ. This presents a new opportunity to 

probe the elusive intrinsic properties of carbon nanotubes to map their electron identity at 

nanoscale. We found that you can control this condition by overlaying a high-k dielectric coating 

on top of the sample, essentially changing the permittivity of the capacitance medium from air, 

Ɛair = 1, to a higher value. We mapped the impact of a dielectric over layer on the predicted 

percent difference between the total capacitance and the desired quantum capacitance of a 

metallic NT in figure 4.3, the lower the number the more favorable the experimental condition. 

The geometric capacitance, Cg, contribution can be manipulated by controlling thickness and 
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dielectric constant of the dielectric medium between the tip and sample. Using atomic layer 

deposition or e-beam sputtering to coat a few nm layer of a high-k metal oxide such as TiO2, 

Al2O3, MgO, or HfO2 maximizes the sensitivity to the nanotube’s intrinsic electronic properties 

hidden within the quantum capacitance.    

 

 

Figure 4.3: Fractional contribution of the quantum capacitance to the total capacitance as a 

function of dielectric layer thickness and dielectric constant. 

 

We found that the Magnesium Oxide overlayer offers two distinct values: first, its high 

dielectric constant (Ɛ=9.7) decreases the contribution from Cg, greatly enhancing the dynamic 

range of the image. Second and more importantly, a MgO deposited layer can be easily and 

completely removed with a simple mild aqueous acid rinse, making this technique versatile and 

completely non-destructive as seen in figure 4.4.  After MgO removal, the nanotubes can be 

further processed into devices.  For deposited MgO, the layer can be completely removed 

allowing for further processing of the device under test.  Figure 4.4 shows a XPS analysis of the 
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surface of a tested device.  The loss of the Mg peaks in the spectra confirms the complete 

removal of the dielectric layer.   

 

 

Figure 4.4: XPS analysis of a test structure before and after removal of a simple 3.5nm MgO 

dielectric layer. 

 

 Figure 4.5 presents the data taken in this quantum capacitance sensitive regime. We have 

overlain the 3D AFM topography rendering with a color map revealing the spatially dependent 

Γi(x,y), capacitance coupling.  The CNT measured is a function of the effective carrier density.  

Given metallic tubes have a large number of free carriers at the Fermi level and a flat DOS, we 

expect a high capacitance for metallic species in an MIM image.  Semiconducting tubes, (which, 

if intrinsic, should have a near zero free carrier density in the gap), should exhibit low 

capacitance.  Figure 4.5 shows MIM images of individual aligned nanotube arrays on quartz with 

an MgO overlayer (top) or a SiO2 overlayer (bottom).  In both images, we detect a modest 

number of high capacitance nanotubes (40% of the 198 NTs in the field of view), consistent with 

the number of metallic nanotubes expected (~33%).  As expected the contrast variance observed 
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is strongly dependent on the properties of the overlayer. For the SiO2 overlayer there is a large 

variance in signal is detected.  This variation can be driven by its lower Ɛ and the RMS 

roughness of the sample’s dielectric layer, (~0.2nm), impacting on the Cg contribution. The 

choice of SiO2 with its modest dielectric constant (Ɛ=3.9), results in a substantial contribution 

from Cg to the overall signal. There was a dramatic improvement in contrast uniformity observed 

in the image for the MgO layer compared to SiO2 despite having a comparable RMS roughness 

to SiO2 (~0.2nm).  Moreover, a SiO2 overlayer, like most metal oxides, cannot be easily removed 

once its deposited, limiting the potential of this overlayer material for device process inspection. 

When using the MgO and metal oxides with comparable permittivity, the sensitivity and SNR of 

the capacitance channel are quite high, suggesting the potential of using MIM for identifying 

metallic and semi-metallic SWNTs with high precision.  One current limitation is the spatial 

resolution, ~25-50nm (limited by available tips; note we are also exploring tip modification as an 

alternative pathway to improve resolution and SNR). This sets a limit of inspection to samples 

with SWNT densities <~20 NTs/um.  Important here is topography and capacitance image data 

are acquired simultaneously allowing for detailed nanoscale mapping of the correlations between 

nanotube diameter and electronic properties without the addition of contacts.  
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Figure 4.5: MIM imaging of SWNT array. (a,b) MIM capacitance images overlaid on top of 

AFM 3D surface  topography of an array of CVD grown aligned SWNTs on quartz substrates.  

Each sample has a 3.5nm dielectric layer of (a) MgO and (b) SiO2.  The impact of the increased 

Ɛ for MgO is apparent, resulting in improved contrast and uniformity. 
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4.3 CNT Metrology Experiments Proof of Concept 

To confirm that the high capacitance nanotubes are metallic, two different methods were 

used for independent direct electronic property identification.  The first was thermocapillary 

trench formation which is an extremely selective technique, capable of identifying 100% of the 

metallic nanotubes in arrays [49].  During this process, described in detail in chapter 2, the 

nanotube array is coated with a thin layer of thermal resist after which the metallic SWNTs are 

selectively heated. For the initial proof of concept experiment (figure 4.6) we used the 

microwave heating of CNT diodes using Ti contact for the best selectivity (chapter 2). Trenches 

develop in the resist deposited on the array above the individual metallic nanotubes via selective 

de-wetting of the resist. This trench formation can be easily detected with AFM.  The position of 

the trenches allows us to identify, explicitly, the metallic and semi-metallic, heavily doped 

narrow bandgap, NTs in the array.    

 In figure 4.6 we show use of this approach to confirm the identifications suggested by 

MIM. Shown is a single SWNT array (>70 SWNTs), imaged using SEM, AFM, and MIM.  The 

SEM shows all nanotubes in the array.  In the MIM image, the intense blue lines demarcate the 

locations of high capacitance, i.e., the metallic and semi-metallic tube positions.  A comparison 

of MIM trace with the AFM image revealing trench formation shows that MIM can predict the 

trench locations, which coincides with the presence of metallic NTs, with extremely high 

accuracy (>95%).  Figure 4.6 also shows line cuts of the AFM measured trench topography 

(blue) and the MIM capacitance response (red) on the same sample, taken after complete 

removal of thermal resist and deposition of the dielectric overlayer.  The line cuts exhibit the 

extraordinary high dynamic range of the MIM technique, not only showing that it readily 
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predicts that high capacitance tubes form deep trenches (as expected for metallic nanotubes), but 

also shows the relative depth of the trenches is strongly correlated to the capacitance detected.   

 

Figure 4.6: Electronic character identification using thermocapillary trench formation. (top) A 

SEM image of a nanotube array sample showing all nanotubes, below is an AFM image of 

thermocapillary trenches formed in the same sample, (the trench locations allow direct 

identification of the metallic SWNTs), and finally a MIM image of the same sample, (after 

complete removal of the thermal resist and addition of the dielectric overlayer).  Direct 

comparison of the MIM image to the AFM image clearly illustrates that the high capacitance 

nanotubes (i.e., metallic nanotubes) are forming the trenches.  (bottom) Line cuts of the AFM 

trench depth topography (blue), directly compared to the magnitude of capacitance signal (red).   

 

A definitive way to correlate MIM response to CNT electronic identity is a single NT 

device analysis using both thermocapillary trench formation and IV curves for independent 

electronic property identification.  When we initiate thermocapillary action in the thermal resist 

by applying a small bias across the Ti contacts the metallic SWNTs are “selectively” heated 

causing a trench to form [50]. Figure 4.7 shows the results the proof of concept experiment using 

CNT diodes, individual SEM (top), AFM (middle), MIM (bottom), images, as well as nanotube 

device transfer properties (I/V character) are shown.  The center AFM image in each case shows 

the trench formation (or lack thereof) after resist deposition and thermocapillary flow. This direct 

correlation of I/V performance with trench formation clearly shows which device has a metallic 
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and semiconducting nanotube. The MIM can definitively detect and identify the nanotube 

electronic character of each device.   

 

Figure 4.7: Electronic character identification using thermocapillary trench formation (Top). A 

study of single nanotubes is shown, each with an image panel (SEM/AFM/MIM) and an I/V 

curve for the tube in a simple device (Middle). An SEM image of a nanotube array sample, an 

AFM image of thermocapillary trenches formed in that same sample, (the trench locations allow 

identification of the metallic SWNTs) and an MIM image of the sample.   

 

Another approach used to validate of the electronic property assignments from MIM is 

Raman spectroscopy [51]. In figure 4.9, we compare directly MIM inspection to Raman 

characterization; Raman spectroscopy is a widely used technique to identify SWNT chirality by 

detecting the frequency shift in backscatter from a monochromatic visible light source giving 

information on the phonon excitation-relaxation pathways [49,50,52,53]. Each chirality has a 
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unique resonant vibrational energy corresponding to the radial breathing phonon mode. If the 

energy relaxation produces a photon-phonon pair, the energy of the scattered photon will be the 

same as incident light minus the resonant vibrational energy [54]. This shift in energy relative to 

the incident light is the Raman shift use for the spectroscopy measurements. Kataura plots, 

created by Hiromichi Kataura, plots the CNT chiralities relative to their bandgap energy, first 

transition energy for metal nanotubes, and the Raman shift, based on the RBM [51,55]. A sample 

Kataura plot is shown in figure 4.8, which helps to guide the interpretation of Raman 

spectroscopy data for CNTs. When the lines representing the incident laser crosses near a NT 

chirality, denoted by the circle marks (red = metal, black = semiconducting), a peak in the 

Raman shift data corresponding to the y-axis is expected to appear for that NT chirality.  

 

Figure 4.8: Analytical Kataura plot showing the Raman shift for different NT chiralities, with 

the red and black circles corresponding to the metallic and semiconducting  CNTs respectively 

[56]. 
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The semiconducting nanotubes, marked (S), were identified by their distinct Raman 

peaks (see also supplemental materials). As expected, in figure 4.9, the MIM shows very low 

capacitance for all of NTs identified as semiconducting nanotubes by the Raman Spectroscopy. 

The location of the metal nanotubes is readily apparent in the MIM line cut data with very high 

SNR. Although, the Raman data successfully identified several semiconducting nanotubes, there 

isn’t a way to ensure the nanotubes that didn’t show distinct peaks are metallic without used a 

different laser source. Notice the artificial peaks that are produced from the sapphire substrate on 

the right side of figure 4.9; a quartz substrate can’t be used because of interfering Raman peaks 

from the quartz. The acquisition of the Raman data limits specific substrates and requires a 

complex optical setup for optimal SNR. Many of the NT Raman shift peaks are expected to be 

very close in frequency making them difficult to distinguish with limited spectral resolution, 

hence the interpretation of the data requires an in depth understanding of how Raman 

spectroscopy works which can be time consuming. The MIM has several clear advantages over 

conventionally used Raman spectroscopy, most notably its superior tip limited resolution 

compared to the diffraction limited resolution of most Raman setups.  
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Figure 4.9: Raman Spectroscopy vs MIM analysis. (Top) A line cut of the MIM capacitance 

signal of a nanotube array.  (Middle) A SEM image of the sparse SWNT sample showing all 12 

nanotube locations.  (Bottom) Confocal Raman images of the identified semiconducting SWNTs 

(marked S), under 532nm, 633nm, 785nm incident excitation wavelength (the array was 

transferred to a sapphire substrate for imaging.) The SWNTs marked with question marks have 

peaks that share similar responses to the metallic nanotubes making their assignment ambiguous. 

The unmarked NTs do not show strong Raman signal and may be considered metallic. 
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4.4 Ambiguity in CNT Electronic Character  

Inspection for metallicity using MIM is sensitive enough to detect subtle changes in the 

NT capacitance very high resolution. However, the quantitative classification of the nanotube 

electronic character types as either semiconducting or metallic is not as simple as counting NTs 

for contrast. As seen in figure 4.10, there is a wide range of capacitance variation across 

nanotube implying that the identity classification is not as simple as counting MIM contrast. 

There are two observations that elude to some ambiguity with electronic type classification: there 

are some nanotubes show a weakly metallic MIM contrast and the ratio of measured 

semiconducting NTs are consistently less than the expected ratio of 2/3.  

 

Figure 4.10: MIM capacitance (top) and AFM topology (bottom) images of an aligned CNT 

array. The CNT identity counting statistics for this sample taken along the black dotted line is 

shown below the images.  

 



128 
 

One source of this ambiguity comes from measuring extrinsic properties of nanotubes. 

When a semiconducting CNT has a notably small bandgap energy, doping can cause it to behave 

similarly to metal NTs, in these cases we consider the CNT to be a semi-metal. Semiconducting 

carbon nanotubes are easily p-doped from the environment, this can shift its fermi energy 

resulting in semi-metallic properties. Observed characteristic changes in nanotube devices when 

exposed to ambient oxygen are excellent examples of this type of phenomena, which is difficult 

to detect in individual nanotubes at the nanoscale [57,58].  The creation of semi-metallic 

nanotubes from environmental doping and the depletion of free carrier from defects sites are a 

possible explanation of the wide distribution of MIM capacitance seen experimentally. In figure 

4.11, yellow arrows point to areas of inhomogeneous MIM capacitance along a nanotube, based 

on the intermediate nature of the observed high capacitance it is believed that it is the result of 

non-uniform doping and defect sites.     

 

Figure 4.11: MIM capacitance color map overlayed on 3D AFM topology to reveal areas along 

the NTs with non-uniform contrast (yellow arrows).  

 

In figure 4.12, we illustrate how complex nanotube structures can be explored with MIM 

to reveal additional source of identity ambiguity. The MIM color map overlay on 3D topology 

clearly shows of semiconductor-semiconductor and metal-semiconductor SWNT bundles. 

Shown is a single isolated s-SWNT/m-SWNT bundle (left) and a s-SWNT/s-SWNT bundle 

(right) of nanotubes with differing bandgap.  The observed AFM topology data of a larger 

nanotube made of multiple small nanotubes confirms the presence of a NT bundle. Notice that 
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bundles containing a metallic nanotube appear like a metallic nanotube after bundling. The 

addition of a non-metallic CNT to the bundle had no measurable effect on the measured 

capacitance, whereas, the semiconducting bundle doesn’t show any contrast. The width of a 

typical NT is less than 2nm, which is far below the tip limited resolution of most AFM tips, 

hence bundles containing only a few NTs are indistinguishable from taller SWNT in the 

topology data. 

 

Figure 4.12: MIM images illustrating the observed signal for SWNT bundle formation. For the 

s-SWNT/m-SWNT bundle (left) the bundled structure has high carrier density, the s-SWNT/s-

SWNT bundle has no free carriers. 

 

A simple statistical analysis shows how bundles with 2 SWNTs have a 5/9 probability of 

showing metallic nature. If a sample has a notable concentration of NT bundles in its array, then 

the distribution of NT showing metallic behavior would be higher than the expect 1/3 

probability. The effect of bundles on CNT identity statistics is evident in a hysterogram of MIM 

capacitance, seen in figure 4.13. Notice that the SWNTs showing semimetal metallic character 

have a distribution that favors larger diameter nanotubes than the intrinsic semiconducting 

nanotube distribution. By dividing the data into two groups, diameter <2nm, which is mostly to 
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contain single walled NT, and diameter >2nm, which is mostly to contain bundles, it is shown 

that the NT statistics with less bundles better reflect the predicted capacitance distribution.  

 

Figure 4.13: SWNT MIM capacitance and diameter distribution for the arrays studied. Notice 

that bundled nanotubes are also included in this data which will affect the capacitance vs 

diameter distribution. 

 

Both the presence of nanotube bundles and semi-metallic nanotubes can cause 

identification ambiguity that can skew the CNT identification statistics. Knowing what to look 

for when analyzing the MIM data is important for interpreting the CNT electronic identity. In 

this chapter, we will further explore the use of novel variants of MIM to gain additional insight 

into the intrinsic properties of the nanotube which will mitigate CNT identification errors. 
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4.5 Voltage Modulated MIM  

The quantum capacitance is related to the density of states as a function of the fermi level 

(equation 4.7). Referring to figure 4.2 (same as figure 4.15a), in metallic nanotubes the fermi 

level lies within the flat DOS region, the capacitance is independent of the Fermi energy 

position. Semiconducting nanotubes have zero carriers in the bandgap, however, carriers are 

excited when the fermi energy is above the bandgap. This suggests one can use a potential on the 

tip to shift the nanotube’s Fermi level, a DC voltage applied to the tip, V, should influence the 

nanotube capacitance as predicted. In figure 4.14, the tip voltage (y-axis) is varied to 

experimentally probe the voltage dependent quantum capacitance for an array of NTs shown as a 

3D topology image at the bottom of the image. As predicted the data revealed a trend that fully 

agrees with the DOS analytical model; only metallic NTs, which can be seen clearly in the MIM 

data at zero bias, remained the same capacitance throughout the bias sweep. Many of the 

semiconducting nanotubes, which didn’t show contrast at zero bias, was able to turn on at higher 

tip voltages. Notice that not all the semiconducting nanotubes turned on at the same DC bias, this 

is due to differing bandgap energies of each semiconducting nanotube. 
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Figure 4.14: MIM-DC mapping shows the changing capacitance coupling with varying DC bias 

applied to the tip. 

 

In figure 4.15a, the capacitance varies rapidly with local Fermi level at the bandgap energy 

near the 1D singularities of the DOS. Developing a strategy for measuring the local band 

bending profile enables the study of nanotube electronic properties with much more detail.  

Consider now the response to a low-frequency applied voltage.  The tip voltage modulation will 

result in a variation in Γi, which is observed using a lock-in amplifier. The detected modulated 
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MIM (MIM2) signal is proportional to the voltage derivative of the reflection function which is 

related to the nanotube capacitance according to equation 4.8: 

𝜕𝑖

𝜕𝑉
~ 
𝜕𝐶𝑁𝑇

𝜕𝑉
   (4.8) 

The geometric capacitance component is not voltage dependent so it does not produce any 

signal, while the quantum term may.  For m-SWNT the conduction band dispersion is flat 

resulting in a zero derivative unless the voltage modulation amplitude is so large that the Fermi 

level reaches next subband. For an s-SWNT, signatures of the band edges where the quantum 

capacitance should rapidly change with voltage are observed if the modulation amplitude drives 

the fermi energy above the bandgap. Important here is the detailed character of the nanotubes 

electronic structure can be revealed by the derivative signal. The signatures for semi-metallic or 

doped semiconducting behavior can be mapped readily by noting the voltage response.  

The conventionally used dC/dV modulation is a small amplitude, ~100mV, sine wave with 

a DC offset, -5V to 5V [59]. In general, the lock-in signal from conventional dC/dV SMM is sen-

sitive to the slope of the band, the signal comes from the averaged capacitance change over the 

small AC voltage swing. The DC bias is used to sweep the fermi energy of the sample to map the 

voltage dependence of the dC/dV signal. Increasing the AC voltage swing can substantially 

increase the SNR; however, it causes the signal to deviate from the true slope of the band profile 

due to voltage averaging [59]. MIM2 uses a variant the dC/dV method that is more sensitive to 

the bandgap of semiconductors than the slope of the band profile. For MIM2 we used a fully 

offset sine wave as an AC bias, where the voltage swings between 0V and some other voltage 

value VAC, in the range (- 5 V,5 V). For MIM2 on semiconductors the signal should saturate 

when the VAC tip voltage is such that the Fermi Energy is greater than or equal to the band edge. 

In figure 4.15b, the measured lock-in signal for MIM2 can be represented as the voltage 
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derivative of the quantum capacitance function in figure 4.15a, it resembles the SWNT band 

profile.  

 

Figure 4.15: (a) Quantum capacitance term for S-SWNT normalized to the metal CQ vs. applied 

tip voltage in units of Δ = Eg/2. (b) Lock-in signal for S-SWNT vs. tip voltage in units of Δ, 

calculated using sup equation [48,60]. 

 

An analytical illustration of the expected tip potential interaction with the CNT DOS and 

band bending profile is shown in figure 4.16. A large MIM2 signal is predicted for small 

bandgap NTs which may have a semi-metallic electronic character and for space charge regions 

from band bending. In conventional dC/dV the relative differential capacitance signal maybe 

small if the fixed DC offset isn’t enough or too much such that the Fermi energy falls is not 

sufficiently close to the bandedge [59]. For MIM
2
 the carrier concentration dependence on the 

Fermi-level, being controlled by a tip voltage with fixed AC amplitude, is more pronounced due 

to the large tip voltage swings which can cause semi-metallic nanotubes to change from 

semiconducting to metallic within a single AC period. A comparison of the different modulation 

schemes, illustrated in figure 4.16, shows how the capacitance response from a larger AC swing 

will have a stronger SNR and the bandedge can be detected by the turn on voltage, VAC, needed 

to produce strong MIM2 signal.  
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Figure 4.16: Model for different modulation schemes for MIM; MIM2 (left) and dC/dV MIM 

(right). The upper figures show how the voltage swing should yield differential capacitance for 

different Carbon Nanotube band profiles. It shows how MIM2 is particularly sensitive to 

bandgap; it predicts that the wider bandgap nanotube (pink) and the metallic nanotube (red) 

should show no capacitance change, no signal, whereas the narrow bandgap (blue) shows an 

appreciable capacitance change. The lower models are simplified band diagrams for a 

semiconducting-semimetal junction assuming that there is a finite number of hole states that is 

available to the detected capacitance. These figures show how when doing differential 

capacitance imaging at a fixed tip voltage, MIM2
 
can offer more information regarding bandgap 

and band bending. 
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We can further exploit this CNT dependence as an alternative imaging modality, specifically 

sensing the dCNT/dV derivative with lock-in amplification [61,62]. We implemented MIM2 

using a low frequency (90 kHz) offset amplitude modulation (0V to Vmax), the differential 

capacitance signal is demodulated using a lock-in amplifier. Higher AC bias frequencies improve 

the SNR by allowing for more averaging per pixel by the lock-in amplifier; ideally the maximum 

modulated frequency would be limited by the excited carrier’s relaxation lifetime. In this case 

the limiting factor is the impedance detection response time of the RF electronics which is 

limited to ~100kHz. We expect the semiconducting nanotubes will show a differential 

capacitance signal (dC/dV) at a much higher VAC voltage than the semi-metallic nanotubes, and 

with larger bandgap (small diameter) semiconducting nanotubes and the metallic nanotubes 

requiring higher bias amplitudes to get to the “capacitive dispersive” regime and may not show 

any signal at all.   

Figure 5a shows MIM, MIM2, and AFM data collected on the same array.  The MIM2 

map is plotted as a series of line scans of varying Vmax.  The detected MIM2 map is quite 

revealing.  As predicted, only semiconducting (blue arrows) and semi-metallic (red arrows) 

SWNTs, identified by their weak or non-existent MIM signal and diameters typically 1-2nm, 

show a strong MIM2 signal. While small diameter, large bandgap semiconducting (pink arrows) 

and metallic (black arrows) SWNTs (black arrows) show faint or no MIM2 signal (indicating 

small dCNT/dV).  Clear signatures of the DOS singularities begin to appear at Vmax (~3.5-4V) for 

some semi-metallic SWNTs (red arrows) which typically have larger diameters (>2nm) implying 

small bandgaps.  The data suggest that MIM2 has the potential to reveal more intricate detail of 

the materials electronic behavior than MIM alone.  In figure 4.17b the line cuts show we can 

map features related to the extrinsic band structure enabling exploration of the nanotube quantum 
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physics and more accurate NT character identification. For example, in this graph the vertical 

offset of each line cut is based on the zero bias MIM signal, for the NT types that show MIM2 

signal there is a clear difference in the MIM signal to distinguish the semiconducting nanotubes 

from the semi-metallic. We know that the semi-metallic nanotube is intrinsically semiconducting 

since they exhibit DOS dispersion at reasonably low tip biases, note that the peaks in the MIM2 

data occur at the similar tip potentials implying that they are related to the bandedge for similar 

chiral types. After comparing an analytical 1D DOS trace with the experimental data from MIM2 

voltage sweep, we hypothesize that the small bandgap contributes to the susceptibility of the 

formation of semi-metallic NTs; however, environmental doping, defects, and fermi pinning 

accounts for the fermi level shift needed for narrow bandgap s-CNT to behave like semi-metals.  
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Figure 4.17: MIM2 Voltage Sweep Map: (a) MIM-DC mapping shows the changing capacitance 

coupling with varying DC bias applied to the tip. (b) MIM (at 0V, top edge), MIM2, and AFM 

topography scans (bottom edge) of the same SWNT array, illustrating the complementary 

nanoscale data obtainable with each technique. The capacitive signatures observed have been 

categorized for the four electronic nanotube types: those exhibiting strong MIM signal only, 

(black); strong MIM2 signal only (blue), both strong MIM and MIM2 signal, (red), and no signal 

with either technique, (pink).  The suggested designations correspond as follows: (black) 

metallic, (blue) lightly doped semiconducting, (red) heavily doped semiconducting/semi-

metallic, and (pink) intrinsic semiconducting nanotubes, respectively. The colored arrows below 

the AFM topography image identify the specific nanotube electronic behavior designation at 

each map location.  (c) MIM2 line cuts.  The voltage dependence of the modulation follows the 

dispersion curvature of the 1D nanotube DOS. 

 

We emphasize that both the system detection geometry and signal processing strategies 

can be optimized to make the measurement more quantitative.  In principle, the nanotube 

bandgap, Fermi level position, and potentially the whole DOS can be directly experimentally 
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determined in a non-destructive manner. Importantly, this technique appears to offer data similar 

to sophisticated Scanning Tunneling Spectroscopy and Microscopy (STS/STM) measurements, 

but with no special sample preparation or contact fabrication, and under ambient conditions 

[63,64,65,66]. The two techniques obtain the data inherently different: STS uses a large probe 

bias to create a tunneling current that can be quantitatively correlated to the spatial overlap 

between the state of the electron in the tip and in the sample, whereas MIM2 uses a tip bias to 

shift the local Fermi energy of the sample to populate higher energy states, this increases the 

local carrier density and thus the capacitance coupling. Here no current path is needed to detect 

the change in carrier density since the MIM setup measures local changes in the open circuit 

impedance. Although STS has a substantially better resolution (<1nm) due to very sharp 

dependence of tunneling current on topography and its spectral data are quantifiable, the MIM2 

appears more attractive for sample inspection for wide area array of aligned CNTs since it allows 

for shortened image acquisition times, comparatively minimal setup complexity, avoids the need 

for a non-insulating substrate (aligned CNTs are typically grown on quartz), and offers a wide 

imaging field of view.  

 

4.6 MIM and MIM2 of CNT interfaces 

Direct correlation of MIM and MIM2 data with the nanotube array physical topography 

gives these techniques the versatility to explore not only spatial variations in carrier 

concentration (MIM), but also spatially map areas of band-bending and structurally dependent 

electronic perturbation.  This is particularly useful for studying in detail how electronic behavior 

evolves due to nanotube-nanotube structural variations and intra-tubular interactions. For 

example, the signatures of both carbon nanotube bundling (figure 4.12) and intra-tubular 
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heterojunction formation (figure 4.18) have been observed. Carbon Nanotubes are known to 

exhibit intra-tubular junctions which are caused by chirality changes during growth, often 

leading to differences in doping, and/or defect induced nanotube unzipping [57,58,67,68]. This 

phenomenon manifests itself in the AFM topography as a sudden change in nanotube diameter (a 

height discontinuity), and may also be observed as a difference in MIM capacitance as figure 

4.18a demonstrates.  Additional analytical potential of MIM2
 
is evident in a comparison of 

features of individual nanotubes in figures 4.18ab.  Here MIM and MIM2 scans were taken on 

the same region of a nanotube array with the specific behavior of two nanotubes highlighted.   

Scanning along the nanotube T1, AFM shows a 1.25nm to 2.4nm height change, which is 

nearly doubling of the tube diameter.  The MIM image suggests a transition between two 

modestly doped semiconductor segments, with the smaller diameter, wider bandgap, tube 

behaving near intrinsic and the larger diameter, smaller bandgap, tube behaving like a semi-

metal. The MIM2 image (figure 4.18b) suggests the situation is more complex. The MIM2 

signal, with a fully offset -2VAC voltage applied to the tip, reveals that the larger diameter, 

smaller bandgap, NT has a non-flat band dispersion, indicative of semi-metallic behavior; while 

the smaller diameter, wider bandgap, nanotube shows no band dispersion as expected for a 

semiconductor tube. It also reveals a bright region of a very high dC/dV, consistent with 

formation of a region of rapidly varying DOS near the intra-tubular discontinuity.  This 

observation is consistent with the formation of a semiconductor-semiconductor CNT 

heterojunction with a quasi-atomically abrupt Schottky barrier and the corresponding screening 

length of the space charge. If the free carrier density of the semiconductor section is notably 

lower (nearly intrinsic), then the Debye screening length will be larger on the semiconducting 

side from the lack of carriers to facilitate electron-electron screening. This phenomena is 
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observed in image tube T1, where the bandbending, detected as strong MIM2 signal, extends 

over 1.2um from the interface into the small diameter semiconducting nanotube. Notice that the 

observed Debye length, which is well above the 50nm resolution limit, is larger than expected 

using bulk calculations for a doped homojunction; we believe that this is rare experimental 

evidence of the 1-Dimensional electron-electron screening. For the tube T2 in figure 4.18, MIM 

shows a SWNT junction where both tubes appear to be metallic. MIM2 suggest a subtly different 

interpretation, allowing for greater detail.  It reveals that the large diameter SWNT (2.25nm) is 

actually a semi-metal (or semiconducting) nanotube that has formed an atomic interface with a 

metallic SWNT of a smaller diameter (1.3nm). The metallic nanotube is confirmed by the 

complete lack of MIM2 signal and the high MIM signal is which would be unusual for a small 

diameter (wide bandgap) semiconducting nanotube, even if it were highly doped. Refer to the 

larger diameter section of tube T2 which has formed an intra-tubular semiconductor-metal 

interface; here we observe another example of the unusual behavior of Debye screening in 

CNTs. The carrier density of the semi-metallic (or semiconducting) section is the same as the 

metallic nanotube implying that carrier diffusion has induced space charge at the interface. We 

believe that in CNTs the Debye screening length is much larger than expected because 1-

dimensional quantum confinement extends the range of coulomb interactions in the material, 

which lowers the effectiveness of electron-electron screening. The strong MIM2 contrast from 

Debye screening can obscure the MIM2 response to band dispersion in semi-metallic NTs, 

making it difficult to accurately identify doped NTs near interfaces, as seen from tube T2. Notice 

that all the metallic and intrinsic semiconductor tubes in figure 4.18b show very little or no 

MIM2 signal which agrees with our results from figure 4.17. Only the larger diameter SWNT 

segments along T1 and T2 show the strong MIM2 signal, which reaffirms the theory that large 
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diameter, smaller bandgap, semiconducting CNT are more likely to behave semi-metallic when 

environmentally doped. 

 

Figure 4.18: Observations of electronic structure in intra-tubular junctions. (a,b) Maps of intra-

tubular junctions; a tube T1 shows an apparent doped semiconducting/semiconducting SWNT 

junction; a tube T2 shows a metallic/metallic nanotube junction, imaged with MIM and MIM2.  

Metallic SWNTs have high capacitance, with lower capacitance for the semiconducting SWNTs.  

(c) Line cuts for the topography, MIM and MIM2 signals, labeled for the widths of the inter-

tubular junctions. 
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 The contrast seen in figure 4.18 is driven by the formation of Schottky and ohmic 

junctions between s-CNTs and materials of differing work functions. A space-charge region 

forms at the junction, the internal electric fields in this region induces bandbending that extends a 

finite distance from the interface, we consider this the Debye screening length [69]. The mobile 

carriers drift to compensate for the internal electric fields formed in the space charge region. 

When the mobile charges move to adjust to the local space charge, they screen the coulomb 

forces from the nearby electrons that are further away from the interface [69]. The electron-

electron screening is the underlying quantum phenomena that determines the Debye length and 

consequentially the size of the space charge region. We believe that this phenomenon behaves 

differently in low dimensional materials such as CNT than in bulk materials. Although the 

carrier density is very high on the surface of CNTs, the absolute volumetric carrier population of 

an intrinsic s-CNT is several orders of magnitude lower than a bulk semiconductor with a similar 

bandgap energy [58,59]. Moreover, in a simple 1-dimensionally confined system charges are 

screened by its neighboring carriers along the 1-dimensional conduction path instead of 

interacting with a spherical volume of mobile carriers. It is our hypothesis that since fewer 

carriers can participate in short-range coulomb screening in a 1-dimensinal system, the coulomb 

interaction between these charges have an extended range compared to bulk materials. 

Understanding the physics of electron-electron screening in a 1-dimensional system is important 

for the analysis and development of next generation devices with better transport properties. To 

experimentally map this phenomena in a device geometry requires the analysis of 

semiconducting CNT – bulk metal interfaces. The work function of individual SWNT has a 

range, 4.1eV – 5.3eV, that depends on this diameter and chiral type [70]. We predict long-range 
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bandbending at the SWNT-metal interface as described in figure 4.19. The Debye length can be 

measured with 50nm resolution to obtain empirical data on 1D electron-electron screening.  

 

Figure 4.19: Illustration of the relative band potentials of a semiconducting CNT – metal 

interface before (top) and after (bottom) thermal equilibrium.  

 

Figure 4.20 shows the ability of MIM2 to map the Debye screening length across the 

nanotube-metal interface. The topology, MIM capacitance, MIM conductance, and MIM2 map 

of the same CNT array interface is shown, the MIM2 was done with a modest -2VAC tip bias. 

Notice that the same NTs that showed contrast in the MIM capacitance data are not the ones that 

shows contrast in the MIM2 data. The NT identified as metallic in the MIM capacitance channel 

and the metal contact themselves showed little or no signal in the MIM2 channel as expected 

since they have a flat capacitance dispersion. However, all the semiconducting and semi-metallic 

NTs show a distinctive high signal at the metal interface indicative of the space charge region. 
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Notice that the MIM2 response drops dramatically after ~1.0-1.5um for most nanotubes, but the 

sensitivity to the Debye length extends almost the entire length of the tube. Our observations 

imply that there is both rapid bandbending from space charge at the metal interface and long-

range coulomb interactions, possibly from weak electron-electron screening predicted in our 

hypothesis.  

 

Figure 4.20: AFM topology (upper-left), MIM2 (bottom-left), MIM Capacitance and 

Conductance maps of a CNT-Ti interface with a 10um gap between the contacts.  

 

 The effects of the metal work function on the electrical behavior of carbon nanotubes is 

important for many CNT applications. For example, the success of thermocapillary purification 

relies on using metal contacts with a proper work function to increase the selectivity of trench 

formation (refer to Chapter 1). Typically for CNT devices, the metal work function should be 

chosen to create an ohmic barrier with the least amount of resistance at the metal contact 
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interface. However, for thermocapillary purification and other niche applications it is 

advantageous to create a rectifying Schottky barrier to adjust the extrinsic CNT properties such 

that it behaves intrinsically, in the “OFF” state, in ambient conditions. It was shown that this can 

be done with higher work function metals like Ti contacts [50,60]. Our hypothesis is that 

depending on the metal’s work function it can supply mobile carriers to induce carrier diffusion 

the semiconducting nanotube which compensates for local shifts in the fermi energy level from 

extrinsic doping. Figure 4.21 shows the data from the AFM topology map, MIM capacitance 

map, and a MIM2 voltage sweep in the center of a CNT diode 5um away from its Ti contacts. 

The rectifying nature of the contact metal is apparent, notice in figure 4.21 that the MIM2 

response to the voltage sweep is completely symmetric around 0V bias, unlike in figure 4.17, 

where linecuts reveal asymmetric dispersion on as-grown nanotubes coinciding with the 

presence of doped semiconducting and semi-metallic NTs. In figure 4.21, most of the NT 

identified as metallic in the MIM map show weak or no MIM2 signal, whereas the 

semiconducting NTs show very strong MIM2 response, which agrees with the observations 

made in figure 4.17. The metallic nanotubes are marked by an “M” and a red arrow at the top of 

figure 4.21; only 10 out of 28 or 36% of the total NTs show metallic behavior which is very 

close to the theoretical ratio of 33%. Here we have shown direct evidence of the rectifying 

abilities of metal contacts on CNTs.  
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Figure 4.21: MIM2 voltage sweep for CNT diode with Ti contacts. At the top at arrow for NTs 

identified at metallic, the upper most map is the AFM topology map (greyscale), the MIM map is 

just below the AFM, and at the bottom is the MIM2 voltage sweep with tip bias as the y-axis. All 

the data maps are aligned to allow for direct comparison.   
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4.7 Conclusion 

Using the near-field reflective microwave imaging we demonstrate that one can 

determine the electronic character of SWNTs and directly observe quantum phenomena at the 

nanoscale. The ability to correlate simultaneously free carrier density via MIM, band dispersion 

dynamics via MIM2, along with morphology via AFM topography, provides important insight 

into SWNT physics and electronic behavior. We have demonstrated this technique can be 

utilized as a non-destructive probe of “as-grown” CVD samples probing SWNT metallicity 

unambiguously at the nanoscale, thus, making it a promising tool for growth and process 

optimization. In particular, it can enable rapid analysis of nanotube enrichment strategies without 

the need of costly processing after growth, a long standing need for the SWNT research 

community. In this study, the scan probe configuration naturally resembles that of a metal-oxide-

semiconductor (MOS) capacitor used in field effect transistors, this implies that the signal 

response is sensitive to the CNT’s electronic response in a device geometry. In this chapter, there 

have been many examples of CNT diodes being directly probed using direct contact MIM, the 

effects of the metal contact type on electronic behavior have been directly observed. An 

advantage that this method offers is the ability to directly probe CNT during transistor operation 

since the tip acts like a localize MOS gate electrode, the contacts of the CNT diode can be biased 

to form a pseudo-transistor operation in situ with the MIM measurement. Continuing the study of 

intratubular CNT interfaces and sCNT-metal interfaces using MIM is important for 

understanding electrical transport properties in low dimensional materials. Future improvements 

of the technique, including the full quantification of quantum capacitance and improvement in 

spatial resolution, could allow for the direct measurement of quantum phenomena such as the 

DOS, bandbending, and electron-electron screening effects. We believe that with continued 
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effort this method has promise for the direct analysis electrical transport properties of CNT 

devices with nanometer resolution.   

 

4.8 Methods 

Preparation of horizontally aligned Carbon Nanotube Samples for MIM-AFM imaging 

SCNT samples were grown aligned on Quartz using conventional Chemical Vapor 

Deposition using Fe catalyst particles (see Appendix A). Next, a 3.5nm layer of MgO was 

sputtered, at a rate of ~0.1A/s, via E-beam deposition on the entire sample. The samples then 

underwent a 15min thermal anneal on a hotplate at 400
o
C to improve thin film uniformity. The 

samples were stored in a dry environment in-between MIM imaging. The removal of the 

dielectric thin film is done by submerging the samples in 20% aqueous HCl heated to 60
o
C for 

10min.  

 

Description of MIM imaging system and analysis 

MIM and MIM
2 

images were obtained using an Asylum Research MFP-3D microscope 

modified with a PrimeNano microwave reflectivity probe head. The out signal of the MIM 

electronics was used as an input into a Zurich HF2LI Lock-in amplifier to obtain MIM
2 

data. The 

data underwent some basic flattening and smoothing schemes to obtain images. The color scale 

of the images was offset by the signal on the quartz substrate such that they represented a 

normalized comparison for all data collected. To obtain relative capacitance values (arbitrary 

units) for nanotube statistics a sum of Gaussian deconvolution scheme was implemented to 

remove signal overlap of dense nanotube samples.  
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Preparation of CNT Diode Samples for Thermal Capillary Trench Formation 

As-grown aligned CNT samples had two terminal 30nm thick Ti contacts with a 10um 

channel width deposited on them via E-beam deposition. A 35nm thermal resist layer was then 

sublimated on the samples via thermal deposition. A 250W pulsed bias was applied across the 

two terminals for 25 mins in vacuum to create the trenches. The samples were stored in a dry 

environment until used for MIM-AFM imaging. The thermal resist layer was removed by 

thoroughly rinsing the sample in acetone and DI water.   
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CHAPTER 5 

TAPPING AND FORCE CURVE SCAN PROBE METHODS FOR 100% CLEAN 

MICROWAVE REFLECTIVITY MAPPING OF CARBON NANOTUBES 

 

5.1 Introduction/Motivation 

In previous chapters, nanoscale electronic characterization using Microwave Impedance 

Microscopy (MIM) was done using a contact mode scan probe geometry, where the tip is in 

direct contact with the sample surface [1]. There are benefits to operating in contact mode, most 

notably a high sensitivity to surface capacitance, however, a major limitation using contact mode 

comes from variation in the stray capacitance background. The stray capacitance background is 

the result of geometric capacitive coupling to the entire probe including the tip apex, tip cone, 

and cantilever [2,3,4,5,6]. Although, the probe is shielded to minimize the MIM’s sensitivity to 

capacitance coupling everywhere except the tip, the overall geometric capacitance contribution 

to the measured tip-sample capacitance still has a substantial impact on the sensitivity and SNR 

of the desired signal, the electronic or quantum capacitance under the tip apex [7,8].  

The relative contribution of the geometric capacitance can be controlled in the contact 

mode experimental geometry. It was previously shown in chapter 4 that increasing the relative 

permittivity of the tip-sample dielectric medium, which is typically air, by depositing a thin 

metal oxide layer on the sample’s surface vastly improves the MIM’s sensitivity to surface 

capacitance [7]. For the contact mode MIM mapping of carbon nanotubes, the deposited 

dielectric layer has an added advantage of keeping the CNTs from moving during the tip scan, 

which enables high resolution AFM topology mapping in the contact mode geometry. This 
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allows for the detection of structurally driven electronic properties by simultaneously recording 

both the MIM capacitance and AFM topology data.  

For our previous experiments using contact mode MIM to characterize CNTs, we 

typically used metal oxide layers with high dielectric constants such as MgO and Al2O3. An 

unavoidable issue with using a MgO layer, which easily washes off after characterization, is it 

absorbs water from the ambient humidity which can degrade the surface conformity after several 

hours. Also, once the MgO is washed away some residue remains on the surface which can 

negatively impact the quality of future oxide layers. For Al2O3, the dielectric layer is very stable, 

however, it cannot be removed making further device patterning after characterization 

impossible. In addition, it is shown that during atomic layer deposition, a build-up of Al2O3 

nanoparticles form along the backbone of the CNT due to differences in surface energy between 

the graphene backbone of the nanotube and the substrate [8,9,10,11]. The roughness of the 

dielectric layer, regardless of the metal oxide type, can affect the SNR of the measured 

capacitance signal. The presence of a thin (<5nm), high permittivity dielectric medium makes the 

MIM observable is more sensitive to quantum capacitance, but the geometric component is still 

present in the signal enabling changes in surface topology and/or dielectric thickness to affect the 

measured signal. Since any spatial change in dielectric constant or oxide thickness will notably 

alter the contribution of geometric capacitance such that topology coupling can act as a source of 

noise in the stray geometric capacitance background [4,5,6,7]. The effects of topology roughness 

on the measured signal can be seen in figure 5.1b, where a linecut of the AFM topology and 

MIM capacitance of a semiconducting nanotube shows variation in MIM signal with changing 

topology. We know from previous measurements of CNT topology, that the ~0.25nm roughness 

seen in the topology data from figure 5.1 originates from the roughness in the deposited metal 
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oxide layer. Notice that the MIM capacitance is slightly higher on the taller side of a 

semiconducting CNT, where we expect zero contrast in quantum capacitance, implying that the 

observed correlation between MIM and topology in figure 5.1b wouldn’t be present without the 

influence of the geometric capacitance. We propose that this source of noise can be eliminated 

by increasing the permittivity of the tip-sample dielectric medium without depositing a metal 

oxide layer.  

 

Figure 5.1: (a) AFM images of an aligned CNT sample coated with a 3.5nm MgO and Al2O3 

layer. (b) MIM-AFM response data for a semiconducting Single Walled CNT with a MgO 

overlayer. 
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Many device applications, such as transistors and sensors, require high purity CNT of a 

single electronic type. One method of obtaining high purity CNTs is to separate them based on 

their diameter using ultra-centrifuge purification (refer to Chapter 1). The resulting CNT samples 

is composed of short segments of CNTs of mostly one electronic type dissolved in solution [12]. 

The aqueous CNTs are dispersed in a random network on a substrate as seen in figure 5.2a after 

the purification. Many of the NT segments are coated with a residual thin surfactant layer from 

the purification process, which can make the CNT appear larger than they are supposed to be in 

AFM topology images.  

To verify the homogeneity in electrical properties after purification, characterization 

methods, such as Raman Spectroscopy, are used to measure the averaged optical response of the 

sample [13]. Although these methods can provide information for the average composition of 

CNT electronic type, we must use an electronic characterization method with nanoscale 

resolution, such as MIM, to identify the electronic character of individual CNT segments that 

will affect the device performance. Characterizing the CNT segments using contact mode MIM 

requires the deposition of a metal oxide layer as previously discussed. The AFM topology image 

of CNTs segments on quartz, after being processed using ultra-centrifuge purification and coated 

with a 3.5nm layer of Al2O3, is shown in figure 5.2b. Notice that the formation of metal oxide 

nanoparticles, as previously discussed, can greatly diminish the accuracy and resolution of the 

topology data making individual CNT segment identification more difficult.  
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Figure 5.2: AFM image of sample made of ~95% metallic CNT segments deposited on quartz 

before (a) and after coating with a thin layer of alumina (b). 

 

The contact mode MIM-AFM results after coating a metallic CNT segments with 3.5nm 

of Al2O3 is seen in figure 5.3. Mapping the electrical properties of individual CNT segments 

using MIM was greatly hindered by the roughness of the dielectric layer. The metal oxide 

nanoparticles and the surfactant layer both add topology roughness on the order of the CNT 

diameters. In the MIM image both the metallic CNT seeds and the alumina nanoparticles appear 

as high capacitance which diminishes the image quality. The presence of the metal oxide layer 

introduces issues with topology noise from surface roughness and the formation of nanoparticles 

which can greatly hinder the ability to obtain high quality capacitance data. In addition, the 
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coating of a dielectric layer, in some cases, will ruin the sample preventing further processing 

and characterization analysis.  

 

Figure 5.3: An AFM (left) and MIM Capacitance (right) image of a sample made of metallic 

CNT segments deposited on quartz and coated with alumina.  

 

How do we modify our MIM imaging methodology so that we can measure quantum or 

electronic capacitance on the sample surface without needing to deposit a dielectric layer? 

Solving this problem will make the MIM-AFM characterization process 100% clean and more 

compatible for process characterization in an industrial setting. For our purposes, we need to 

develop a method to operate a non-contact scanning geometry, so that we don’t drag the NTs and 

can acquire high resolution topology data. We know that we can achieve high sensitivity to 

quantum capacitance by controlling the dielectric constant in the space between the tip and 

sample. Most bulk materials either have a native oxide layer or behaves like the dielectric 

medium itself when its physical dimensions are larger of the microwave near-field penetration 

depth. For bulk sample geometries, contact mode MIM is the ideal preferred to achieve the 

highest SNR and sensitivity to electronic capacitance. However, for nanoscale materials, the 

geometric capacitance dominates the signal whenever an air gap is present between the tip and 
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sample. For low dimensional sample geometries, the near-field extends deeper than the sample 

surface resulting in an effective dielectric constant equal to the average permittivity of the air gap 

and substrate. This implies that we need to control the dielectric constant of medium between the 

tip and sample to characterize low dimensional materials using MIM. Considered the case when 

the tip is very close to the sample surface, we expect an ultra-thin (<2nm) layer of water, native 

to the sample surface, to form a water meniscus bridge with the tip apex [14,15,16,17]. This is a 

common phenomenon that occurs with scan probe microscopy; SEM images of the water 

meniscus on an AFM tip can be seen in figure 5.4 [14,15,16,17]. Water adhesion and capillary 

action are the driving forces behind the water meniscus [15,16]. These forces are known to have 

a notable effect on tip-cantilever dynamics in under certain experimental conditions, this will be 

an important consideration for the experimental design and analysis [15]. The native water layer 

has a dielectric constant of ~80 and present on most surfaces in ambient humidity conditions 

(h>10%) [16]. Hence, the water meniscus bridge is the ideal dielectric medium to use for 

quantum capacitance detection without the need of a metal oxide deposition.    

 

Figure 5.4: (a) SEM image of the water meniscus formation at the tip-sample interface under 

low humidity, near-vacuum. (b) An illustration of the physical model for the water meniscus 

formation. [14] 
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In this chapter, we explore the use of intermittent-contact scan probe geometries to take 

advantage of the native water layer as the dielectric medium for the mapping of quantum 

capacitance. We will present experimental and simulation data that illustrates the importance of 

the water meniscus formation for the detection of quantum capacitance using MIM-AFM. First, 

we attempted tapping mode MIM to explore how the forces that affect the tip-cantilever 

dynamics would affect the measured capacitance signal. We show that under ideal experimental 

conditions, we can tap close enough to the surface to directly take advantage of the water layer to 

obtain quality tapping mode MIM-AFM images. However, the short-range forces can create 

noise and instability when tapping very close to the surface, so we sought to improve the stability 

of the tip-cantilever dynamics. Force Curve mapping AFM takes advantage of well controlled, 

slow and stable, tip movements to measure nanoscale forces. This presents an opportunity to 

directly detect the water meniscus formation to map quantum capacitance without noise 

contributions from short-range forces (tapping mode) and dielectric surface roughness (contact 

mode). Here we present data that shows a notable improvement in sensitivity and SNR when 

measuring MIM capacitance in parallel with a force curve map. Our results prove that high 

resolution capacitance maps of carbon nanotubes can be acquired with MIM using only the 

native water layer.   

 

5.2 Tapping MIM-AFM Analysis 

The MIM signal is sensitive to the tip-nanotube capacitance modeled as the geometric 

capacitance and quantum capacitance in series, with the substrate capacitance, which acts as a 

uniform background, in parallel [2,5,7]. The geometric capacitance is sensitive to the physical 

geometry of the tip and nanotube including separation distance, size of the nanotube, and 
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permittivity of the medium [6,7]. Since the quantum capacitance contains all the information for 

a carbon nanotube, the goal is to minimize the relative contribution of the geometric capacitance 

by using the thin water meniscus layer. When the tip is very close to the sample surface a water 

meniscus forms which keeps the tip’s apex inside the water layer, in quasi-contact with the 

surface. When the permittivity of the dielectric medium is large, Ɛwater = 80, and the separation 

distance (Z) is very small, the desired quantum capacitance will dominate the measured 

capacitance (Cmeas) signal. The equation for the measured capacitance when the tip is in the water 

meniscus layer is given by equation 5.3.   

𝐶𝑚𝑒𝑎𝑠 = 𝐶𝑠𝑢𝑏 +
𝐶𝑄∗𝐶𝑔(𝜀,𝑍)

𝐶𝑄+𝐶𝑔(𝜀,𝑍)
  (5.1) 

𝐶𝑚𝑒𝑎𝑠 |𝑤𝑎𝑡𝑒𝑟 = 𝐶𝑠𝑢𝑏 +
𝐶𝑄∗𝐶𝑔(𝜀𝑤𝑎𝑡𝑒𝑟

,𝑍→0)

𝐶𝑄+𝐶𝑔(𝜀𝑤𝑎𝑡𝑒𝑟
,𝑍→0)

  (5.2) 

𝐶𝑄 ≪ 𝐶𝑔𝑒𝑜(𝜀𝑤𝑎𝑡𝑒𝑟 , 𝑍 ≈ 0) → 𝐶𝑚𝑒𝑎𝑠(𝑥, 𝑦)|𝑤𝑎𝑡𝑒𝑟~𝐶𝑄(𝑥, 𝑦)  (5.3) 

In tapping mode MIM the tip oscillates at the resonant frequency determined by the tip-

cantilever geometry and physical characteristics [18,19]. The distance between the tip and 

sample surface is modulated with a precision piezo electric feedback loop allowing for 

nanometer control [18,19]. When the tip interacts with the surface it is sensitive to the Van der 

Waals forces allowing it to track topology [18,19]. When the tip is very close to the surface the 

Van der Waals forces and capillary forces, from the water meniscus, creates a net attractive force 

on the tip. If the tip continues to get closer the repulsive Van der Waals forces will begin to 

dominate the interaction implying direct contact with the surface. It has been shown throughout 

literature that operating the tip in the repulsive force regime yield more accurate topology data 

[19,20]. The tip oscillation is also sensitive to the coulomb forces, which are stronger at low tip-

surface separation. Figure 5.5 shows an illustration of the different tapping regimes and the 
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important capacitance contributions which affect our measured signal. It is important to 

understand that any tip-sample forces that effects the dynamics of the tip oscillation or tip-

surface separation will be detected in the stray geometric capacitance contribution to the MIM 

data.   

 

Figure 5.5: (a) Simple illustration of the tip oscillation for tapping mode in the repulsive and 

attractive regimes [20]. (b) Geometric model for the capacitance contributions to the measured 

signal. 

 

The capacitance contributions from the tip apex, cone, and cantilever are functions of tip-

sample separation, z(t) (equation 5.4) [3,4,5,6]. The z-position of the tip-cantilever geometry has 

a constant z-offset (Δz) and an oscillation amplitude (A) [18,21]. The oscillation frequency will 

have several resonant components dominated by the free air resonance (equation 5.5) [18,21]. To 

ensure that the tip apex is operating in the water meniscus layer for the entire tip oscillation 

period, the tapping is done at a low z-offset and low amplitude [15,17,22]. In this tapping 
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condition, the measured average capacitance is dominated by the quantum capacitance (equation 

5.6). The remaining geometric components of the measured signal can be added together as stray 

capacitance, which the most common source of noise and topology coupling. It has been shown 

that all short-range forces interact with the tip, 𝐹𝑝𝑟𝑜𝑏𝑒−𝑠𝑎𝑚𝑝𝑙𝑒, including the capillary and 

coulomb forces, influence the tip’s oscillation dynamics causing non-resonant oscillations and 

unstable shifts in tapping phase (equation 5.7) [6,15,21]. These forces are coupled to the 

measured stray capacitance by changing tapping dynamics and will be the primary contributor to 

noise in the measured capacitance data (equation 5.8).  

𝐶𝑚𝑒𝑎𝑠 = 𝐶𝑡𝑖𝑝(𝜀𝑡𝑖𝑝, 𝑧𝑡𝑖𝑝) + 𝐶𝑐𝑜𝑛𝑒(𝜀𝑐𝑜𝑛𝑒 , 𝑧𝑐𝑜𝑛𝑒) + 𝐶𝑐𝑎𝑛𝑡(𝜀𝑐𝑎𝑛𝑡, 𝑧𝑐𝑎𝑛𝑡) (5.4) 

𝑧(𝑡) = ∆𝑧 + ∑ 𝐴(𝜔𝑡 + 𝜃)𝜔      (5.5) 

𝑧𝑡𝑖𝑝
𝑚𝑎𝑥|𝐿𝐴 = 𝑑𝑧 + 𝐴𝑚𝑎𝑥 < 𝑧𝑤𝑎𝑡𝑒𝑟 → 𝐶𝑡𝑖𝑝 ≈ 𝐶𝑄  (5.6) 

𝐴(𝜔𝑡 + 𝜃) ≡ 𝑓(𝐹𝑝𝑟𝑜𝑏𝑒−𝑠𝑎𝑚𝑝𝑙𝑒)    (5.7) 

𝐶𝑚𝑒𝑎𝑠(𝑥, 𝑦) = 𝐶𝑄(𝑥, 𝑦) + 𝐶𝑠𝑡𝑟𝑎𝑦(𝜀𝑎𝑖𝑟 , 𝑧(𝐹𝑝𝑠(𝑥, 𝑦), 𝜔)) (5.8) 

In figure 5.6a, the phase lag between the drive frequency and tapping frequency is shown 

as a function of z-offset and tapping amplitude. When lightly tapping, the z-offset is nearly the 

same as oscillation amplitude, the attractive force regime dominates, which dampens the tapping 

amplitude [15,19,20]. The repulsive force regime dominates when separation distance low 

enough to ensure direct contact during a significant part of the tapping oscillation period 

[15,19,20]. According to literature, the attractive and repulsive regimes begin to show instability 

with tapping with a very low amplitude and z-offset, where the separation distance is on the 

order of the water meniscus formation [15,20,23]. In figure 5.6ab, signatures of this instability 

are evident from the large discontinuities seen in the tapping phase and amplitude data [23]. In 

figure 5.6c, phase space maps are plotted for low amplitude tapping at various tip-surface 
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separation distances; the repulsive and attractive regimes are represented regions of white and 

grey accordingly. Notice that when the tapping amplitude gets smaller regions of instability get 

closer together, implying that maintaining stable operation with a low tapping amplitude may be 

difficult the achieve [23].  

 

Figure 5.6: Simulation data from literature showing the instability in low amplitude tapping 

operation [23]. (a) Tapping phase shift vs oscillation amplitude (x-axis) showing the amplitude 

discontinuity. (b) Tapping oscillation amplitude vs tip offset (x-axis) showing the amplitude 

discontinuity. (c) Phase space maps at various tip offsets of 16nm (left), 14.5nm (middle), and 

7.5nm (right), showing the discontinuity between the attractive mode (grey) and the repulsive 

mode (white).  

 

For the purposes of our experiments using low amplitude tapping MIM, the measured 

capacitance is the signal response of the microwave reflection averaged over the entire 

oscillation period. Therefore, we prefer to use a low enough amplitude to ensure the tips stays in 

the water meniscus layer for most of the tapping oscillation period. In figure 5.7 an aligned CNT 
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sample coated with thin alumina layer is mapped with contact mode MIM and low amplitude 

tapping MIM to directly compare the capacitance data for consistency. The contact mode MIM 

easily reveals the metallic CNTs with nearly tip limited resolution, whereas the resolution of the 

tapping MIM data was diminished by capacitance noise. Despite this the general contrast trend 

of the tapping MIM data is consistent with that of the contact MIM implying that accurate 

electronic mapping of CNTs using low amplitude tapping MIM is possible.   

 

Figure 5.7: AFM image of an aligned CNT array (top) and the corresponding MIM data for 

contact operation (middle) and repulsive low amplitude tapping operation (bottom). 
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Figure 5.8 shows a low amplitude MIM-AFM scan of an as-grown (uncoated), aligned 

CNT array. The AFM topology, AFM phase, and MIM capacitance data is shown for direct 

comparison. The image was taken using a very low tapping amplitude (6nm) to ensure that the 

tip was operating in the water meniscus layer for the majority of the oscillation period. In the 

attractive mode of operation, identified by the higher phase and slightly inflated AFM topology, 

the MIM capacitance map shows an area of improved SNR and resolution. When the tip hits a 

piece of debris, the tapping dynamics change from the attractive to repulsive force regime, 

indicated by a sudden phase shift and improved spatial resolution. The debris could have caused 

tip contamination or initiated a natural shift to a more stable tapping force regime. The tapping 

phase itself doesn’t have a notable impact on the measured SNR, as seen by subtle phase shift 

while operating in attractive mode. Notice that not every piece of dirt or nanoparticle causes a 

phase shift and not all phase shift indicate a change in stable tapping operation. We believe that 

the SNR of tapping MIM is optimal when operating in an attractive force regime with a tapping 

amplitude low enough to remain in the water meniscus layer. It can be concluded from our data 

that careful control of the tip-cantilever oscillation dynamics is needed for the stable operation of 

low amplitude tapping MIM-AFM. This experiment proves under ideal experimental conditions 

it is possible to map the electronic properties of CNTs, without a dielectric layer, using very low 

amplitude tapping MIM-AFM in the water meniscus layer. 
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Figure 5.8: Direct comparison of the AFM topology, AFM Phase, and MIM capacitance data for 

a low amplitude (A=6nm) tapping scan on an aligned CNT array. The tapping phase shift after 

contact with the sample debris (yellow arrows) is highlighted by the horizontal blue line.  
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Next, we explored using larger, more stable tapping amplitudes in conjunction with a 

lock-in amplifier to detect the spatial changes in surface capacitance. We used the lock-in 

amplifier to detect the change in capacitance with respect to tip-surface separation, dC/dZ. This 

eliminated the restriction of operating the water layer using very low amplitudes, which allows 

for a more stable tapping condition. The results of the lock-in signal compared to low amplitude, 

repulsive regime tapping MIM in the is shown in figure 5.9. Our results suggest that there’s an 

opportunity to exploit capacitance derivative detection (dC/dZ) for CNT electronic mapping.   

 

Figure 5.9: Direct comparison of the AFM topology, low amplitude (A=6nm) tapping MIM 

capacitance, and lock-in tapping (A=20nm) MIM dC/dZ on an aligned CNT sample.   
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For capacitance derivative detection, the SNR is maximized for larger tapping 

amplitudes, which maximizes capacitance swing between the geometric baseline, in air, and the 

quantum capacitance, in contact. In addition, frequency filters, phase sensitive detection, and 

signal averaging allows for high resolution mapping of the capacitance derivative (dC/dV) using 

a lock-in amplifier as seen in figure 5.10. Two ultra-centrifuge purified CNT samples, one with 

primarily metallic CNT segments and the other with semiconducting segments, are characterized 

using capacitance derivative mapping. The effects of short-range forces interacting on the tip are 

revealed by directly correlating of the AFM tapping phase data with the amplitude and phase of 

the MIM differential capacitance data. Images of the semiconducting NT samples shows contrast 

driven by geometric capacitance coupling to the tapping amplitude and phase, which generates 

contrast in the differential capacitance map contrary to the expected quantum capacitance 

response. Metallic CNTs generate contrast from both the quantum and geometric components of 

the capacitance, unlike the semiconducting NTs, resulting a higher SNR from the differential 

capacitance data. The influence of stray geometric capacitance coupling is inherent with dC/dZ 

detection, since they it is a strong function of tip-sample separation and cantilever dynamics. The 

contribution of geometric capacitance to the measured signal is amplified by the lock-in 

detection and cannot be separated from the desired observable. This implies that although high 

resolution capacitance mapping is possible using differential capacitance MIM, there is no way 

to separate the geometric artifacts from the quantum capacitance contrast, which diminishes the 

reliability and accuracy of the measured data.  
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Figure 5.10: Direct comparison of AFM topology, AFM phase, MIM differential capacitance 

amplitude and phase images of a metallic (left) and semiconducting (right) nanotube sample.  

 

5.3 Force Curve MIM-AFM Analysis  

The results from chapter section 5.2 suggests that we must maximize sensitivity to 

quantum capacitance without the hindering influence of stray geometric capacitance to acquire 

high quality data. Here we explore the use of force curve mapping to directly detect the influence 

of the water meniscus layer and simultaneously record the capacitance using MIM. An 

illustration of the proposed scan probe geometry is shown in figure 5.11. The tip does not 

oscillate rather it measures a force curve, where the tip moves at a constant slow speed towards 

the sample (extend) until it detects or touches the surface, it then slowly returns to its initial non-

contact tip-sample separation height (retract) [24]. The force curve and the MIM response (MIM-

FC) is recorded at every pixel point to create a map of force curve data [24]. When the tip is far 



175 
 

from the sample, illustrated in the red square, the tip-sample medium is air, however, when the 

tip gets close to the sample surface a water meniscus will form between the tip apex and the 

ambient water layer, illustrated in the blue square (figure 5.11). 

 

Figure 5.11: An illustration showing the experimental geometry for a MIM-FC scan on a CNT 

sample. The red box shows the tip at the top of the scan and the blue box shows the water 

meniscus at the bottom of the force curve.  

 

Force curve mapping allows for careful control and precise signal detection with respect 

to the tip-sample separation distance. According to figure 5.5 and equation 5.8, the stray 

capacitance background, caused by geometric capacitance coupling to the entire probe, is a 

function of tip-sample separation and cantilever dynamics [3,4,5,6,15,18,21]. The advantage of 

force curve mapping is that the forces interacting with the tip are detected by changes in the tip-

cantilever deflection as a function of tip-sample separation, allowing for stable the measurement 

of the stray capacitance background in real-time [2,4,5,6]. When the tip is in air the capacitance 

is dominated by the geometric contributions; the geometric capacitance at the tip apex will have 

the biggest contribution since it is the closest to the sample. The force curve and capacitance 
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curve as a function of tip-sample separation is present in the data from figure 5.12b. We used 

MATLAB to simulate the expected logarithmic trend from the stray capacitance response; it 

directly agrees with experimental C-Z curve obtained from a MIM-FC on highly doped bulk 

Silicon [3]. As the tip approaches the sample the attractive Van der Waals forces and the 

capillary forces from the water meniscus causes the tip to “snap-down” to the surface, it is 

detected as a rapid change in measured deflection curve without a change in the probe z-offset 

[6,25]. The sudden change in the signal comes from both a change in tip-sample separation and 

permittivity of the dielectric medium from the water meniscus. Notice in figure 5.12b that the 

discontinuity in both the capacitance and deflection data occurs at the “snap-down” before the tip 

is in full contact with the sample surface, implying that the permittivity of the water layer may 

play a larger role in capacitance detection than the tip-sample separation distance. The probe 

force is increased until the deflection inverts implying full contact. According to figure 5.12b, 

the tip’s geometric capacitance contribution shouldn’t change much in this part of the force 

curve, only the effects from cantilever bending is evident in the data after full contact.  

 

Figure 5.12: (a) MATLAB simulation of tip capacitance and (b) MIM capacitance experimental 

data as a function of z-offset for a force curve on doped silicon; Δz represent the maximum 

change in tip separation during snap discontinuity. The deflection force curve response is shown 

in blue.  
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Once the tip begins to retract, the capillary forces from the water meniscus rapidly 

weaken causing a “snap-off” to occur at a higher tip-sample separation than the discontinuity 

during “snap-down” [15]. To decouple the relative contributions of the separation jump (Δz) and 

the dielectric medium change (ΔƐ) during “snap-off” (or down), we recorded the MIM-FC 

response for a doped Silicon sample in ambient air and fully immersed in DI water. Figure 5.13 

shows that the water meniscus formation, which only occurs for force curves preformed in air, 

plays a big role in the signal discontinuity by not only driving the capillary forces that induces 

the snap effect and subsequent change in tip-sample separation (Δz), but also by rapidly 

increasing changing the permittivity of the dielectric medium during the snap effect. We 

calculated the capacitance signal’s sensitivity to the snap discontinuity (ΔC/ΔZ) in water and air 

to test to relative contributions of rapidly changing tip-sample separation and dielectric medium 

to the signal discontinuity. We found that the capacitance response is more than double using an 

air medium compared to water medium, which implies that the rapid change in the permittivity 

of the dielectric medium during the water meniscus induced snap discontinuity is essential for 

maximizing sensitivity and SNR.  

 

Figure 5.13: MIM – Force Curve capacitance (top) and deflection (bottom) data on doped 

silicon in ambient (left) and water immersion (right) experimental conditions.  
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When the snap discontinuity occurs, the change in the measured capacitance signal can 

be modeled as the difference between the tip capacitance using a water medium and an air 

medium plus a subtle change in the stray geometric capacitance from the change in tip-sample 

separation. The contribution of the geometric capacitance, dependent on the probe-sample 

geometry, to the observed signal can be measured and predicted. Since a force curve is acquired 

at every pixel point, the stray capacitance contribution can more normalized by subtracting the 

trends from the geometric capacitance data from the desired signal at every pixel point. This 

approach is effective for normalizing the background signal, making the observable contrast 

equal to the difference between measured capacitance before and after the jump discontinuity 

(equation 5.12). Using this method, we believe that the observable contrast is only sensitive to 

spatial changes in the quantum capacitance (equation 5.13).   

𝐶𝑚𝑒𝑎𝑠 = 𝐶𝑡𝑖𝑝(𝜀𝑡𝑖𝑝, 𝑧𝑡𝑖𝑝) + 𝐶𝑠𝑡𝑟𝑎𝑦(𝜀𝑠𝑡𝑟𝑎𝑦 = 1, 𝑧𝑠𝑡𝑟𝑎𝑦) (5.9) 

𝑧𝑡𝑖𝑝 → 𝑑𝑧 ≈ 0 {𝑠𝑛𝑎𝑝}      (5.10) 

𝑧𝑠𝑡𝑟𝑎𝑦 → 𝑧𝑠𝑡𝑟𝑎𝑦 − ∆𝑧𝑠𝑡𝑟𝑎𝑦 {𝑠𝑛𝑎𝑝}    (5.11) 

∆𝐶𝑚𝑒𝑎𝑠{𝑠𝑛𝑎𝑝} = 𝐶𝑡𝑖𝑝|
𝑤𝑎𝑡𝑒𝑟 − 𝐶𝑡𝑖𝑝|

𝑎𝑖𝑟 + ∆𝐶𝑠𝑡𝑟𝑎𝑦  (5.12) 

∆𝐶𝑚𝑒𝑎𝑠(𝑥, 𝑦) = 𝐶𝑄(𝑥, 𝑦) + 𝐶𝑠𝑡𝑟𝑎𝑦{constant}  (5.13) 

Figure 5.14 shows deflection and microwave reflectivity data from a single point on an 

MIM-FC map of a metallic single walled carbon nanotube. The tip movement during the force 

curve is illustrated in the figure 5.14a. Both the out-of-phase, capacitance (MIM-C), and the in-

phase, surface conductivity (MIM-R), components of the microwave reflectivity signal is shown 

throughout the force curve period in figure 5.14b. The capacitance channel has a high SNR and 

flat signal response over the force curve period. Notice that the resistive channel is sensitive to a 



179 
 

slightly different electrical response, this will be analyzed in greater detail later in the chapter. A 

typical MIM-FC response of a metallic NT is shown in greater detail in figure 5.14c. The flatness 

of the stray capacitance response is due to the weak geometric coupling between the tip and the 

CNT-quartz sample geometry. The effects of quantum capacitance dominate between the Air-

WM transition that occur during the snap discontinuities in the extension and retraction 

deflection data. During tip retraction, the capacitance response doesn’t change until “snap-off”, 

even though the tip is no longer in direct contact with the surface. This observation reaffirms the 

importance of the water meniscus dielectric medium to electrostatically couple the tip to the 

surface without the need of hard contact.  
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Figure 5.14: (a) A simple illustration of the tip movement during a force curve. (b) Typical MIM 

conductance (upper, MIM-R) and capacitance (lower, MIM-C) data from a single force curve on 

the substrate (blue), a weak metallic SWNT (red), and a strong metallic SWNT (blue). (c) A plot 

of the microwave reflection force curve response during the extension (Ext) and retraction (Ret) 

of the tip, the air-water meniscus transition is highlighted in blue.  
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The water meniscus layer thickness and the subsequent jump in tip-sample separation is 

correlated to the relative humidity. In literature, it was shown that lower humidity significantly 

lowers the magnitude of the jump discontinuity and the native water layer thickness [16,25]. 

Thus, ambient humidity is important experimental parameter for force curve mapping. Since the 

snap height of the jump discontinuity affects the measured capacitance data, large spatial 

variation in hydrophobicity and surface adhesion can create artifacts in the data. In tapping 

mode, it would make the most sense to operate with a higher humidity so that a higher, more 

stable, tapping amplitude can be used while remaining in the thicker native water layer. For force 

curves mapping keeping the ambient humidity low, < 20%, minimizes the height of the snap 

discontinuity. This ensures that the measured capacitance is dominated by the change in 

medium’s permittivity, rather than short-range forces, such as the capillary force, which affects 

to the stray geometric capacitance (equation 5.12). To achieve this experimental condition, we 

flowed N2 gas through the AFM chamber, this stabilized the ambient conditions with less than 

20% relative humidity. 

The force curve mapping must be done quick enough to avoid drift and other imaging 

artifacts to create high quality MIM-AFM images. Temperature and humidity fluctuations are a 

primary contributor to noise when doing force curve mapping. Thermal drift not only causes the 

arbitrary MIM reflectivity signal to fluctuate, but also causes the piezo motor control to drift with 

time. As the ambient temperature fluctuates so does the local relative humidity which effects the 

snap down height. During long scan times, these fluctuations compile which negatively impacts 

image quality and resolution. These effects can be mitigated in the short term, < 1 hour, by 

flowing dry N2 gas in the AFM chamber. However, each force curve must move slow enough to 

maintain a high degree of separation control and data averaging. If the force curve map takes a 
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few tenths of a second to record a force curve, then a high-resolution image (256 x 256 pixel) 

will take several hours to complete, which leads to major issues with image quality. The tradeoff 

is to operate with a lower pixel density and smaller images to lower the scan time, the results of 

this approach on a CNT sample, ~95% metallic NT segments on quartz, is shown in figure 5.15. 

Notice that the true resolution of the technique cannot be realized using slow force curves. To 

overcome this issue, we utilized a newly developed scan probe technique capable of acquiring 

force curves with at a much faster rate. Asylum Instruments Cypher AFM can be equipped with 

Fast Force Curve mapping, capable of mapping at speeds >200Hz; MIM-FFC enables the 

acquisition of high resolution capacitance maps in a reasonable time.  

 

Figure 5.15: AFM topology image (left), 256 x 256 pixel, and MIM force curve map (right), 60 

x 60 pixel, on a ~95% metallic CNT sample at low pixel density.   

 

A proof of concept experiment was performed on aligned CNTs to ensure that the MIM-

FFC response is accurate and consistent. We preformed MIM-FFC capacitance mapping on a 

bare aligned CNT array, after which the sample was coated with a 3.5nm layer of alumina and 
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characterized using contact mode MIM-AFM. The capacitance response of the nanotube array 

agrees for both characterization methods. This implies that MIM-FFC can accurately and 

consistently measure the electronic properties of individual CNTs. The advantage of MIM-FFC 

for mapping quantum capacitance on CNTs is very evident from the images presented in figure 

5.16. There is a clear improvement in the SNR and resolution of the capacitance signal and a 

noticeable increase in sensitivity to quantum capacitance. The enhanced resolution of the MIM-

FFC is limited by the width of the water meniscus, where quantum capacitance is strongly 

coupled, instead of the full width of the tip apex. We believe that these improvements are 

attributed to the very high dielectric constant of water, which significantly suppresses the 

contribution of geometric tip-nanotube capacitance while maximizing the overall capacitance 

coupling to the tip apex where the water meniscus formed. 

 

Figure 5.16: Direct comparison of the AFM topology (top), MIM – Fast Force Curve (middle), 

and MIM – Contact Mode images. The lower part shows MIM-FFC (blue) and MIM-Contact 

(red) linecuts aligned to the horizontal black line in the AFM image.  
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Short Carbon Nanotube segments, used in ultra-centrifuge purification, have been 

particularly difficult to characterize with contact mode MIM-AFM due to the limitations 

imposed by the metal oxide layer deposition. The immediate impact of MIM-FFC on the 

characterization of CNT segments can be seen in figure 5.17. The AFM topology, force curve 

adhesion, and MIM-FFC capacitance and conductance maps of an as-deposited (95%) metallic 

NT segment sample is shown for direct comparison. The adhesion, which is strongly correlated 

to the separation height at the snap discontinuity, and the topology data shows no apparent cross 

talk with the measured MIM-FFC data. Almost all the observable metallic seeds in the AFM 

topology data show contrast in the capacitance data as expected, however, the nature of the 

contrast is notably different in the conductance data. For contact mode MIM mapping of CNTs, 

the real part of the microwave reflectivity has a lower SNR compared to the imaginary 

reflectivity because of the insulating metal oxide layer. In this case of force curve mapping, the 

water meniscus doesn’t behave like an insulating barrier, rather it creates a conduction path 

allowing the tip to directly interact with nanotube. This presents an opportunity to 

simultaneously acquire high quality capacitance and conductivity maps of as-grown CNTs.  
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Figure 5.17: Images of CNT sample, made of ~95% metallic NT segments deposited on quartz, 

spatially mapped with AFM topology (upper-left), FC adhesion (upper-right), MIM-FFC 

capacitance (lower-left) and resistance (lower-right) data. 
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The conductance part of the measured data originates from the real part of the reflectivity 

and is sensitive to the microwave power leakage out of the tip. The microwave power leakage is 

close to zero if there is no path to ground, however, microwaves will propagate and radiate along 

metal transmission lines depending on their effective open circuit impedance. Power transfer 

from a resistive source to an open-circuit load is govern by equation 5.14 [26].  

𝑃𝑙𝑜𝑎𝑑 = 𝑉𝑂𝐶
2 𝑅𝑙𝑜𝑎𝑑

(𝑅𝑙𝑜𝑎𝑑+𝑅𝑠𝑜𝑢𝑟𝑐𝑒)
2    (5.14) 

When directly coupled to a microwave source, such as the coaxial tip, carbon nanotubes can act 

as low efficiency antennas that have a higher resistive impedance with increasing length [27,28]. 

As the impedance of the CNT transmission line impedance increases with nanotube length, the 

power transfer to the CNT load is improved according to equation 5.15.  

𝑖𝑓 𝑅𝑡𝑖𝑝 = 𝑅𝑠𝑜𝑢𝑟𝑐𝑒 ≫ 𝑅𝐶𝑁𝑇 = 𝑅𝑙𝑜𝑎𝑑 →𝑃𝑙𝑜𝑎𝑑 ~ 𝑅𝐶𝑁𝑇(𝐿𝐶𝑁𝑇)   (5.15) 

We believe that the short metallic NT segments can couple to each other creating long 

networks which behave like open circuit transmission lines, in which case, all the segments with 

a network will collectively interact with the tip. The conductance channel is influenced by long 

range coupling through conduction paths in the CNT network. In contrast, the capacitance 

channel is most sensitive to localize quantum capacitance coupling through the water meniscus 

under the tip apex. In figure 5.18, the conductance map for a metal CNT seed network is shown 

as a color map overlaid on a 3D topology map. The colormap is made with narrow data bins to 

show distinct signal levels in the MIM conductance data. Notice that the background signal near 

NT segment is more uniform, with a sharper substrate-nanotube contrast, in the resistive signal 

than the capacitance signal. Despite the improved background capacitance signal when using 

MIM-FFC, longer range capacitance coupling to nearby NTs can still make the local background 

signal appear falsely high. We hypothesize that strong contrast in the MIM-R maps requires the 
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tip to be in direct contact with a dissipative load such as a CNT segment or NT network. This 

explains why we observe a sharper contrast and more uniform substrate response in MIM-R 

maps compared to MIM-C maps. We also noticed that the signal is unusually uniform on 

segments within the same NT network. Standalone, short single walled NT segments, identified 

by white arrows, don’t show any contrast in MIM-R, despite showing distinct contrast in the 

MIM-C map. Whereas, the NT seeds in the most expansive CNT network shows a large uniform 

contrast in the MIM-R map regardless of their length, diameter, or MIM-C response. It appears 

that the MIM-R signal is sensitive to the collective interaction of a NT segments within a 

network, which supports our hypothesis. There are many examples seen in figures 5.17 and 5.18 

where there is a distinct difference between a NT segment’s signal response in the MIM-R and 

MIM-C data maps, which are recorded independently of each other. This unique sensitivity may 

have potential applications for mapping conduction paths in nanoscale materials and should be 

explore in greater detail for future work.  
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Figure 5.18: MIM conductance data color-mapped onto a 3-dimensional topology contour. The 

2-dimension MIM capacitance map is shown in the upper left. White arrows are used to identify 

some ultra-short SWNT segments that show conflicting contrast in MIM-R and MIM-C.  
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5.4 Conclusion 

There are several takeaways from this work that provides insight on how to map the 

quantum capacitance of CNTs via MIM-AFM at a high resolution with any sample preparation. 

We know that controlled the permittivity of the dielectric medium between tip and sample is 

essential to maximize the sensitivity and SNR. Here we prove that the native water layer from 

ambient humidity, is an ideal dielectric medium since it’s a naturally occurring conformal thin 

layer with a high permittivity. Contact mode MIM of CNTs using a thin metal oxide layer is a 

reliable but limited MIM-AFM methodology, mostly due to the metal oxide deposition which 

can add contaminates that ruin image quality and prevents further device processing after 

characterization. It was shown that low amplitude tapping MIM-AFM has promise for high SNR 

capacitance mapping, but is limited by instabilities in the tapping dynamics. We can map the 

differential capacitance during tapping MIM using a lock-in amplifier providing insight into how 

the tapping mode cantilever dynamics affects the measured capacitance. We show that 

differential capacitance mapping is suffers sensitivity topology which appear as image artifacts. 

MIM-FFCs clearly showed the most potential for obtaining high quality MIM images of CNTs 

without any sample prep, making the technique 100% clean in ambient conditions. From the 

MIM-FFC data, we provide direct evidence of the important role that the water meniscus plays in 

measuring quantum capacitance. Humidity control, tip quality, and sample cleanliness have a 

large impact on the SNR of MIM-FFC capacitance and conductance maps. Under ideal operating 

conditions, the newly developed Fast Force Curve mapping, capable of >200Hz force curve 

acquisition, can provide the best SNR, highest resolution, least tip ware, and great suppression of 

stray capacitance and drift compared to both contact mode and tapping mode operation. In 

addition, MIM-FFC has the advantage of directly coupling to the sample surface which 
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maximizes it’s the sensitivity to the real part of the microwave reflectivity, enabling the 

acquisition of high quality MIM conductivity maps. We show that the MIM-FFC technique can 

measure the topology, capacitance, and conductance simultaneously with high sensitivity and a 

stable background signal without the need for sample preparation, making it a very promising 

method for CNT metrology and electronic property mapping at the nanoscale. 

 

5.5 Methods 

Carbon Nanotube Segments 

 The segment samples that were used in this work were purchased from NanoIntegris Inc. 

The segments purified using an ultra-centrifuge separation which produced highly enriched 

segments of mostly one electronic type and narrow diameter distribution. NanoIntegris uses 

Raman Spectroscopy on aqueous samples to estimate an average purity for the segment samples. 

The samples were obtained with the carbon nanotubes already dissolved in the surfactant 

solution. We used a pipet to put 1-2 drops of the solution on a clean quartz substrate. The sample 

was then dried until the liquid surfactant was gone. The residue from the surfactant was then 

rinse off using warm water then baked on a hot plate for several minutes at 180
o
C to drive off 

additional water and surfactants.  

 

Tapping Mode Operation Considerations 

The stability of the tapping dynamics can be directly measured using a lock-in amplifier 

to detect the deflection signal in during a tapping scan. The lock-in amplifier detects dC/dZ 

which is sensitive to the stray capacitance since it’s a function of z (tip-surface separation). The 

presence of the stray capacitance background isn’t a strong noise source if it stable and doesn’t 
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change spatially. Figure 5.19 shows a spectrograph of the deflection and capacitance signal for 

both hard tapping (repulsive) and light tapping (attractive) operation. The noise floor of the stray 

capacitance at low frequencies is much higher and the resonant capacitance frequency is shifted 

for the hard tapping case, which coincides with a noise in the deflection spectra. Based on our 

results, we believe tapping mode scanning at very low tip separation in an attractive force regime 

is beneficial for minimizing the geometric noise coupling, despite being an unstable tapping 

operation.  

 

Figure 5.19: Spectrograph of the deflection (top) and MIM capacitance lock-in signal (bottom) 

from 3kHz to 177kHz during a low amplitude scan on Al2O3, in the repulsive (left) and attractive 

(right) tapping regime. The instabilities and noise in the signal are highlighted using yellow 

markers. 

 

 

 



192 
 

Force Curve Operation Considerations 

The formation of the water meniscus is nearly instantaneous and nonlinear, it can cause  

snap downs to occur after the initial jump discontinuity and/or non-ideal meniscus shapes. Also, 

other forces can affect the tip movement and capacitance coupling in ways that are difficult to 

model or predict. If the tip is pressed hard, when in direct contact, the tip undergoes some elastic 

deformation, which may also cause the shape of the water meniscus to change in unexpected 

ways. Any combination of these effects can greatly diminish the reliability of the measured 

capacitance and force data. Examples of unusable MIM-FFC data is shown in figure 5.20, notice 

that the jumps in capacitance don’t necessarily coincide with the “snap-down” effect. This has 

been shown to cause false positives in CNT identification data as shown in figure 5.21. We 

believe the cause of these false positives is related the adhesion forces irregular discontinuities in 

the signal. Some experimentally methods to mitigate issues with irregular jumps discontinuities 

is using a smaller diameter tip which has less surface adhesion implying a smaller jump 

discontinuity, pressing with low force when in full contact, and operating on a clean sample. 

Another approach is to create an algorithm to filter the force data so that it only plots the 

capacitance jumps that coincide with the formation of water meniscus under the tip, denoted by 

the initial “snap” discontinuity. 
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Figure 5.20: Force Curve data plots of MIM-C (top), MIM-R (middle), and tip-cantilever 

deflection (bottom) as a function of tip-sample separation (x-axis). Examples of unusable and 

okay force curve data are labeled.  
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Figure 5.21: The images are a direct comparison of MIM-contact mode capacitance (upper) and 

AFM topology (lower) maps on aligned CNTs. The lower data set are linecuts of the topology, 

adhesion, MIM-contact, and MIM-FC data aligned to the horizontal line in the images. The 

metallic nanotubes are labeled by vertical red lines and the MIM-FC false positives are identified 

with a “FP” label. 

 

Theory and MATLAB Simulation of Measured Force Curve Capacitance 

First, we define our constants for the physical model; the permittivity of free space, Ɛp, 

and the dielectric constant for water, Ɛwat = 80, and air, Ɛair = 1. The geometric capacitance is a 

function of the dielectric constant and the tip geometry describe by the width of the apex, R = 

250nm, and pitch of the cone, X=45
o
. The geometric capacitance is plotted as a function of tip-
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sample separation, H, where the snap down occurs at H = Hwat. Once the snap discontinuity 

occurs, the tip sample separation is such that H → Twat ≈ 2nm, the thickness of the water 

meniscus layer under the tip in the attractive regime. The functions for the geometric capacitance 

with both water and air mediums are shown below: 

𝐶𝑎𝑖𝑟 = 2𝜀𝑎𝑖𝑟𝜀𝑝 ∗ ln (1 +
𝑅

𝐻
(1 − sin (𝑋)))   (5.16) 

𝐶𝑤𝑎𝑡 = 2𝜀𝑤𝑎𝑡𝜀𝑝 ∗ ln (1 +
𝑅

𝑇𝑤𝑎𝑡
(1 − sin (𝑋)))  (5.17) 

The geometric and quantum capacitance form the measured capacitance, Cmeas, according to the 

equations below. The estimated quantum capacitance of a metallic NT, Cq = 0.01*1e-18 (~aF), is 

used to show how the contribution of the geometric capacitance affects Cmeas as a function of 

with tip separation, H.  

𝑖𝑓 𝐻 > 𝐻𝑤𝑎𝑡:   𝐶𝑚𝑒𝑎𝑠 = 
1

𝐶𝑎𝑖𝑟(𝐻)
−1+𝐶𝑞

−1  (5.18) 

𝑖𝑓 𝐻 ≤ 𝐻𝑤𝑎𝑡:   𝐶𝑚𝑒𝑎𝑠 = 
1

𝐶𝑤𝑎𝑡
−1+𝐶𝑞

−1   (5.19) 
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CHAPTER 6 

SUMMARY AND FUTURE WORK 

 

6.1 Summary of Work  

 From this work, we show the significance of scan probe based electronic characterization 

to better understand nanoscale electronic materials for next generation transistors. We used 

atomic force microscopy to detect morphological phenomena such as grain boundaries in MoS2, 

corrugations in GaAs nanowires, and the diameter distribution of Carbon Nanotubes. For the 

GaAs nanowires and Carbon Nanotubes electronic and topology maps were acquired 

simultaneously to reveal detailed structurally dependent electrical phenomenon. Both GaAs 

nanowires and Carbon nanotubes are leading candidates for semiconductors in next generation 

transistors, which is the motivation behind exploring electrical characterization techniques 

capable of nanoscale resolution. 

To better understand the morphologically driven defects along the GaAs nanowire, we 

sought to map the dopant distribution in the corrugated regions. First, we characterized the 

morphology using electron microscopy to obtain high resolution images of the poorly understood 

regions. Microwave impedance microscopy (MIM) and tip voltage modulated MIM was used to 

directly map the free carrier distribution and the doping distribution respectively. We also used 

Infrared Scanning Near-field Optical Microscopy (SNOM-IR) to directly map the free carrier 

distribution, which agreed with our MIM results. Dual-Pass Electrical Force Microscopy was 

used as a non-contact control image to further validate our observations by ensuring that the 

topology signal had no significant contribution to the observed contrast. The image results depict 

a non-uniform doping distribution composed of repeated areas of high and low dopant impurity 
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concentration in the corrugated region of the nanowire. Our hypothesis and observations agrees 

with Density Function Theory calculations. This was used to create a physical model for the 

spatial band dispersion along the nanowire growth axis. The complementary information 

provided by these electrical scan probe techniques and the physical model provide valuable 

insight into in situ impurity incorporation during the Vapor-Liquid-Solid epitaxial growth of 

nanowires, during the MOCVD process.  

For Carbon Nanotubes, a major barrier for transistor device applications is the difficulty 

to create quality (few defects), high purity (>99% semiconducting), uniform arrays of nanotubes. 

In this work, we showed the effectiveness of thermocapillary purification and introduced some 

approaches for achieving carbon nanotube arrays suitable for devices. Measuring and optimizing 

the quality of CNT arrays at an industrial scale requires a metrology technique capable of 

identifying a carbon nanotube’s electronic character (semiconducting, semi-metallic, or metallic) 

at the nanoscale. Hence, a major focus for this work is the development of novel methods to map 

the properties of an individual nanotube in an array. We believe that the electronic character of a 

carbon nanotube can be revealed by measuring the nanotube’s quantum capacitance, which is a 

directly related to the density of states. We present theoretical and experimental evidence that 

maximizing the permittivity of the dielectric medium between the tip and carbon nanotube 

sample is essential for optimal sensitivity to quantum capacitance. For the purposes of exploring 

interesting nanoscale phenomena, a thin metal oxide layer such as MgO or Al2O3 can be used. 

We showed that Microwave Impedance Microscopy, under the ideal experimental conditions, 

can spatially map the quantum capacitance of the nanotube revealing their electronic character 

with high resolution. With the thin metal oxide coating on the nanotubes, a tip voltage 

modulation can be used to map band dispersion with MIM. The sweeping the voltage shifts the 
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local fermi energy level revealing information correlated the nanotubes 1-dimensional density of 

states. By fixing the modulated voltage amplitude, 2D spatial mapping reveals areas of band-

bending near intratubular heterojunctions and metal interfaces. We believe this may be 

experimental evidence of long-range electron-electron screening in a 1-dimensionally quantum 

confined material.   

For industrial processes, the deposition of a metal oxide layer on the CNTs has some 

limitations. To resolve the issues related to metal oxide deposition, we proposed using the native 

water layer that exist on surfaces in ambient humidity conditions as the high permittivity 

dielectric medium. The native water layer has a high dielectric constant, it naturally occurs as a 

thin film, and is 100% clean implying that no special sample preparation is needed. The tip must 

be close enough to the sample that a water meniscus forms between the sample surface and tip 

apex. We explored two experimental geometries to control the tip’s interaction with the native 

water layer: tapping AFM and force curve mapping. Low amplitude tapping MIM-AFM can 

produce quality images when operating in the attractive force regime, but instabilities in the 

bending dynamics during tapping make it difficult to maintain a good signal to noise ratio. We 

measured the differential capacitance signal using lock-in tapping MIM-AFM. Although we 

observed contrast similar to low amplitude tapping MIM-AFM, there were clear indications of 

cross-talk between the tapping phase/amplitude and the observed MIM signal. Finally, Force 

Curve MIM was shown to have all the benefits of intermittent contact like tapping MIM, but in a 

much more controlled way. We found that the formation of the water meniscus, noted by a 

sudden change in cantilever deflection, coincides perfectly with a change in observed 

capacitance which supports our hypothesis regarding the importance of the dielectric medium. 

We utilized a high speed experimental setup denoted as Fast Force Curve MIM to improve the 
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sensitivity and resolution capacitance map. We verified that MIM-FFC is capable of producing 

images of similar or higher quality than MIM using a metal oxide layer, by doing a direct 

comparison images taken on the same sample using the same tip. We also show that MIM-FFC 

enables the measurement of the resistive part of the microwave reflectivity with high SNR, 

which would be limited by an insulating metal oxide layer. Here we successfully present MIM-

FFC as a promising, completely non-destructive, CNT metrology technique that is compatible 

with an industrial laboratory setting.  

  

6.2 Future Work   

 Microwave Impedance Microscopy is a great compliment to other characterization 

techniques in an industrial laboratory setting. For example, the use of MIM-FFC on carbon 

nanotubes shows how imaging can be done on as-grown samples without special sample 

preparation. MIM doesn’t require a conduction path or ground plane, making it more versatile 

than other capacitance and conductance scan probe techniques. Our work has made great strides 

toward understanding the experimental geometries needed to obtain high quality MIM data. 

However, before wide spread industrial applications can be realized there are some experimental 

issues that need to be mitigated.  

First, there needs to be improvement in MIM probe reliability and resolution. The tips 

work using an RF coaxial that is connected to the probe’s conductive cantilever. The probe is 

shielded all the way to the tip to achieve optimum sensitivity to the surface. Creating these tips is 

a long, complicated process with lots of opportunity for error. Even small defects such as 

bubbles in the shielding layer or residue on the probe contact pad can cause parasitic 

capacitances along the RF pathway, which diminishes the SNR. We found that the current 



203 
 

process used by manufactures can create a large distribution in tip quality on a wafer. This is a 

problem when comparing data sets taken from different tips, since the SNR of the data can vary 

greatly from tip to tip. As mentioned in Appendix B, one can improve the SNR by dull the tip to 

create a broader tip apex at the expense of resolution. We found that Fast Force Curve MIM 

operation has the benefit of less tip ware and improved SNR, which mitigates some of these 

issues. However, to fully achieve industrial level reliability and precision, the process to make 

MIM probes must be improved to create sharper tips with more reliable quality.  

 In most applications MIM can only produce qualitative maps for capacitance and 

conductance contrast. Researchers have been working towards making MIM a quantitative 

technique capable of providing information regarding the material’s specific dielectric constant, 

free carrier concentration, and dopant impurity levels. The primary limitation towards achieving 

quantitative results is the arbitrarily varying background signal and constantly changing tip 

geometry. Fast Force Curve MIM is a major step towards mitigating those issues by normalizing 

the background signal at every pixel point and minimizing tip ware. However, water meniscus 

layer, which is essential for MIM-FFC, is affected by the local humidity and hydrophobicity of 

the tip and sample. In our experiments, the humidity was not well controlled and the tip/sample 

adhesion properties were not accounted for. We believe that keeping the humidity as low as 

possible or by working fully immersed in DI water will improve the uniformity of the tip’s 

hydrodynamic response. However, there hasn’t been much work done that measures how the 

local humidity affects the stability of tapping AFM. New technology such as environmental 

humidity chambers and water immersion may improve tapping MIM-AFM. A good capacitance 

standard specific for Fast Force Curve MIM may allow one make quantitative MIM results more 
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feasible. We highly encourage the exploration of better controlled experimental setups for Fast 

Force Curve MIM to obtain quantitative electronic data. 

In this work, we showed the versatility of contact mode MIM for probing a 

semiconductor’s response to an applied tip voltage. In this variant of MIM, which we called 

Modulated MIM (MIM2), the perturbation gave addition information regarding the material’s 

electronic structure. MIM is a great technique for measuring an electronic materials response to 

perturbations because the probe signal, the microwave reflection coefficient, is generally is not 

directly affected the perturbation. The first application of this would be experiments that study 

charge carrier transport in a transistor during operation. The MIM signal can image through the 

oxide layer on transistors and diodes to map quantum capacitance without affecting the 

conduction path. Using a low temperature, vacuum pressure MIM experimental setup, it may be 

possible to measure elusive quantum phenomena such as superconductivity and ballistic 

transport at the nanoscale. Second, we encourage the exploration of other methods for sample 

perturbation to reveal different electronic structure. For example, MIM mapping combined with 

a time resolved laser perturbation will give photovoltage information related to the optical 

density of states and absorption spectrum of the material.  

   We believe that this work is a completed framework describing different approaches to 

spatially map the electronic properties of nanoscale materials with ultra-high resolution. 

Specifically, we present methods to characterize both bulk semiconductor and 1-dimensional 

carbon nanotube in a completely non-destructive way making it possible to use these methods in 

conjunction with an industrial process. We also believe this work is also a completed framework 

for understanding subtle, previously unexplored, growth phenomena in carbon nanotubes and 
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how it would affect the wafer scale quality for transistor applications. This work is a major step 

toward creating versatile and practical methods for nanoscale electronic material metrology. 



206 
 

APPENDIX A 

PROCEDURE FOR CHEMICAL VAPOR DEPOSITION GROWTH OF CARBON 

NANOTUBES 

 

Images of aligned carbon nanotubes after CVD growth can be seen in chapter 1.  

Overview of CVD growth of Carbon Nanotubes 

● General Procedures: 

○ Clean Substrate 

○ Deposit Catalyst lines (Typically a Metal Thin Film) 

○ Clean Sample 

○ Preform CVD growth 

○ Characterize using SEM and MIM-AFM 

● Growth Considerations: 

○ Catalyst Deposition Method (0.5 - 1nm thin ebeam deposited thin film is the 

current convention used, needs to be optimized) 

○ Catalyst Type, Fe and Cu works well… Grain Size Matters!! 

○ Growth Precursor Gases, Ar and He typically Used, Water Vapor may offer 

enriched growth.  

○ Gas Flow Rate (gfr), 30sccms is typical 

○ Carbon Source, Ethanol works well 

○ Growth Temperature, 950degress C works well 

○ Growth Time, a 30min growth time is more than enough, cycling the growth has 

also shown promise for high density growth in literature. 
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Practical Notes: 

• The CNT growth show be aligned close to parallel to the length of the CVD gas tube 

furnace. 

• The growth temperature is the highest and most stable at the center of the CVD chamber. 

• Environmental humidity can worsen yield. Therefore, the humidifiers in the room should 

be dumped regularly.  

• Too many samples in the chamber at once lowers the overall density of the tubes. No 

more than 2 samples at a time to ensure maximum yield.  

 

Sample and Quartz Substrate Cleaning 

1. Cut Sample with Diamond Scribe then break into proper piece if necessary (use the scribe 

to add simple cross at the center of each sample to help determine orientation) 

2. Rinse Sample in Acetone then IPA water (or DI water) 

3. Dry by Nitrogen 

4. Bake at 110
o
C Degrees for 5-10min 

5. Store in proper storage 

 

Detailed Procedures for CVD growth of Aligned CNTs 

1. Attach sample to Silicon piece and load into CVD tube 

2. Anneal for 1hr at 950
 o
C 

3. Cool down to  100 - 150
 o
C using fan 

4. Seal CVD tube on both ends 

5. Turn on first 5 Manual gas valves at bottom 
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6. Set purge temperature, 925
 o
C 

7. Turn on H2 purge for 3 min (Check for gas flow by turning on ethanol bubbler for a few 

seconds and look for spinning) 

8. Shut furnace to commence heating until stable 

9. Turn off H2 purge then turn on  H2 growth (30 gfr) and Ar growth (30gfr) carrier gases  

and wait until gfr is stable 

10. Turn on ethanol (precursor) bubbler and flow for 30min at 925C (If you hear cracking 

noises or see water vapor O2 leaking can cause explosion! Turn off all gases except Ar, 

turn off furnace and step away from the CVD setup) 

11. Turn off Ethanol bubbler and H2 growth gasses, but leave on Ar to commence cooling to 

100 - 150
 o
C 

12. Turn off Ar growth gas and unhook CVD tube 
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APPENDIX B 

PROCEDURES FOR MICROWAVE IMPEDANCE MICROSCOPY IMAGING 

 

General Procedures: 

1. Load the MIM tip into the tip holder and secure into the AFM  

2. Preform MIM calibration on calibration sample 

3. Use AC mode to find target area on the sample 

4. Use MIM-AFM scan in contact mode to acquire high resolution image 

5. Post process the data (3D overlays look very nice...) 

Calibration Notes: 

 Disabling slow scan over Al2O3 dots makes calibration easier 

 Always record and save the phase offset and Al2O3 dots image to figure out which 

pathway the C-signal is in and which direction is high Capacitance. (Note: the 

capacitance can be in either I or Q signal pathway and high capacitance can be negative 

or positive changes in voltage.) 

 Note the S/N ratio by taking a line cut of the Al2O3 dots. Signal > ~±20mV is necessary 

for high quality images… If the S/N is too low than it indicates either that there is an 

issue with the tip loading or the tip may be too sharp.  

 The MIM tip acts as a RF antenna, thus there is an inverse tradeoff between tip sharpness 

and sensitivity; tips that are too sharp have low S/N and great resolution, whereas tips 

that are too dull have poor resolution and very high S/N. The tip can be dulled purposely 

according to the dimensions of the sample and desired sensitivity/contrast of the scan. 

(Note: tips will dull as the scan progresses according the relative hardness of the sample.)  
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 During calibration the signal in the resistive channel will never be completely nullified.  

Calibration Procedures: 

1. Load MIM tip into the AFM 

2. Input calibration sample in AFM 

3. Preform frequency sweep (set # of points to 81) then auto null. Ensure that the dip is 

lower -20dB, if not then there is a problem with the MIM tip loading.  
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4. Start MFP3D 

5. Pick the “Peak” option on the pop-up menu, then close the menu 

6. Select the “MIM_contact_mode” experiment file on the desktop (this file has all the 

general settings for MIM preloaded) 

7. Align the Laser on the middle of the tip and zero the deflection 

8. Find clean area on the calibration sample and start tip approach 

 

9. Start scan (disabling the slow scan option may help with calibration) 
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10. Adjust the “demod phase” offset until all the signal is in the capacitance channel in the 

“component control menu” 

 

 

 

11. Check the S/N level, if it is too low then the tip may be too sharp 

 



213 
 

 

12. If the S/N is too low then disable slow scan over the Al2O3 dots, slowly increase the set 

point until ~0.5V; as the tip broadens the S/N increases. Once the desired S/N is obtained 

then withdraw and auto null. Repeat steps 8-11.  

 

13. Save image  

Image Acquisition Notes: 

 Scanning at 45degrees can eliminate some tip affects which may improve resolution 

 The MIM signal will drift as the scan persists which is why flattening the image is 

important. If the I or Q voltages drifts >3V, then consider using the “auto null” in-

between scans. 

 Note that the smallest feature size is ~20nm so adjust the pixel size accordingly 

 When picking a new place on the sample after switching to AC mode may have to redo a 

slow tip approach and auto tune. 

 Increasing the “power set” on the component control panel will increase the sample 

volume which may also improve S/N. It can also cause hysteresis is set too high so avoid 

going above -3dB if possible 

Image Acquisition Procedures: 
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1. Put the desired sample into the AFM 

2. Find the desired area on the sample 

3. Switch to AC mode 

4. Auto Tune @ 1V, put the set point at 950mV. Typical piezo frequency is between 50-

100kHz. 

 

5. Start the slow tip approach (Note: the idea is not to obtain a high quality image, rather to 

find the ideal part of the sample without damaging the tip) 

6. Once the desired area is found, click withdraw tip and switch back to contact mode. 

Ensure that the set point ~250mV. Engage the sample, auto null, then acquire MIM 

image. 

7. Repeat steps 3-6 in order to image other parts of the sample.  

 


