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## Abstract

Green's functions provide an elegant mathematical framework for linear partial differential boundary value problems by directly defining solutions in integral form. For a Green's function that satisfies the desired boundary conditions, this form is a convolution of the Green's function with the right hand side. However, straightforward numerical computation of the convolution generally results in a prohibitively costly algorithm. This dissertation focuses on combining Green's function-based computations with finite element (FE) methods to alleviate their computational challenges while enhancing the representation capability of standard FE solutions on structured or semi-structured meshes. Two main areas of application are considered: a new finite-element-based method for $N$-body calculations and a new high-order method for elliptic interface problems on non-conforming volume meshes.

First, the FE-based particle-particle-particle-mesh (FE-P $\left.{ }^{3} \mathrm{M}\right)$ method for $N$-body problems is introduced. $\mathrm{P}^{3} \mathrm{M}$ methods are designed to compute quantities (e.g. potentials or forces) that are sums of discrete Green's functions and represent the effects of $N$ interacting bodies. To avoid an $N^{2}$ operation when the quantity is desired at all body locations (as is often the case), $\mathrm{P}^{3} \mathrm{M}$ methods decompose the potential into shortrange interactions between near neighbors and long-range interactions that are smooth and readily solved by mesh-based numerical methods. Instead of taking the traditional "Ewald-based" approach of using Gaussian screen functions to accomplish this decomposition, the FE-P ${ }^{3} \mathrm{M}$ method builds specially designed polynomial screens on an introduced finite element mesh. Due to this form of the screens, the long-range component of the potential is accurately resolved with a finite element method. When compared to classic $\mathrm{P}^{3} \mathrm{M}$ methods, which rely on the fast Fourier transform (FFT), the FE- $\mathrm{P}^{3} \mathrm{M}$ method allows for more flexible boundary conditions and possibly much lower communication costs in a parallel implementation. The method is described in detail, its cost and memory requirements are discussed, and its accuracy is demonstrated.

The remaining chapters consider Green's functions in the context of layer potential solutions to homogeneous boundary value problems and the resulting integral equations (IEs) formulated on the boundary of the domain. A high-order coupling of finite elements and integral equations is presented for the solution of elliptic interface problems on embedded domains. This FE-IE method requires no special basis functions
nor modifications to handle homogeneous or non-homogeneous jump conditions, and retains high-order convergence close to the embedded interface. The interface or embedded boundary conditions are enforced directly at the discretization points of the embedded surface mesh. High-order numerical convergence is demonstrated for both interior and exterior embedded domain problems, with a novel splitting defined and analyzed for the latter. Theoretical error convergence, existence and uniqueness of the decomposition, and numerical solution considerations are discussed. The new FE-IE interface method is then shown to be built from interior and exterior FE-IE subproblems. Finally, an extension to Stokes flow around embedded objects in two and three dimensions is presented.

## Acknowledgements

Many people have contributed to the development of this dissertation, directly and indirectly. Of course, I am very thankful to all of my committee members, especially my advisors Profs. Luke Olson and Andreas Klöckner, without whom I would not have made it to this point. I am also indebted to the many outstanding teachers I have had throughout the years, who always encouraged me in my academic pursuits. My decision to attend graduate school was greatly influenced by Prof. David Miller of the University of Oklahoma, who served as a wonderful mentor during my undergraduate career.

I am grateful for the colleagues I have had throughout graduate school. My humble thanks are especially due to Dr. Jessie Bock Lofton, Dr. Samantha Knoll, and Dr. David Buchta for their friendship and for always being willing to lend an ear when things weren't going well. I am also thankful for all the useful mathematical discussions with Dr. Kaushik Kalyanaraman and Matt Wala.

Of course, I am forever thankful for the love and support of my parents, David and Roberta, and my sisters, Deborah and Alli.

## Table of Contents

List of Tables ..... vi
List of Figures ..... vii
Chapter 1 Introduction ..... 1
1.1 $N$-body problems ..... 2
1.2 Embedded domains and structured meshes ..... 3
Chapter 2 Current $\mathbf{P}^{3} \mathbf{M}$ methods for $N$-body problems ..... 8
2.1 The particle-mesh method ..... 8
2.2 The particle-particle-particle-mesh method ..... 11
2.3 Method considerations ..... 15
Chapter 3 FE-P ${ }^{3} \mathrm{M}$ : The method of polynomial screens ..... 16
3.1 Description of method ..... 16
3.2 Performance model ..... 27
3.3 Example calculations ..... 30
3.4 Discussion ..... 34
Chapter 4 High-order finite element-integral equation coupling ..... 38
4.1 Background and notation ..... 38
4.2 Interior problems ..... 40
4.3 Exterior problems ..... 47
Chapter 5 FE-IE for interface problems ..... 64
5.1 Choice of layer potential representation ..... 65
5.2 Numerical tests ..... 72
5.3 Numerical solution considerations ..... 76
Chapter 6 FE-IE for Stokes flow ..... 86
6.1 Layer Potentials for Stokes flow ..... 86
6.2 FE-IE for Stokes flow around objects ..... 88
6.3 Numerical tests ..... 96
Chapter 7 Conclusions and future work ..... 108
7.1 FE-P $^{3} \mathrm{M}$ ..... 108
7.2 FE-IE coupling ..... 109
References ..... 110

## List of Tables

3.1 Polynomial terms in multipole expansion ..... 19
3.2 Memory requirements vs. order of screens ..... 33
3.3 Errors for the homogeneous Dirichlet and periodic test cases ..... 34
3.4 CPU times for major components of a periodic potential calculation ..... 36
4.1 Convergence to a fine mesh solution vs. smoothness for interior problem ..... 48
4.2 Convergence of coupled interior-exterior FE-IE system for excluded circular domain ..... 58
4.3 Convergence of coupled interior-exterior FE-IE system for excluded starfish domain ..... 58
4.4 Convergence of coupled interior-exterior FE-IE system for excluded drop domain ..... 60
5.1 Choices of coefficients for numerical tests ..... 72
5.2 Description of "quadratic-log" case ..... 73
5.3 Error convergence for quadratic-log test problem with $\hat{\Omega}^{i}=$ square with sides of length 0.6 ..... 74
5.4 Error convergence for quadratic-log test problem with $\hat{\Omega}^{i}=$ square with sides of length 0.8 ..... 75
5.5 Interface condition errors for quadratic-log test problem with $\hat{\Omega}^{i}=$ square of length 0.6 ..... 76
5.6 Interface condition errors for quadratic-log test problem with $\hat{\Omega}^{i}=$ square of length 0.8 ..... 77
5.7 Description of "general jump" case ..... 78
5.8 Interface condition errors for general jump test problem with $\Omega^{i}=$ circle with radius 0.5 ..... 79
5.9 Interface condition errors for general jump test problem with $\Omega^{i}=$ starfish curve ..... 80
5.10 Description of "sine-linear" case ..... 80
5.11 Error convergence for sine-linear test problem with $\Omega^{i}=$ circle of radius 0.5 ..... 81
5.12 Error convergence for sine-linear test problem with $\Omega^{i}=$ starfish curve ..... 82
5.13 Interface condition error for sine-linear test problem with $\Omega^{i}=$ circle of radius 0.5 ..... 83
5.14 Interface condition error for sine-linear test problem with $\Omega^{i}=$ starfish curve ..... 84
6.1 Kernels for Stokes layer potentials ..... 87
6.2 Parameters for 2D numerical tests ..... 97
6.3 Parameters for 3D numerical tests ..... 104
6.4 Errors for unbounded uniform flow around a sphere ..... 104

## List of Figures

1.1 Problem domain $\Omega$ embedded in a rectangular grid on domain $\hat{\Omega}$ ..... 4
1.2 Two domains $\Omega_{i}$ and $\Omega_{e}$ separated by interface $\Gamma$ ..... 5
1.3 Splitting the interface domains ..... 6
2.1 Two options for assignment of particles to an introduced discrete mesh ..... 9
2.2 NGP assignment and NGP interpolation ..... 10
2.3 "Screening" effect of PM ..... 10
2.4 Introduction of Gaussian screening functions to enable the Ewald splitting ..... 12
2.5 Introduction of Gaussian screening functions for PME ..... 14
3.1 Example of linear through quartic screens for a single charge ..... 21
3.2 Screen potential in two directions ..... 21
3.3 Maximum and average short-range potentials for screens with $q=1$ to 4 ..... 22
3.4 Convergence history for the Poisson problem with and without multigrid preconditioning ..... 25
3.5 Total CPU time for $N$ - and $M$-related components ..... 28
3.6 Example CPU time vs. $N$ for the two most costly local portions of the algorithm ..... 31
3.7 Configuration of demonstration calculation ..... 32
3.8 Convergence of relative error in $\Phi$ versus $q$ for a sample case ..... 33
3.9 Schematic for non-homogeneous Dirichlet test case ..... 35
4.1 Solution domains and sample solution for an interior embedded mesh calculation ..... 47
4.2 Three domains for a coupled FE-IE problem on a domain with a circular hole ..... 49
4.3 Coupling operators $R$ and $\hat{R}$ ..... 49
4.4 Three exterior domain examples ..... 52
4.5 Effects of a constant and single layer addition to the exterior double layer ..... 53
4.6 Eigenvectors associated with the minimum eigenvalue of the FE-IE operator ..... 54
4.7 Effects of a the size of $\Omega^{i}$ on the minimum eigenvalue of $(\mathcal{D})+(\mathcal{S})$ ..... 55
4.8 Individual and combined solutions for the exterior embedded mesh problem ..... 59
4.9 Effect of domain corner on error ..... 59
4.10 Effects of two types of multigrid preconditioners in each solution type ..... 62
4.11 Comparison of solution techniques for the coupled system ..... 63
5.1 Two domains, $\Omega^{i}$ and $\Omega^{e}$, separated by interface $\Gamma$ ..... 64
5.2 Coupled subproblems for an embedded interface ..... 65
5.3 Total solution for the "quadratic-log" test case ..... 72
5.4 Total solution for the "general jump" test case with $\Gamma=$ starfish ..... 78
5.5 FE and IE components of the general jump case with a circular $\Gamma$ ..... 78
5.6 Total solution for the "sine-linear" test case ..... 81
5.7 Comparison of solution techniques for the sine-linear test problem with circular $\Omega^{i}$ ..... 85
5.8 Comparison of solution techniques for the quadratic-log test problem with circular $\Omega^{i}$ ..... 85
5.9 Effects of $\kappa=c$ or $\kappa \neq c$ on outer iterations for split solve ..... 85
6.1 Exterior problem of Stokes flow inside $\hat{\Omega}$ and outside submerged rigid body $\Omega$ ..... 88
6.2 Cylinder-plate numerical experiment ..... 97
6.3 Shear flow around a rigid circular cylinder ..... 98
6.4 Shear flow over a cylinder: experimental results and current numerical tests ..... 99
6.5 Separation from the cylinder does not occur until very small $\epsilon$ ..... 99
6.6 Shear flow around a rigid starfish cylinder ..... 100
6.7 Separation from the plate also occurs between $\epsilon=0.6$ and $\epsilon=0.25$ for the starfish cylinder ..... 101
6.8 Comparison of outer iterations required vs $\epsilon$ for the cylinder-plate problem ..... 101
$6.9 x$-component of the results from applying the outer operator to the constant vector ..... 101
6.10 Effects of rotation on cylinder-plate shear flow problem ..... 102
6.11 Sphere in uniform flow ..... 103
6.12 Approximation of exact solution for unbounded uniform flow over a sphere ..... 105
6.13 Uniform flow around a sphere ..... 106
6.14 Pressure of uniform flow solution ..... 107

## Chapter 1

## Introduction

Green's functions provide an elegant mathematical framework for solutions to linear differential equations. Through Green's functions, the influence of boundary conditions and the right hand side on an equation's solution is clearly defined.

For a linear partial differential operator $\mathcal{L}$, the Green's function solves

$$
\begin{equation*}
\mathcal{L} G\left(x, x_{0}\right)=\delta\left(x-x_{0}\right) \tag{1.1}
\end{equation*}
$$

where $\delta\left(x-x_{0}\right)$ is the Dirac delta function that is only non-zero at the point $x_{0}$. That is, $G\left(x, x_{0}\right)$ represents the influence of a point force located at $x_{0}$ on the solution at $x$.

Green's functions allow us to directly write down the solution to a boundary value problem (BVP) in an integral form. For a Green's function that satisfies the boundary conditions, this form is simply a convolution of the Green's function and the right hand side - the limit of "summing up" the effects of the point forces throughout the whole domain. As a result, Green's function solutions are global by nature: the aforementioned convolution must be performed at every point where we wish to obtain a numerical solution. This can lead to prohibitively costly algorithms for computation. In addition, not all differential operators permit a convenient closed-form Green's function.

In the case of homogeneous BVPs, where the right hand side is zero, we can avoid the need for convolution in the entire domain. We craft the solution in terms of layer potentials, in which an unknown density function, which exists only on the boundary of the domain, is integrated against a kernel derived from the free-space Green's function (that is, with the only boundary conditions being on the behavior as $x \rightarrow \infty$ ). Using the boundary conditions of the problem and the limiting behavior of the layer potential representation from each side of the boundary, we write an integral equation for the unknown density function, which in turn defines the solution to the original BVP. Such integral equation (IE) formulations assume arbitrary smooth geometries and require careful treatment in the presence of corners [1]. In a numerical implementation, this could take the form of extensive mesh refinement near the corners. From a practical standpoint, these methods work
best for homogeneous equations. Indeed, with a non-zero forcing function, such IE formulations once again face the computational hurdle of volume integration for every evaluation point.

In many ways, finite element methods stand in contrast to Green's function-based methods. Green's functions are global and matrices from layer potential IE discretizations are dense; finite element representations are local and the matrices are sparse. Layer potential IE methods are equally suited to interior or exterior problems; finite element methods are poorly suited to exterior problems due precisely to the local basis functions that are an advantage when creating a sparse system to solve. Layer potential IE methods are built on the assumption of smooth domains; finite elements work well in convex polygonal domains, but require mesh refinement and/or the use of modified elements to represent curved boundaries $[2,3]$.

It is the opposite nature of these methods which leads us to ask whether they can be combined in such a way as to expose the best features of both for the problem at hand. We consider two major areas of applications: $N$-body problems and embedded boundary and interface problems.

## 1.1 $N$-body problems

$N$-body interactions arise in a range of applications, including electrostatics, molecular dynamics, and plasma dynamics: systems of bodies where the solution of some quantity of interest at the location of one body depends on the location of all the other bodies. In this case, the Green's function solution reduces to a discrete sum over all bodies. For example, consider the electrostatics problem of finding the electrostatic potential $\Phi$ of a collection of $N$ point charges with strengths $Q_{j}$. The governing equation is

$$
\begin{equation*}
-\nabla \cdot \nabla \Phi=\sum_{j=1}^{N} Q_{j} \delta\left(\mathbf{x}_{j}\right) \tag{1.2}
\end{equation*}
$$

where $\delta\left(\mathbf{x}_{j}\right)$ is the Dirac delta function. For free-space boundary conditions in three dimensions, the Green's function is

$$
\begin{equation*}
G\left(\mathbf{x}_{i}, \mathbf{x}_{j}\right)=\frac{1}{4 \pi\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|} \tag{1.3}
\end{equation*}
$$

and the total electrostatic potential at each particle location is

$$
\begin{equation*}
\Phi\left(\mathbf{x}_{i}\right)=\sum_{\substack{i, j=1 \\ i \neq j}}^{N} \frac{Q_{j}}{4 \pi\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|} \tag{1.4}
\end{equation*}
$$

If we wish to find the potential at each charge location (e.g., to calculate the total potential energy), a direct sum would incur $N^{2}$ operations at best, with additional "image" charges possibly needed to satisfy
the boundary conditions. Worse still, in the case of periodic boundary conditions, the sum becomes conditionally convergent. Not surprisingly, then, there has been great interest in the development of more efficient algorithms for computing sums such as (1.4).

The most widely used methods for $N$-body problems are generally classified as either tree-based, such as the fast multipole method (FMM) [4], or mesh-based (sometimes called "particle-in-cell"), such as the particle-particle-particle-mesh $\left(\mathrm{P}^{3} \mathrm{M}\right)$ method [5], its popular variant, the particle-mesh-Ewald (PME) method $[6,7]$, and other "Ewald-like" operator splitting methods such as the General Geometry Ewald-like Method (GGEM) [32, 33] and the Multilevel Summation Method (MSM) [34, 35, 36, 37].

In the FMM, particles are grouped within multipole expansions to provide an accurate representation of their combined influence at a distance, thus limiting the number of terms needed to explicitly compute the interactions. The resulting algorithm scales with $\mathcal{O}(N)$ complexity, although the coefficient in this scaling can be large, especially if a high-order multipole expansion is required for the algorithm [8]. The method also extends to systems with more complicated kernels, such as Stokes flow $[9,10,11]$.

Mesh-based methods take an $N$-body system which exists in continuous space and places it on an introduced discrete mesh. Long-range interactions between particles in the system are then coupled through the mesh instead of explicitly pairwise, and we can use standard mesh-based numerical methods to solve the governing equations of the system. However, we note that the Green's function (1.3) is singular when $\mathbf{x}_{i}=\mathbf{x}_{j}$, and such standard mesh-based methods will necessarily smooth out this singular behavior. $\mathrm{P}^{3} \mathrm{M}$ methods correct for this in the "particle-particle" part of the computation, which is only needed in a small area around each particle. This is described in more detail in Section 2.2.

In previous work by Beams, Olson, and Freund, a finite-element-based $\mathrm{P}^{3} \mathrm{M}$ method was introduced [12]. This method uses specially-designed polynomial functions to interface between the particle locations and the mesh. It combines Green's functions and finite elements by building these assignment functions so that they are exactly resolved on the finite element mesh while still reproducing the long-range Green's function behavior of the potential due to a particle, to the order allowed by the degree of the polynomial. The method is further explained in Sections 3.1-3.2 and demonstrated in Section 3.3.

### 1.2 Embedded domains and structured meshes

One of the benefits of finite element methods is their flexibility with regards to domain geometry. However, creating a satisfactorily-conforming mesh for many domains is not a straightforward task; this is especially a concern in time-dependent problems if re-meshing is needed at every or many time steps. Furthermore, there
are practical computational advantages of being able to use a structured mesh. The resulting matrices have a regular sparsity pattern, making preconditioning and solving more efficient compared to fully unstructured problems. It is also a trivial task to place points within the mesh, simplifying the process of evaluating the solution at non-mesh points.

Due to these advantages, there has been much interest in embedded domain finite element methods, where the problem domain $\Omega$ is placed into a larger, rectangular domain $\hat{\Omega}$ (see Figure 1.1) and the problem is modified to be solved on the new domain while still satisfying (to some extent) the boundary conditions on the original boundary $\partial \Omega$. Examples include finite cell methods $[13,14]$, which integrate the terms of the functional to be minimized only on the original domain $\Omega$, requiring careful treatment of elements which are only partially inside $\Omega$, especially those containing only small pieces of $\Omega$. The boundary conditions are enforced weakly via the introduction of Lagrange multipliers in the functional or similar methods. In order to alleviate the need for this careful treatment of some elements, fictitious domain methods integrate outside $\Omega$ as well, extending the right hand side as necessary $[15,16]$. To enforce essential boundary conditions, such methods again use Lagrange multipliers or penalty methods.

(a) In finite cell methods, the integration of the weak equations conforms to the domain, even though the mesh is nonconforming.

(b) In fictitious domain methods, integration of the weak equations occurs on the entire fictitious domain $\hat{\Omega}$, with the right hand side extended as necessary.

Figure 1.1: Problem domain $\Omega$ embedded in a rectangular grid on domain $\hat{\Omega}$ for finite cell and fictitious domain methods

Previous work combining finite element methods with integral equations for irregular domains was done by Biros et al. [17], who solved the Stokes equations on a regular mesh using a method based on work by Mayo [18] for the Poisson and biharmonic equations. The authors find a layer-potential representation that exists in both the actual domain $\Omega$ and $\hat{\Omega} \backslash \Omega$, but is discontinuous across the domain boundary $\partial \Omega$. Using known information about the jumps in this representation and its derivatives at the boundary $\partial \Omega$, they calculate modifications to the stencil for the differential operator of the PDE so that they can solve for this integral representation on the volume mesh.

Rüberg and Cirak, in contrast, separate the solution into two parts: a finite element solution found on
the regular mesh, and an integral equation solution defined by the boundary of the actual domain [19]. It is worth noting that in contrast with Lagrange multiplier and similar methods, the Dirichlet boundary conditions in this method are enforced exactly at every discretization point on the embedded boundary, and no extra variables are introduced or additional terms added to the finite element functional. It is this type of decomposition that we consider in this dissertation. We show how to obtain high order coupling for interior and exterior embedded domain problems in Sections 4.2 and 4.3.

From domains with exclusions, we consider the natural extension to interface problems on non-conforming meshes. We now consider two domains $\Omega_{i}$ and $\Omega_{e}$ separated by an interface $\Gamma$, subject to jump conditions on the value of the solution and its normal derivative across the interface. This is illustrated in Figure 1.2. The coefficients of the linear differential operator and the forcing function may both be discontinuous across $\Gamma$. The model problem is

$$
\begin{align*}
-\beta \nabla \cdot \nabla u(x) & =f(x) \quad \text { in } \quad \Omega^{i} \cup \Omega^{e}, \quad \text { with } \\
u^{i}(x) & =c u^{e}(x)+a(x) \quad \text { on } \quad \Gamma, \quad \text { and } \\
\frac{\partial u^{i}(x)}{\partial n} & =\kappa \frac{\partial u^{e}(x)}{\partial n}+b(x) \quad \text { on } \quad \Gamma . \tag{1.5}
\end{align*}
$$



Figure 1.2: Two domains $\Omega_{i}$ and $\Omega_{e}$ separated by interface $\Gamma$.
LeVeque and Li introduced the immersed interface method (IIM) to solve elliptic interface problems with discontinuous coefficients and singular sources using finite differences on a regular Cartesian grid [20]. In the IIM, finite difference stencil is modified to satisfy the jump conditions at the boundary. A summary of immersed interface (and closely-related immersed boundary) methods is given in a review paper by Mittal and Iaccarino [21].

As perhaps expected, the IIM has also been extended to finite element methods, often called "immersed finite element" methods (IFEM) [22, 23]. As the IIM changes the finite difference operator, so does the IFEM change the finite element representation - by creating special basis functions in elements crossed by
the interface, chosen to satisfy the jump conditions at the interface. The method can be modified to handle non-homogeneous jump conditions [24, 25].

(a) Interior problem on $\Omega_{i}$ embedded in a fictitious domain $\hat{\Omega}$.

(b) Problem in $\Omega_{e}$ is treated as a domain with an exclusion.

Figure 1.3: Splitting the interface domains.

In contrast, the FE-IE method herein does not require the creation of special basis functions to satisfy the boundary conditions. It also does not require the imposition of additional jump conditions to use higher order basis functions, as in [26]. Instead, we consider two separate problems: one an interior problem embedded in a rectangular fictitious domain $\hat{\Omega}$, as done in Section 4.2, the other a domain with an exclusion (with interior domain $\Omega_{i}$ the excluded area) as considered in Section 4.3. This is illustrated in Figure 1.3. We then proceed to apply the FE-IE method on each problem separately, coupling through the shared boundary to enforce the jump conditions.

Finally, we consider extending the FE-IE method to three-dimensional incompressible Stokes flow, which solves

$$
\begin{array}{r}
\mu \nabla^{2} \mathbf{u}-\nabla p+\mathbf{f}=0 \\
\nabla \cdot \mathbf{u}=0 \tag{1.6}
\end{array}
$$

for velocity $\mathbf{u}$, viscosity $\mu$, and pressure $p$ in a domain $\Omega$.
The IIM has been extended to Stokes flow [27] with rigid boundaries as well as interfaces [28]. Wagner et al. apply the eXtended finite element method (XFEM) to the problem of rigid spheres in Stokes flow [29]. Similar to IFEM, XFEM involves changing the basis in elements near the boundaries of the spheres, in this case enriching the space to better capture the near-field behavior of the fluid. The work of Zhang et al. for fluid-structure interaction is also called an immersed finite element method, but is more similar to the finite-difference-based immersed boundary method of Peskin [30], though it uses a higher-order delta
function representation to interpolate between the Lagrangian embedded domain and the Cartesian Eulerian grid [31]. We show the extension of the exterior problem to the Stokes equations in Section 6.2.

## Chapter 2

## Current $\mathbf{P}^{3} \mathrm{M}$ methods for N -body problems

In this chapter, we examine the pieces of existing particle-particle-particle-mesh $\left(\mathrm{P}^{3} \mathrm{M}\right)$ methods, in preparation for the introduction of the new FE-based $\mathrm{P}^{3} \mathrm{M}$ method in Chapter 3. As mentioned in Chapter 1, mesh-based $N$-body methods couple long-range interactions through an introduced mesh, allowing the use of standard mesh-based numerical methods. First, we consider the simplest form of mesh-based method, which does not include any explicit pairwise calculations: the particle-mesh (PM) method (often called particle-in-cell or PIC in certain applications).

### 2.1 The particle-mesh method

PM solvers have three basic steps [5]:

1. Assign particles to mesh with assignment function,
2. Solve governing equation on mesh, and
3. Interpolate field variable back to particle locations.

We next consider each step in more detail for the electrostatic potential problem.
Step one, particle assignment, involves determining how the particles existing in continuous space will be distributed to the discrete locations of the introduced mesh. This is done with an assignment function such that the mesh-based charge density $\rho$ is

$$
\begin{equation*}
\rho(\mathbf{x})=\sum_{i=1}^{N} Q_{i} W\left(\mathbf{x}_{i}^{\mathrm{c}}-\mathbf{x}\right) \tag{2.1}
\end{equation*}
$$

for $N$ charges with strength $Q_{i}$. The assignment function $W\left(\mathbf{x}_{i}^{\mathbf{c}}-\mathbf{x}\right)$ is a function of the offset of the particle location $\mathbf{x}_{i}^{c}$ and the mesh point $\mathbf{x}$. It is responsible for distributing some fraction of the particle to the nearest mesh point(s) as determined by the value of the assignment function at each mesh point. We view

[^0]this as finding a mesh-based approximation to our continuous system; each particle is approximated by some weighted combination of particles located at the mesh points. This is shown for one dimension in Figure 2.1. In the simplest case, the entire particle is assumed to be at the mesh point nearest to it, and higher-order assignment schemes distribute particles among an increasing number of points.

(a) Two particles and an introduced mesh in one dimension. The mesh solid lines denote mesh points; dashed lines indicate the dividing line of the mesh "cells".

(b) Mesh assignment by Nearest Grid Point (NGP).

(c) Mesh assignment by Cloud-in-Cell (CIC).

Figure 2.1: Two options for assignment of particles to an introduced discrete mesh. The value of the assignment function at each mesh point defines the fraction of the particle assigned to that point.

For step two, we must solve the governing equation for our newly mesh-based problem. In the case of electrostatic potential, that means solving

$$
\begin{equation*}
-\nabla^{2} \Phi^{\mathrm{sm}}=\rho \tag{2.2}
\end{equation*}
$$

where here $\Phi^{\text {sm }}$ indicates that we are solving for a smooth or mesh-based potential (instead of the actual potential, which is singular if evaluated at particle locations). To solve this problem, we can utilize any numerical method in our arsenal (finite differences, finite elements, transform methods, etc.). Often, the fast Fourier transform (FFT) is employed, especially in the case of periodic boundary conditions, though this is not inherently part of the PM scheme.

Finally, in step three, we interpolate the desired field variable back to the actual locations of our charges $\mathbf{x}_{i}^{c}$. That is, we want some weighted combination of the values at mesh points which gives an approximation to the actual value at the particle locations. Often, the potential is calculated in order to find forces on particles due to the other particles. In this case, an overwhelmingly popular choice for interpolation is to use the same assignment function as in step one, which ensures conservation of momentum. The NGP assignment-interpolation pair are illustrated in Figure 2.2.


Figure 2.2: NGP assignment and its momentum-conserving counterpart, NGP interpolation.

## Screening effect of PM

Assigning the particles to specific mesh points projects the particle locations from a continuous space to a discrete space. This not only causes inaccuracies, but introduces an artificial screening effect by which two particles that are very close together are "screened" from each other. For example, consider two particles that are in the same cell in the case of NGP assignment. Both particles are assigned to the same grid point and are thus treated by the mesh as one particle located at the common grid point, as shown in Figure 2.3a. In continuous space, the potential and force induced at one particle location due to the other particle would increase asymptotically toward infinity as the particles move closer together. In the discrete NGP version, the potential remains the same independent of the particles' locations within their common cell; furthermore, the force between the particles is zero. In other words, two particles coupled by a mesh in this way cannot "see" each other at all: each is screened from the other.

Increasing the order of the assignment scheme helps to correct for this phenomenon, as only a fraction of each particle in the same cell is assigned to the same grid point. However, due to the fact that higher-order assignment functions have larger support and distribute particles to more mesh points, the screening effect will appear in particles with larger distances between them. For example, some screening will occur even in particles separated by a full cell, as shown in Figure 2.3b.

(a) Particles in the same cell cannot "see" each other at all with NGP assignment.

(b) Fractions of two particles are screened in CIC assignment.

Figure 2.3: Screening effect of PM results in dramatic reduction of forces between particles which are very close together.

The end result is that standard PM schemes cannot resolve small-scale features on the size of a mesh cell. In some cases, this may be acceptable. However, if we wish to compensate for this screening effect, we can employ the particle-particle-particle-mesh $\left(\mathrm{P}^{3} \mathrm{M}\right)$ method [5], which we will now describe.

### 2.2 The particle-particle-particle-mesh method

The fundamental idea behind the particle-particle-particle-mesh method is to couple a particle-mesh calculation with a limited number of particle-particle interactions in order to compensate for the screening effect and lack of short-range resolution in PM. It can be thought of as explicitly "putting back" these short-range effects which are lost in the particle assignment process. Thus, the total potential at the location of particle $i$ is now

$$
\begin{equation*}
\Phi_{i}=\Phi_{i}^{\mathrm{sr}}+\Phi_{i}^{\mathrm{sm}} \tag{2.3}
\end{equation*}
$$

where $\Phi_{i}^{\mathrm{sm}}$ is the PM potential and $\Phi_{i}^{\mathrm{sr}}$ is the short-range component, defined as

$$
\begin{equation*}
\Phi_{i}^{\mathrm{sr}}=\sum_{\substack{\left\{j \mid R_{i j} \leq R_{c}\right\} \\ j \neq i}} \Phi_{i j}^{\mathrm{sing}}-\Phi_{i j}^{\mathrm{ref}} \tag{2.4}
\end{equation*}
$$

for the subset of particles whose distance from particle $i$ are within some cutoff radius $R_{c}$. $\Phi_{i j}^{\text {ref }}$ is a reference potential which approximates the potential of the PM calculation for a single particle.

This means that for particles whose distance $R_{i j}>R_{c}$, the PM calculation is considered sufficient and $\Phi_{i j}=\Phi_{i j}^{\mathrm{sm}}$. When $R_{i j}<R_{c}$ — the region where the screening effects are large and the PM calculation is inaccurate - we are essentially replacing the contribution of that particle by the singular potential:

$$
\begin{equation*}
\Phi_{i j}=\Phi_{i j}^{\mathrm{sing}}-\Phi_{i j}^{\mathrm{ref}}+\Phi_{i j}^{\mathrm{sm}} \approx \Phi_{i j}^{\mathrm{sing}}-\Phi_{i j}^{\mathrm{sm}}+\Phi_{i j}^{\mathrm{sm}}=\Phi_{i j}^{\mathrm{sing}} \quad \forall\left\{j \mid R_{i j}<R_{c}\right\} \tag{2.5}
\end{equation*}
$$

since $\Phi_{i j}^{\mathrm{ref}} \approx \Phi_{i j}^{\mathrm{sm}}$. In other words, we are removing the suspect PM effects of particles near to the $i$ th particle and replacing them with the "proper" singular effects which cannot be resolved on our discrete mesh, effectively reinstating the effects which the mesh had screened out.
$\mathrm{P}^{3} \mathrm{M}$ can be viewed as belonging to a larger class of methods which rely on a splitting to more efficiently tackle $N$-body problems. That is, we have split the $N^{2}$ problem into two parts: the PM calculation, which involves all particles in one solution, and the short-range effects present at each particle location, which involve only small subsets of nearest neighbor particles instead of the entire collection of particles.

## Another splitting: the Ewald sum

A famous splitting for electrostatic potentials and other $1 / R$-like kernels is the Ewald sum [39]. Whereas in $\mathrm{P}^{3} \mathrm{M}$, we think of compensating for screening effects which arise due to the nature of the PM calculation, in the Ewald sum, we consider deliberately adding specific screening functions in order to split the calculation
into two manageable parts.
The Ewald sum introduces Gaussian screening functions, such that the density contribution of an individual particle is

$$
\begin{equation*}
\rho_{i}^{\mathrm{G}}(\mathbf{x})=Q_{i} \frac{4 a^{2}}{\sqrt{\pi}} e^{-a^{2}\left|\mathbf{x}-\mathbf{x}_{i}\right|^{2}} \tag{2.6}
\end{equation*}
$$

where $Q_{i}$ is a constant associated with the particle in question, e.g., the strength of the charge in a group of Coulombic charges. The parameter $a$ is chosen to balance the required terms in the short-range and smooth sums. These Gaussian screening functions are introduced into the problem everywhere a particle is located in continuous space, as illustrated in Figure 2.4.


Figure 2.4: Introduction of Gaussian screening functions at particle locations to enable the Ewald splitting of the potential.

Our short-range component is now defined as the difference between the singular potential and the potential of screening function, $\Phi_{i}^{\mathrm{sc}}$ :

$$
\begin{equation*}
\Phi_{i}^{\mathrm{sr}, \mathrm{G}}=\Phi_{i}^{\mathrm{sing}}-\Phi_{i}^{\mathrm{sc}, \mathrm{G}} \tag{2.7}
\end{equation*}
$$

Such screens are chosen for two reasons: their applicability to Fourier methods for solving for the potential, and because they result in an exponentially-decaying short-range component for the particle-particle part of the calculation. This is observed by solving Poisson's equation with free-space boundary conditions (used because we are considering only one screening function, isolated in space):

$$
\begin{align*}
-\frac{1}{R} \frac{d^{2}\left(R \Phi_{i}^{\mathrm{sc}, \mathrm{G}}\right)}{d R^{2}} & =Q_{i} \frac{4 a^{2}}{\sqrt{\pi}} e^{-a^{2} R^{2}}  \tag{2.8}\\
\frac{d}{d R}\left(R \Phi_{i}^{\mathrm{sc}, \mathrm{G}}\right) & =Q_{i} \frac{2}{\sqrt{\pi}} e^{-a^{2} R^{2}}+C_{1}  \tag{2.9}\\
\Phi_{i}^{\mathrm{sc}, \mathrm{G}} & =Q_{i} \frac{\operatorname{erf}(a R)}{R}+C_{1}+\frac{C_{2}}{R} \tag{2.10}
\end{align*}
$$

If we choose $C_{1}=C_{2}=0$, then as $R \rightarrow \infty, \Phi_{i}^{\mathrm{sc}, \mathrm{G}} \rightarrow Q_{i} / R=\Phi_{i}^{\text {sing }}$. Thus the short-range component is

$$
\begin{equation*}
\Phi_{i}^{\mathrm{sr}, \mathrm{G}}=Q_{i} \frac{\operatorname{erfc}(a R)}{R} \tag{2.11}
\end{equation*}
$$

which decays rapidly as $R$ grows larger. Again, we need only consider a small subset of particles within $R_{c}$
at each particle location $\mathbf{x}_{i}^{\mathrm{c}}$.
At this point, we have introduced a screening function for every particle in our system and subtracted it from the singular potential of each particle. This means we must also add each screen back into our calculation somehow in order to retain the original summation. We do this by considering the potential of all screens and, for periodic boundary conditions, all their periodic images. In other words, we must solve Poisson's equation again, this time with a right-hand side $\rho^{\mathrm{G}}=\sum_{i} \rho_{i}^{\mathrm{G}}$ including all screens, and with periodic boundary conditions. This is ideally solved by the Fourier transform:

$$
\begin{align*}
\rho^{\mathrm{G}}(\mathbf{x}) & =\frac{1}{L^{3}} \sum_{i=1}^{N} Q_{i} \frac{4 a^{2}}{\sqrt{\pi}} e^{-a^{2}\left|\mathbf{x}-\mathbf{x}_{i}\right|^{2}}  \tag{2.12}\\
\hat{\rho}^{\mathrm{G}} & =\kappa^{2} \hat{\Phi}^{\mathrm{sm}, \mathrm{G}} \tag{2.13}
\end{align*}
$$

so we say

$$
\begin{equation*}
\Phi^{\mathrm{sm}, \mathrm{G}}=-\frac{4 \pi}{L^{3}} \sum_{i=1}^{N} \sum_{\boldsymbol{\kappa} \neq 0} \frac{Q_{i} e^{-\kappa^{2} / 4 a^{2}}}{\kappa^{2}} e^{i \boldsymbol{\kappa} \cdot\left(\mathbf{x}-\mathbf{x}_{i}\right)} \tag{2.14}
\end{equation*}
$$

The sum in (2.14) is often referred to as the reciprocal sum, as it is completed in reciprocal space. The short-range sum in (2.11), in comparison, is referred to as the real sum.

There is one correction left to make if we want to find the potential at a particle location $\mathbf{x}_{i}^{\mathrm{c}}$. The potential due to the particle itself should not included, but in our screen potential solution, we have included all screens. We must then subtract the potential due to the $i$ th screen. This is the self correction term, and it ensures that the particle cannot exert a force on itself. We find it by evaluating the screen potential $\Phi^{\text {sc }, \mathrm{G}}$ as $R \rightarrow 0$ :

$$
\begin{align*}
\Phi_{i}^{\text {self,G }} & =\lim _{R \rightarrow 0} Q_{i} \frac{\operatorname{erf}(a R)}{R}  \tag{2.15}\\
& =Q_{i} \frac{2 a}{\sqrt{\pi}} \tag{2.16}
\end{align*}
$$

Now we can combine the short-range, smooth, and self correction terms and find the potential at $\mathbf{x}_{i}^{c}$ :

$$
\begin{equation*}
\Phi\left(\mathbf{x}_{i}^{\mathrm{c}}\right)=\underbrace{\sum_{\substack{\left\{j \mid R_{i j} \leq R_{c}\right\} \\ j \neq i}} Q_{j} \operatorname{erfc}\left(a\left|\mathbf{x}_{j}-\mathbf{x}_{i}\right|\right)}_{\text {short-range }}-\underbrace{\frac{4 \pi}{L^{3}} \sum_{j=1}^{N} \sum_{\boldsymbol{\kappa} \neq 0} \frac{Q_{j} e^{-\kappa^{2} / 4 a^{2}}}{\kappa^{2}} e^{i \boldsymbol{\kappa} \cdot\left(\mathbf{x}_{i}-\mathbf{x}_{j}\right)}}_{\text {smooth }}-\underbrace{Q_{i} \frac{2 a}{\sqrt{\pi}}}_{\text {self correction }} \tag{2.17}
\end{equation*}
$$

It is important to note that the Ewald sum, while very useful for turning an infinite sum (for periodic boundary conditions) into an $N^{2}$ operation, does not involve an artificial mesh and thus cannot benefit from the many fast numerical methods available to discrete mesh-based systems.

## Mesh-based Ewald: PME and SPME

The particle-mesh-Ewald (PME) method [6] can be viewed as the combination of $\mathrm{P}^{3} \mathrm{M}$ and the Ewald sum. That is, we introduce an artificial mesh into our domain and replace each particle with a weighted combination of particles located at mesh points (assigning fractional particles to each mesh point). Each of these mesh-bound particles gets its own Gaussian screen, as shown in Figure 2.5, meaning each fractional charge resulting from mesh assignment can be viewed as both a fractional charge and a fractional screen. The calculation proceeds in the same way as for $\mathrm{P}^{3} \mathrm{M}$, but with the specifics of each calculation determined


Figure 2.5: Introduction of Gaussian screening functions at each mesh point for PME. The two particles shown are assigned to the two nearest mesh points via CIC assignment, resulting in a total screen which is a linear combination of the two Gaussian screens located at the mesh points.
by the terms of the Ewald sum. The short-range effects are now calculated by the Ewald expression for the real part of the sum (2.11). Because we have introduced external screening functions, the self term given by (2.16) must be accounted for as well.

The most important shift, however, is in the smooth or mesh-based portion of the calculation, which calculates the potential of the weighted combination of Gaussian screens determined from charge assignment. As a result, the expression for the reciprocal sum (2.14) is used to calculate the smooth potential for our collection of mesh-bound Gaussian screens. Assuming we have introduced an evenly-spaced mesh, the fast Fourier transform (FFT) reduces the computational cost to $\mathcal{O}(N \log N)$.

As with $\mathrm{P}^{3} \mathrm{M}$, we are free to choose both our assignment function and our interpolation method for moving between continuous space and mesh space. The original PME used Lagrangian assignment and interpolation, preserving the moment-conserving constraint of Hockney and Eastwood [6], while the popular smooth PME (SPME) variant requests more smoothness and instead uses B-splines [7].

### 2.3 Method considerations

Any method relying on the FFT will face challenges in large-scale parallel implementation, as global communication requirements of the FFT inhibit the parallel scalability. While high-performance FFT solutions exist [40] and are effective in many settings, extreme-scale performance models suggests that global multidimensional FFTs present potential bottlenecks in scalability [41]. There are several approaches to improving Ewald-type methods to make them less restricted by the constraints of the FFT. For example, coarsening strategies reduce the number of grid points by using a staggered mesh [42]. In addition, multilevel approaches to Ewald summation [43] have increased locality in the FFT calculations while resulting in only a small increase in the total work of the FFT.

Another limitation of current evaluation methods is the application of general boundary conditions (or homogeneous boundary conditions on irregular domains). The FMM is naturally formulated for free-space boundary conditions, needing to be able to exploit something like the method of images for homogeneous Dirichlet or Neumann conditions. PME methods, which rely on the FFT, will be most natural for periodic domains, but they can be extended to free space [5, 44, 45]. However, this is done at great additional cost: doubling the size of the domain to remove periodic effects from the FFT results in doubling the work of the mesh solve just to change the boundary conditions.

The FE-P ${ }^{3} \mathrm{M}$ method aims to address some of these concerns by allowing for any general boundary conditions and avoiding the need for the FFT. We introduce the method and demonstrate its application in the next chapter.

## Chapter 3

## FE-P ${ }^{3} \mathrm{M}$ : The method of polynomial screens

The goal of the FE-based $\mathrm{P}^{3} \mathrm{M}$ approach is to modify the $\mathrm{P}^{3} \mathrm{M}$ method to render the mesh-based problem particularly well-suited to finite element (FE) methods, removing the dependence on the FFT. For comparison with classic $\mathrm{P}^{3} \mathrm{M}$ and PME methods, we consider the sum for the electrostatic potential (1.4) of $N$ charges with strengths $Q_{j}$, extended to periodic boundary conditions on a cube with sides of length $L$ :

$$
\begin{equation*}
\Phi\left(\mathbf{x}_{i}\right)=\sum_{\mathbf{n}=-\infty}^{\infty} \sum_{\substack{i, j=1 \\ i \neq j, \mathbf{n}=0}}^{N} \frac{Q_{j}}{\left|\mathbf{x}_{i}-\mathbf{x}_{j}+\mathbf{n} L\right|} \tag{3.1}
\end{equation*}
$$

Here $\mathbf{n}$ indicates that the sum is over all periodic images as well as the original $N$ particles. However, the FE-based method also extends to other boundary conditions and domains, as will be discussed later and is an advantage of the method over standard $\mathrm{P}^{3} \mathrm{M}$.

### 3.1 Description of method

Recall from Chapter 2 that the Ewald decomposition is often viewed through the construction of a screen potential to define the corresponding short-range and long-range potentials and that the usual PME formulation uses a Gaussian screen function, yielding a short-range potential that is straightforward to compute. Furthermore, the mesh potential satisfies the Poisson problem with a right hand side built from these screens $\rho_{i}:$

$$
\begin{equation*}
-\nabla \cdot \nabla \Phi^{\mathrm{sm}}=\sum_{i} \rho_{i}(\mathbf{x}) \tag{3.2}
\end{equation*}
$$

Equation (3.2) is then optimally solved using FFTs on a mesh.
We instead propose screening functions $\rho_{i}(\mathbf{x})$ that are order $q$ piecewise polynomials on the mesh. The screens are thus represented exactly by polynomial finite element basis functions of order $\geq q$. The corresponding potential is then solved with (3.2) using a finite element method with basis functions of order $p=q+2$.

[^1]Next, we describe the details of the method, following the four basic steps of $\mathrm{P}^{3} \mathrm{M}$ methods: assignment of charges to the mesh, solving for the smooth potential on the mesh, transferring the potential back to the charge locations, and calculating the point-to-point (short-range) interactions. A high-level synopsis of the algorithm is described in Algorithm 1 to illustrate the structural pieces of our approach.

```
Algorithm 1: Polynomial Screen Method for Calculating Potential
    Input: A mesh of elements \(e_{j}\) and a group of point charges \(Q_{i}\)
    Return: Potential at locations of charges
    for each charge \(Q_{i}\)
        \{charge assignment, Section 3.1\}
        place \(Q_{i}\) in element
        solve for screen
    \(\{(3.10)\) or (3.19) \}
    for each element \(e_{j}\)
        if element \(e_{j} \in\) surface
            adjust boundary conditions as necessary \{see (3.26)\} \(^{\text {a }}\)
        apply charge assignment operator to form \(\rho_{\mathrm{m}} \quad\) \{see (3.9)\}
    perform multigrid solve of \(-\nabla^{2} \Phi^{\mathrm{sm}}=\rho_{\mathrm{m}}\)
    for each charge \(Q_{i}\)
\{evaluations, Sections 3.1 and 3.1\}
        \(\Phi_{i} \leftarrow \Phi_{i}^{\mathrm{sr}}+\Phi_{i}^{\mathrm{sm}}\)
    \{mesh-to-charge assignment \}
```

We assume a collection of $N$ charges $\mathcal{Q} \equiv\left\{Q_{i}\right\}_{i=1}^{N}$ located at $\mathbf{x}_{i}^{\mathrm{c}}$ in a cube $\Omega=[0, L]^{3}$. A mesh with $N_{\mathrm{el}}=n_{\mathrm{el}}^{x} \times n_{\mathrm{el}}^{y} \times n_{\mathrm{el}}^{z}$ elements is constructed to conform to the domain, and a uniform mesh is assumed in each direction for simplicity of presentation - i.e., $n_{\mathrm{el}}=n_{\mathrm{el}}^{x}=n_{\mathrm{el}}^{y}=n_{\mathrm{el}}^{z}$. Finally, the collocation points for $q$-order basis functions on the mesh are denoted $\mathbf{x}_{j}^{\mathrm{m}}$, with $j=1, \ldots, M \equiv\left(q n_{\mathrm{el}}+1\right)^{3}$.

## Charge assignment

A central component of particle-mesh methods is the assignment of singular charges to the mesh, yielding a mesh-based charge density function, $\rho_{\mathrm{m}}\left(\mathbf{x}^{\mathrm{m}}\right)$. In particular, we seek an assignment function $\mathcal{W}(\mathbf{x})$ that reflects our specially-selected screen functions and provides a weighting that distributes a charge $Q_{i}$ at $\mathbf{x}_{i}^{c}$ to each collocation point $\mathbf{x}_{j}^{\mathrm{m}}$ of the basis functions:

$$
\begin{equation*}
\rho_{\mathrm{m}}\left(\mathbf{x}_{j}^{\mathrm{m}}\right)=\sum_{i=1}^{N} Q_{i} \mathcal{W}\left(\mathbf{x}_{j}^{\mathrm{m}} ; \mathbf{x}_{i}^{\mathrm{c}}\right) \tag{3.3}
\end{equation*}
$$

Existing methods use Lagrange polynomials (PME [6]) or B-splines ( $\mathrm{P}^{3} \mathrm{M}[5]$ and SPME [7]) for this weighting, where B-splines work particularly well with FFTs. The charge assignment function impacts both accuracy and efficiency of the method. In our approach we design an assignment operator based directly on polynomial basis functions for compatibility with a finite-element-based Poisson solver.

## Defining the polynomial screens

We define our screen density function for a single charge $Q_{i} \in \mathcal{Q}$ as

$$
\begin{equation*}
\rho_{i}(\mathbf{x})=\sum_{j} c_{j} \psi_{j}(\mathbf{x}) \tag{3.4}
\end{equation*}
$$

with linear superposition providing the extension to multiple charges. As suggested by the form of (3.3), we will consider unit charges in our rules for screen construction (defining $\mathcal{W}(\mathbf{x})$ ), with the result then scaled by any charge strength $Q$. Here $\psi_{j}(\mathbf{x})$ are a collection of $q$-order Lagrange basis functions over an index set determined as follows. If charge $Q_{i}$ is located within element $\tau_{j}$ of the mesh, we choose $V_{\rho}^{i}=\cup_{\tau \cap \tau_{j} \neq 0} \tau$ to be the interpolation support of the charge assignment operator. That is, the support is the union of the element of the mesh that includes the charge along with all neighboring elements, leading to a support of 27 elements in three dimensions. Generalization to other choices for this support is briefly discussed in Section 3.4. To construct the polynomial screen, we consider the degrees of freedom which are interior to or on the faces of the element containing the charge. For $q$-order interpolating polynomials, this leads to $\operatorname{dim}\left(V_{\rho}^{i}\right)=(q+1)^{3}$ degrees of freedom. These degrees of freedom are determined so that the charge-screen combination has a potential that decays rapidly in space by considering the multipole expansion of the screen for a point well outside the screen, given by

$$
\begin{equation*}
\Phi_{i}^{\mathrm{sc}}(\mathbf{x})=\frac{1}{\hat{R}} \int_{V_{\rho}^{i}} \rho_{i}(\boldsymbol{\xi}) \mathrm{d} \boldsymbol{\xi}-\frac{1}{\hat{R}^{2}} \int_{V_{\rho}^{i}} \rho_{i}(\boldsymbol{\xi})(\boldsymbol{\xi} \cdot \hat{\mathbf{r}}) \mathrm{d} \boldsymbol{\xi}+\frac{1}{2 \hat{R}^{3}} \int_{V_{\rho}^{i}} \rho_{i}(\boldsymbol{\xi})\left[3(\boldsymbol{\xi} \cdot \hat{\mathbf{r}})^{2}-|\boldsymbol{\xi}|^{2}\right] \mathrm{d} \boldsymbol{\xi}+\cdots \tag{3.5}
\end{equation*}
$$

where $\hat{\mathbf{R}}=\left(\mathbf{x}-\mathbf{x}_{i}\right) / h$, where $\mathbf{x}$ is the observation point, $\mathbf{x}_{i}$ is the charge location, $h$ is the mesh size, and $\hat{R}=|\hat{\mathbf{R}}|$. The quantity $\hat{\mathbf{r}}$ is the unit direction vector $\hat{\mathbf{R}} / \hat{R}$.

For a charge $Q_{i}$ located at $\mathbf{x}_{i}=\left(x_{i}, y_{i}, z_{i}\right)$ in element $\tau_{j}$ (in the interest of readability, we drop superscript "c" when it is clear that the reference is to a charge location), we denote the offset $\boldsymbol{\delta}_{i}=\left(\delta_{i}^{x}, \delta_{i}^{y}, \delta_{i}^{z}\right)=\mathbf{x}_{i}-\overline{\mathbf{x}}_{j}$ with respect to the center of the element $\overline{\mathbf{x}}_{j}$, and define the $(l, m, n)$-moment and centered $(l, m, n)$-moment of the screen function as

$$
\begin{align*}
\rho_{i}^{(l, m, n)} & =\int_{V_{\rho}^{i}}\left(x-\delta_{i}^{x}\right)^{l}\left(y-\delta_{i}^{y}\right)^{m}\left(z-\delta_{i}^{z}\right)^{n} \rho_{i}(\mathbf{x}) \mathrm{d} \mathbf{x}  \tag{3.6}\\
\bar{\rho}_{i}^{(l, m, n)} & =\int_{V_{\rho}^{i}} x^{l} y^{m} z^{n} \rho_{i}(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{3.7}
\end{align*}
$$

If we take the origin as the element center $\overline{\mathbf{x}}_{j}$, dividing $\rho_{i}^{(0,0,0)}=\int_{V_{\rho}^{i}} \rho_{i}(\mathbf{x}) \mathrm{d} \mathbf{x}$ by $\hat{R}=\left|\mathbf{x}-\mathbf{x}_{i}\right| / h$ gives the first term of the screen's multipole expansion from (3.5). Thus, requiring $\rho_{i}^{(0,0,0)}=1$ (for a unit charge)
guarantees that the combined point-charge and screen have a potential that decays at least as fast as $1 / R^{2}$ with distance from the point charge. Likewise, zeroing higher moments of the screen enforces the cancellation of dipole and higher-order terms, making the far-field behavior of the screen follow the behavior of a point charge by increasing its symmetry. This accelerates the long-range decay rate of the point-charge-and-screen combination and reduces the number of interactions that must be explicitly represented by point-to-point computations. With the available degrees of freedom, a screen of order $q$ cancels all terms up to $R^{-(q+1)}$, leaving $\Phi^{\mathrm{sr}}=1 / R-\Phi^{\mathrm{sc}} \sim R^{-(q+2)}$ for a unit charge. This is summarized in Table 3.1, which shows the moments that result from performing the vector operations in the integrands of (3.5).

| Power of $R$ | Single terms | Mixed terms |
| :---: | :---: | :---: |
| $R^{-1}$ | 1 | - |
| $R^{-2}$ | $x, y, z$ | - |
| $R^{-3}$ | $x^{2}, y^{2}, z^{2}$ | $x y, x z, y z$ |
| $R^{-4}$ | $x^{3}, y^{3}, z^{3}$ | $x^{2} y, x y^{2}, x^{2} z, x z^{2}, y^{2} z, y z^{2}, x y z$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $R^{-N}$ | $x^{N-1}, y^{N-1}, z^{N-1}$ | $x^{l} y^{m} z^{n}$, with |
|  |  | $1 \leq l, m, n \leq N-2$, |
|  |  | and $l+m+n=N-1$ |

Table 3.1: Polynomial terms in multipole expansion.

## Constructing the screen

The goal is to perform multipole cancellations with screens that are also compatible with the basis functions of our finite element discretization. With this description, each screen is composed of $N_{\mathrm{sc}}=n_{\mathrm{sc}}^{3}=(q+1)^{3}$ nodal screen basis functions, $\psi$ :

$$
\begin{equation*}
\rho_{i}(\mathbf{x})=\sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j} \psi_{j}(\mathbf{x}) \tag{3.8}
\end{equation*}
$$

Thus, revisiting (3.3), the assignment operator $\mathcal{W}$ is

$$
\mathcal{W}\left(\mathbf{x}_{j}^{\mathrm{m}} ; \mathbf{x}_{i}^{\mathrm{c}}\right)=\left\{\begin{array}{cl}
\sum_{k=0}^{N_{\mathrm{sc}}-1} c_{k}\left(\boldsymbol{\delta}_{i}\right) \psi_{k}\left(\mathbf{x}_{j}^{\mathrm{m}}\right) & \mathbf{x}_{j}^{\mathrm{m}} \in V_{\rho}^{i}  \tag{3.9}\\
0 & \text { otherwise }
\end{array}\right.
$$

Restricting the first $N_{\mathrm{sc}}$ moments leads to a $N_{\mathrm{sc}} \times N_{\mathrm{sc}}$ linear system for the coefficients $\mathbf{c}$ in (3.8):

$$
\left[\begin{array}{cccc}
\psi_{0}^{(0,0,0)} & \psi_{1}^{(0,0,0)} & \cdots & \psi_{N_{\mathrm{sc}}-1}^{(0,0,0)}  \tag{3.10}\\
\psi_{0}^{(1,0,0)} & \psi_{1}^{(1,0,0)} & \cdots & \psi_{N_{\mathrm{sc}}-1}^{(1,0,0)} \\
\vdots & & \ddots & \vdots \\
\psi_{0}^{(q, q, q)} & \psi_{1}^{(q, q, q)} & \cdots & \psi_{N_{\mathrm{sc}}-1}^{(q, q, q)}
\end{array}\right]\left[\begin{array}{c}
c_{0} \\
c_{1} \\
\vdots \\
c_{N_{\mathrm{sc}}-1}
\end{array}\right]=\left[\begin{array}{c}
1 \\
0 \\
\vdots \\
0
\end{array}\right]
$$

where $\psi_{j}{ }^{(l, m, n)}$ is the $(l, m, n)$-moment, as defined in (3.6) for $\rho$, of the $j$-th screen basis function $\psi_{j}(\mathbf{x})$.
Figure 3.1 shows cross-sections of example screens constructed using $q=1, \ldots, 4$. Each screen's peak is attained near the marked charge, and the screens are constructed to decay to zero at the edge of $V_{\rho}$. The screens have support in the active screen region $V_{\rho}^{i}$ and for $q>1$, the screens are in general non-monotone.

We confirm in Figure 3.2 that screens constructed in this fashion yield potentials with the expected behavior: in all cases, the far-field behavior approximates $1 / R$. In Figure 3.3, we estimate mean and peak errors incurred for point-to-point interaction truncation at a distance $\hat{R}_{c}=R_{c} / h$. To do this, the short-range potential is constructed for $N=84$ charge locations within an element and sampled in 42 directions; the behavior of $\left|\Phi^{\mathrm{sr}}\right|$ is shown in the figure as the weighted average $\left|\Phi^{\mathrm{sr}}\right|_{\text {avg }}$ and the maximum from all samples $\left|\Phi^{\mathrm{sr}}\right|_{\text {max }}$. In addition, the radius from a charge location is also normalized as $\hat{R}=R / h$, and is denoted $\hat{R}$. We see that twice the screen-size scale $\hat{R} \approx 3$ corresponds to the expected start of the asymptotic decay behavior. This is the distance at which a multipole expansion is generally considered "well-separated" and expected to show convergence with $R$. Both the mean and peak errors show the expected behavior for increasing $q$ beyond this distance.

## A fast algorithm for screen construction

Solving (3.10) directly requires $\mathcal{O}\left(N_{\mathrm{sc}}^{3}\right)$ operations for each screen, which is feasible, but is not necessary in general. In the following, we design a fast algorithm for computing screens, which follows from a generalization of the Parallel Axis Theorem applied to moments used in the system. First, we note that the moments are additive. For example, the first moment in variable $x$ of basis function $\psi_{j}$ satisfies

$$
\begin{align*}
\psi_{j}^{(1,0,0)} & =\int_{V_{\rho}} x \psi(\mathbf{x}) \mathrm{d} \mathbf{x}-\delta_{i}^{x} \int_{V_{\rho}} \psi(\mathbf{x}) \mathrm{d} \mathbf{x}  \tag{3.11}\\
& =\bar{\psi}_{j}^{(1,0,0)}-\delta_{i}^{x} \psi_{j}^{(0,0,0)}
\end{align*}
$$



Figure 3.1: Example of linear through quartic screens for a single charge (marked by a star).


Figure 3.2: Screen potential vs $\hat{R}=\left|\mathbf{x}-\mathbf{x}_{i}\right| / h$ in two directions: (a) $\mathbf{x}-\mathbf{x}_{i} \propto(1,0,0)$ and (b) $\mathbf{x}-\mathbf{x}_{i} \propto(1,1,1)$.


Figure 3.3: Maximum (solid) and average (dash-dot-dot) short-range potentials for screens with $q=1$ to 4 . The straight dash-dot lines denote the expected slopes.
where $\bar{\psi}_{j}{ }^{(1,0,0)}$ is the centered moment of the $j$-th basis function as in (3.7). Therefore, second row of (3.10) is equivalent to

$$
\begin{equation*}
\sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j} \bar{\psi}_{j}^{(1,0,0)}=\delta_{i}^{x} \sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j} \psi_{j}^{(0,0,0)}=\delta_{i}^{x} \tag{3.12}
\end{equation*}
$$

Similarly, the second moment of $\psi_{j}$ satisfies

$$
\begin{align*}
\psi_{j}^{(2,0,0)} & =\int_{V_{\rho}} x^{2} \psi(\mathbf{x}) \mathrm{d} \mathbf{x}-2 \delta_{i}^{x} \int_{V_{\rho}} x \psi(\mathbf{x}) \mathrm{d} \mathbf{x}+\left(\delta_{i}^{x}\right)^{2} \int_{V_{\rho}} \psi(\mathbf{x}) \mathrm{d} \mathbf{x}  \tag{3.13}\\
& =\bar{\psi}_{j}^{(2,0,0)}-2 \delta_{i}^{x} \bar{\psi}_{j}^{(1,0,0)}+\left(\delta_{i}^{x}\right)^{2} \psi_{j}^{(0,0,0)}
\end{align*}
$$

so the third row of (3.10) becomes

$$
\begin{align*}
\sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j} \bar{\psi}_{j}^{(2,0,0)} & =2 \delta_{i}^{x} \sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j} \bar{\psi}_{j}^{(1,0,0)}-\left(\delta_{i}^{x}\right)^{2} \sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j} \psi_{j}^{(0,0,0)}  \tag{3.14}\\
& =2\left(\delta_{i}^{x}\right)^{2}-\left(\delta_{i}^{x}\right)^{2}=\left(\delta_{i}^{x}\right)^{2}
\end{align*}
$$

Continuing this procedure for other moments in (3.10) yields:

$$
\left[\begin{array}{cccc}
\psi_{0}^{(0,0,0)} & \psi_{1}^{(0,0,0)} & \ldots & \psi_{N_{\mathrm{sc}}-1}^{(0,0,0)}  \tag{3.15}\\
\bar{\psi}_{0}^{(1,0,0)} & \bar{\psi}_{1}^{(1,0,0)} & & \\
\vdots & & & \\
\bar{\psi}_{0}^{(q, 0,0)} & \ddots & \bar{\psi}_{N_{\mathrm{sc}}-1}^{(q, 0,0)} \\
\bar{\psi}_{0}^{(0,1,0)} & & & \\
c_{1} \\
\vdots & & & \\
c_{0} \\
\bar{\psi}_{0}^{(q, q, q)} & & & \\
\\
& & \bar{\psi}_{N_{\mathrm{sc}}-1}^{(q, q, q)}
\end{array}\right]\left[\begin{array}{c} 
\\
\\
\\
c_{N_{\mathrm{sc}}-1}
\end{array}\right]=\left[\begin{array}{c} 
\\
\\
\\
\\
\\
\end{array}\right.
$$

which we write compactly as $\mathcal{C} \mathbf{c}=\mathbf{f}$. An advantage of this form is that for a uniform mesh, the matrix $\mathcal{C}$ is the same for each screen, since the moments reference the center of the element. As a result, the matrix can be pre-factorized, leading to a complexity of only $\mathcal{O}\left(N_{\mathrm{sc}}^{2}\right)$ to solve for each screen. Furthermore, this reduces set-up cost by eliminating the need to calculate the moment integral entries of the matrix in (3.10) for every screen.

For small $q$ this yields a small operation count, yet the computation is further reduced if $\psi(\mathbf{x})$ is separable, as is the case for a regular cubic mesh shown. In this case,

$$
\begin{equation*}
\psi_{\kappa}(\mathbf{x})=\omega_{i}(x) \omega_{j}(y) \omega_{k}(z) \tag{3.16}
\end{equation*}
$$

where $\omega_{i}$ are the one-dimensional nodal basis functions for a mesh size $h$ and $\kappa=i+(q+1) j+(q+1)^{2} k$ with $i, j, k \in[0, q]$. With $\psi$ separable, the moment integrals are also separable:

$$
\begin{align*}
\bar{\psi}_{\kappa}^{(l, m, n)} & =\int_{V_{\rho}^{i}} x^{l} y^{m} z^{n} \psi_{\kappa}(\mathbf{x}) \mathrm{d} \mathbf{x} \\
& =\left(\int_{-3 h / 2}^{3 h / 2} x^{l} \omega_{i}(x) \mathrm{d} x\right)\left(\int_{-3 h / 2}^{3 h / 2} y^{m} \omega_{j}(y) \mathrm{d} y\right)\left(\int_{-3 h / 2}^{3 h / 2} z^{n} \omega_{k}(z) \mathrm{d} z\right) \tag{3.17}
\end{align*}
$$

Following the notation of (3.7), we define

$$
\begin{equation*}
\bar{\omega}_{i}^{(l)}=\int_{-3 h / 2}^{3 h / 2} x^{l} \omega_{i}(x) \mathrm{d} x \tag{3.18}
\end{equation*}
$$

and likewise for the one-dimensional $y$ and $z$ centered moments. We take $c_{\kappa}=w_{i}^{x} w_{j}^{y} w_{k}^{z}$ and recognize that the right-hand side of (3.15) is also separable as $f_{\mu}=\left(\delta^{x}\right)^{l}\left(\delta^{y}\right)^{m}\left(\delta^{z}\right)^{n}$ with $\mu=l+(q+1) m+(q+1)^{2} n$. This yields three equivalent $(q+1)^{2}$ systems of the form

$$
\begin{equation*}
\sum_{i=0}^{q} \bar{\omega}_{i}^{(l)}(x) w_{i}^{x}=\left(\delta^{x}\right)^{l}, \quad l=0, \ldots, q \tag{3.19}
\end{equation*}
$$

which are solved independently. The inverse of the matrix is computed once and applied for all right hand sides, resulting in only $\mathcal{O}\left(n_{\mathrm{sc}}^{2}\right)$ operations per screen. This method also extends to regular rectangular meshes, where $h$ is not necessarily equal in each direction.

## Solution of the mesh potential

Given our construction of $\rho_{m}$ through the screens $\rho_{i}$ built from the finite element basis functions via (3.9), the solution of $\Phi^{\mathrm{sm}}$ is straightforward. Since the screens are polynomial of degree $q$, we use a finite element solver with basis functions $u^{\mathrm{m}}$ of order $p=q+2$, which results in a symmetric, positive definite sparse linear system (under realistic assumptions regarding the boundary conditions).

Multigrid preconditioners are effective for this problem, even for high-order bases, and allow the sparse matrix problem to be solved to any level of accuracy. As an example, consider the case of a high-order finite element discretization of the Poisson problem with Dirichlet boundary conditions. Figure 3.4 shows the convergence history of a multigrid preconditioned conjugate gradient method for basis functions of order $p=1$ through 6. An algebraic multigrid preconditioner, based on smoothed aggregation using a more general strength measure [46] and optimal interpolation operator [47], is used. We observe only a weak dependence on $p$. Moreover, more advanced multigrid techniques have shown still better scalings for both Poisson and other elliptic problems such as for Stokes flow [48, 49]. Importantly, multigrid preconditioners are also well-known to exhibit high parallel efficiency [41, 50]. In the following tests, we use AMG through the BoomerAMG package [51].

## Evaluation of the smooth potential at charge locations

The next step is to evaluate $\Phi^{\mathrm{sm}}$ at the charge locations. For standard $\mathrm{P}^{3} \mathrm{M}$ and PME implementations, this involves interpolation with the Lagrangian or B-spline basis functions from the charge assignment. In


Figure 3.4: Convergence history for the Poisson problem using basis elements of order $p=1, \ldots, 6$ for both the conjugate gradient method (dot-dashed) and multigrid preconditioning (solid).
contrast, our method requires no interpolation, though interpolation can be used to speed up calculations, if desired. Since the smooth potential exists in each element as a linear combination of coefficients - i.e., the values of $\Phi^{\mathrm{sm}}$ at $\mathbf{x}^{\mathrm{m}}$ for all $N_{\mathrm{m}}$ points in an element - and the basis functions $u^{\mathrm{m}}$, the smooth potential is expressed at any point as

$$
\begin{equation*}
\Phi^{\mathrm{sm}}(\mathbf{x})=\sum_{j=1}^{N_{\mathrm{m}}} \Phi^{\mathrm{sm}}\left(\mathbf{x}_{j}^{\mathrm{m}}\right) u_{j}^{\mathrm{m}}(\mathbf{x}) \tag{3.20}
\end{equation*}
$$

where $N_{\mathrm{m}}$ is the number of collocation points in an element. Direct evaluation at the charge locations $\mathbf{x}=\mathbf{x}_{i}^{\mathrm{c}}$ is straightforward.

## Short-range potential

Our formulation for the mesh-based potential yields a more complex short-range interaction than PME. In addition to $R$, the short-range interaction now also depends on the position of the charge relative to the underlying mesh. Consequently, additional effort is required to evaluate the short-range interaction. However, the calculation is local, which is an added benefit in a manycore setting.

The short-range potential at point $\mathbf{x}$ due to a charge $Q_{i}$ located at $\mathbf{x}_{i}$ is

$$
\begin{equation*}
\Phi_{i}^{\mathrm{sr}}(\mathbf{x})=\frac{Q_{i}}{\left|\mathbf{x}-\mathbf{x}_{i}\right|}-\Phi_{i}^{\mathrm{sc}}(\mathbf{x}) \tag{3.21}
\end{equation*}
$$

where

$$
\begin{equation*}
\Phi_{i}^{\mathrm{sc}}(\mathbf{x})=Q_{i} \int_{V_{\rho}^{i}} \frac{\rho_{i}(\boldsymbol{\xi})}{|\mathbf{x}-\boldsymbol{\xi}|} \mathrm{d} \boldsymbol{\xi} \tag{3.22}
\end{equation*}
$$

Recall that $\Phi^{\mathrm{sm}}$, the smooth potential, includes the sum of all individual screen potentials $\Phi_{i}^{\mathrm{sc}}$ and the boundary effects (here, the periodic images of the charges). Though feasible, performing accurate quadrature for each screen individually is computationally expensive. We therefore shift a significant portion of this computational effort to a pre-processing step, for which there are multiple options.

One approach is to consider a look-up table of pre-computed values for the screen potential evaluated at $\mathbf{x}_{j}$ due to a charge at $\mathbf{x}_{i}^{\mathrm{c}}$. These values comprise a six-dimensional look-up table, $\Phi^{\mathrm{sc}}\left(\mathbf{x}_{j}-\mathbf{x}_{i}^{\mathrm{c}} ; \boldsymbol{\delta}_{i}\right)$, since they are a function of the difference between the evaluation point and the charge location, and also the offset of the charge within its element (which determines the screen).

With some additional computation, but still without resorting to direct evaluation of (3.22), it is possible to remove the charge offset interpolation to reduce errors. We accomplish this by recognizing the screen's formulation as a linear combination of basis functions,

$$
\begin{align*}
\Phi_{i}^{\mathrm{sc}}(\mathbf{x}) & =Q_{i} \sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j}\left(\boldsymbol{\delta}_{i}\right) \int_{V_{\rho}^{i}} \frac{\psi_{j}(\boldsymbol{\xi})}{|\mathbf{x}-\boldsymbol{\xi}|} \mathrm{d} \boldsymbol{\xi}  \tag{3.23}\\
& =Q_{i} \sum_{j=0}^{N_{\mathrm{sc}}-1} c_{j}\left(\boldsymbol{\delta}_{i}\right) \Phi_{j}^{\mathrm{b}, \mathrm{sc}}\left(\mathbf{x}-\mathbf{x}_{i}^{\mathrm{c}}\right) . \tag{3.24}
\end{align*}
$$

This approach yields $N_{\text {sc }}$ look-up tables for basis-function potential values $\Phi^{\mathrm{b}, \mathrm{sc}}\left(\mathbf{x}_{j}-\mathbf{x}_{i}^{\mathrm{c}}\right)$. However, for $q \geq 2$ the polynomial nature of the screen leads to non-monotonic decay for some directions within the region where the screen is active, as shown in Figure 3.2. Consequently, a direct implementation of a lookup table for such functions requires sufficient resolution, which is harder to achieve for larger $q$. In contrast to Ewald-based methods, where short-range computations are efficient by design, the cost of these look-up tables may be non-trivial. Therefore, for good performance, knowledge of the underlying structure of the screen potentials should be used to inform both the storage locations for the look-up table values and the interpolation method.

## A note about the self term

If the point $\mathbf{x}$ is the location of a charge, we do not wish to include the potential due to this charge in our calculation. However, we do still need to subtract the screen potential from the charge's own screen, which is included in $\Phi^{\text {sm }}$; this is sometimes called the "self" term. We can allow for this by amending our short-range
potential expression to include both cases:

$$
\Phi_{i}^{\mathrm{sr}}(\mathbf{x})= \begin{cases}\frac{Q_{i}}{\left|\mathbf{x}-\mathbf{x}_{i}\right|}-\Phi_{i}^{\mathrm{sc}}(\mathbf{x}) & \left|\mathbf{x}-\mathbf{x}_{i}\right|>0  \tag{3.25}\\ -\Phi_{i}^{\mathrm{sc}}(\mathbf{x}) & \text { otherwise }\end{cases}
$$

## Alternative boundary conditions

The formulation above is presented under the assumption of periodic boundary conditions, which is the simplest case and important for a range of applications. It is straightforward to generalize boundary conditions via the mesh potential $\Phi^{s m}$. This is accomplished by adjusting for short-range effects present at the boundary and then proceeding in the usual manner for a finite element problem with the given type of boundary conditions. For example, for a Dirichlet boundary condition of $\Phi=g$ on $\partial V$, the condition for our mesh problem becomes

$$
\begin{equation*}
\left.\Phi^{\mathrm{sm}}\right|_{\partial V}=g-\left.\Phi^{\mathrm{sr}}\right|_{\partial V}, \tag{3.26}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
\left.\Phi\right|_{\partial V}=\left.\Phi^{\mathrm{sm}}\right|_{\partial V}+\left.\Phi^{\mathrm{sr}}\right|_{\partial V}=g \tag{3.27}
\end{equation*}
$$

A similar approach is used in [32]. This also extends to the case of Neumann or mixed-type boundary conditions, with the usual constraint to address the non-uniqueness of the fully Neumann problem. However, free-space conditions require careful treatment, as in any mesh-based discretization scheme.

### 3.2 Performance model

The computational cost of the method for $N$ charges is formulated as $\mathcal{O}(N)+\mathcal{O}(M)$, where $M=\left(p n_{\mathrm{el}}+1\right)^{3}$ is the total number of degrees of freedom in the mesh. Example CPU time scalings for the major $N$-related components is illustrated in Figure 3.5a, with the $M$-dependent mesh solve times shown in Figure 3.5b. Given $N$ and $M$ and assuming on average $N_{\mathrm{el}}^{\mathrm{sr}}$ neighboring elements in the short-range interaction list for each charge, then it is possible to express the coefficients in the linear $\mathcal{O}(N)+\mathcal{O}(M)$ operation count in terms of $p$. Such a formulation provides a more detailed description of the actual costs of each component of the method and their relationships to the order of the screens.

(a) Total CPU time vs. $N$ for the main $N$-dependent components of the algorithm, including screen creation, short-range calculation, basis function evaluation, and combination of short-range and mesh potentials at charge locations.

Figure 3.5: Total CPU time for (a) $N$-related components, and (b) mesh solve ( $M$-related).

## Breakdown of costs

Screens $\rho_{i}(\mathbf{x})$ of order $q$ are built out of $(q+1)^{3}=N_{\mathrm{sc}}$ basis functions - recall that $p=q+2$. The corresponding finite element solve associated with these screens involves $(p+1)^{3}$ degrees of freedom per element and a total of $M$ degrees of freedom. We also define the average number of charges per element as $\tilde{N}=N / N_{\mathrm{el}}$.

## Screen construction

For each evaluation, the element containing each charge is identified, and the offsets from the center of these elements determined. This incurs a small $\mathcal{O}(N)$ cost, which we designate $C_{1} N$. The screen coefficients are then calculated. As shown in (3.19), assuming pre-computed inverses, this amounts to three matrix-vector multiplications of size $q+1=p-1$, for a cost of $6(p-1)^{2}-3(p-1)$. We then multiply the one-dimensional weights, resulting in two additional floating point multiplications. The total cost for determining the screen coefficients is thus

$$
\sim\left[6(p-1)^{2}-3(p-1)+2(p-1)^{3}\right] N
$$

(screen construction)

## Short-range potential

The cost of evaluating the short-range potential depends on the method chosen for calculating $\Phi^{\mathrm{sc}}$, as discussed in Section 3.1. In addition, there is a cost of $\mathcal{O}(N)$ due to the singular part of the short-range calculations, which we denote $S N$. For a general six-dimensional look-up table, the cost of calculating $\Phi^{\text {sc }}$ at a point due to all charges in the short-range interaction volume is $C_{2} \tilde{N} N_{\mathrm{el}}^{\mathrm{sr}}$, where $C_{2}$ depends on the order of interpolation used. If $N_{\mathrm{sc}}$ three-dimensional look-up tables are used, as we have done in the example calculations of Section 3.3, then the interpolation is repeated for $(q+1)^{3}$ tables and combined by an inner product with the screen coefficients and a multiplication by $Q_{i}$ for a total of $\left[C_{2}(p-1)^{3}+2(p-1)^{3}\right] \tilde{N} N_{\mathrm{el}}^{\mathrm{sr}}$. The cost for the short-range calculation is then

$$
\sim S N+\left[C_{2}(p-1)^{3}+2(p-1)^{3}\right] \tilde{N} N_{\mathrm{el}}^{\mathrm{sr}} N . \quad \text { (point-to-point evaluation) }
$$

Since $\tilde{N}=N / N_{\mathrm{el}}$, this expression is also written in terms of $N^{2}$. However, we assume that in practice, $\tilde{N} N_{\mathrm{el}}^{\mathrm{sr}}$ is chosen to be small enough to render this effectively as $\mathcal{O}(N)$. Furthermore, if $\tilde{N}$ is $>1$, this cost is reduced further by calculating the effects of all charges in an element at once in an "element-to-point" operation. To do this, we compile a combined list of $Q_{i} \mathbf{c}_{i}$ for all the charges in any given element, so that the screen potential for this sum at a point as calculated by (3.24) is the same as if the charges were handled individually. The cost then is then reduced by a factor of $\tilde{N}$ yielding

$$
\sim S N+\left[C_{2}(p-1)^{3}+2(p-1)^{3}-1\right] N_{\mathrm{el}}^{\mathrm{sr}} N . \quad \text { (element-to-point evaluation) }
$$

## Mesh solve

The "transfer" of the order- $q$ screens to a representation in order $p=q+2$ basis functions by (3.9) to construct the source $\rho_{\mathrm{m}}$ in the right-hand side of the finite element solve (3.2) requires an inner product between a vector containing the screen coefficients $\mathbf{c}(\boldsymbol{\delta})$ with the evaluation of the order- $q$ basis functions at the collocation points, followed by a multiplication by $Q_{i}$. This is done at each degree of freedom within an active screen area, for a total of $(3 p+1)^{3} \times[2(p-1)] N$ operations. The multigrid solve for the finite element problem is $\mathcal{O}(M)$, with a coefficient $C$ that depends on the convergence of the iterations, but is considered low in practice. Overall the mesh solve thus has complexity

$$
\begin{equation*}
\sim\left\{(3 p+1)^{3} \times\left[2(p-1)^{3}\right]\right\} N+C M \tag{meshsolve}
\end{equation*}
$$

## Evaluation

The smooth potential is written as a combination of basis functions at the location of each charge, as in (3.20). Thus evaluation involves $(p+1)^{3}$ basis functions at a cost of $2 p$ operations for each function. However, empirically we find that this cost is minimal in terms of CPU time.

## Summary

The screen creation (mostly due to the "transfer" portion) and short-range interaction calculations are the most costly even for modest values of $p$ given the scaling shown above. The relative costs of these two portions of the algorithm depend on choices in short-range calculation method, mesh size, and $q$. For any given cutoff error, decreasing mesh spacing decreases the number of short-range interactions, but results in an increased number of collocation points $M$ in the mesh solve. Likewise, increasing $q$ also decreases the number of short-range interactions, but at the price of the increased cost of constructing and manipulating screens for larger $q$. Calculating the short-range effects of each individual charge becomes more costly with increased $q$, though at a slower rate than the transfer. The scaling of these components is shown in Figure 3.6 for cases of $N=10^{2}$ to $10^{6}$ randomly distributed particles in a triply-periodic box with 6859 elements. The tests were done using a dual, quad-core Intel Xeon E5506 CPU with 48 GB of main memory. It is noted that once $\tilde{N} \gg 1$, the singular short-range calculation loses its linearity in $N$. However, the screen potential portion of the short-range calculation retains its linearity due utilization of the "element-to-point" evaluation method.

### 3.3 Example calculations

## Periodic test case

We first consider cases with $N$ ranging from $10^{2}$ to $10^{5}$ unit charges placed in a triply-periodic unit cube of elements with $h=0.06 \overline{6}$. The exact positions are selected randomly, but distributed so that any given charge experiences both long-range interactions, on the scale of the overall periodic domain size, and short-range interactions of comparable magnitude. This is done to provide a balanced test of both the short-range and smooth portions of our decomposition. To achieve this, the charges are randomly distributed within two smaller cubes: $[0,1 / 2]^{3}$ is biased toward positive charges, $55 \%$ to $45 \%$, and $[1 / 2,1]^{3}$ is biased equally strongly toward negative charges. This set-up is visualized in Figure 3.7a for $N=100$.

The potential is then calculated using a short-range interaction of $7 \times 7 \times 7=343$ elements (corresponding


Figure 3.6: Example CPU time vs. $N$ for the two most costly local portions of the algorithm: (a) creation of the screens, (b) calculation of short-range interactions for $N_{\mathrm{el}}^{\mathrm{sr}}=7 \times 7 \times 7$. The dot-dash lines show the time associated with calculating singular potentials, while solid lines show times calculating element-topoint screen potentials. At large $N$, there is an expected breakdown in linearity for the singular potential calculations.
to a minimum possible value of 3 for the cutoff distance $\hat{R}_{c}$ ) for linear through quartic screens. This shortrange cutoff is chosen to ensure that the short-range potential of every charge near the cutoff exhibits asymptotic behavior. The short-range calculation uses the approach of (3.24), with $N_{\mathrm{sc}}$ look-up tables.

Remark 3.1. In our current implementation, we use a variation (but equivalent form) to this construction, in which the values stored in the tables are for "basis screens" instead of screen basis functions. These basis screens, $\rho^{b a s i s}$, are the polynomial screens associated with each node in an order-q finite element. The values of each table are computed as a Dirichlet finite element solution for Poisson's equation, with $-\nabla^{2} \Phi_{i}^{\text {basis }}=\rho_{i}^{\text {basis }}$. The computation is completed in a domain larger than the size that will be kept in the look-up table to minimize boundary effects. Because these basis screens follow our moment-canceling rules, they have long-range decay $\sim \hat{R}^{-(q+2)}$, and the boundary conditions are accurately set by the first terms of the multipole expansion (3.5). The finite element solver uses basis functions of order $p$, and the look-up tables are stored in terms of their order-p basis functions, allowing them to be evaluated and combined in the same way as $\Phi^{s m}$ for all charge locations. We note that because the number of tables and coefficients is unchanged, the computational complexity for the short-range calculation is not altered by this variation.

Upon calculation the potential is compared, allowing for a constant which is included in a potential and in this case is equal to the average value of $\Phi^{\mathrm{sm}}$ throughout the computational domain, with that of an

Ewald summation $\Phi^{\mathrm{E}}$ with large enough resolution that we consider it the "exact" solution. This uses two periodic images in physical space with $a^{2}=6.25$ and four modes for each direction in the Fourier sum. As we see for a representative calculation in Figure 3.8, the method has super-algebraic convergence with $q$. It is important to note that convergence in this case with respect to mesh spacing, $h$, is not easily predicted. Indeed, since decreasing $h$ with a fixed number of charges $N$ results in few charges per element (on average), the short-range error has fewer charges contributing to its total error in the case of a mesh based screen. Similarly, extending the short-range interaction more broadly would result in little impact from changing $h$.


Figure 3.7: Configuration of demonstration calculation: (a) Location of $\circ$ positive and $\square$ negative charges for $N=100$, with a marker's size indicating the $y$-location of the charge, and (b) $\Phi$ at each charge location for the 100 charge case, arranged by the charge's location in $x$; the red dashed and blue dash-dot lines mark the average potential value at locations in the positively-biased group and negatively-biased group, respectively.

In each of these tests, we use an algebraic multigrid preconditioned GMRES solver with single precision residual tolerance - i.e., $1 e-7$. Boomeramg [51] is used and the resulting method yields 8 or fewer iterations in each of the tests reported above. The timing dependence on mesh size is reported in Figure 3.5b where we see that the solver exhibits $\mathcal{O}(M)$ scaling.

## Estimated memory requirements

The memory requirements of the method in our example calculations are classified as finite element matrices or particle-related arrays. As the number of elements increases, the finite element matrices comprise a majority of the total allocated memory, as demonstrated in Table 3.2 for the case of $N=10^{6}$. As the polynomial order increases - e.g. $q=4$, which corresponds with a 6 th order basis for the finite element


Figure 3.8: Convergence of the max and RMS measure of relative error in $\Phi$ versus $q$ for a sample case with $N=10000$.

| Order of <br> screens | Particle <br> arrays | FE matrices <br> $\left(N_{\mathrm{el}}=9 \times 9 \times 9\right)$ | FE matrices <br> $\left(N_{\mathrm{el}}=25 \times 25 \times 25\right)$ |
| ---: | :---: | :---: | :---: |
| linear $(q=1):$ | 184 MB | $39 \mathrm{MB}(\approx 18 \%)$ | $844 \mathrm{MB}(\approx 81 \%)$ |
| quartic $(q=4):$ | 1120 MB | $1290 \mathrm{MB}(\approx 52 \%)$ | $27600 \mathrm{MB}(\approx 95 \%)$ |

Table 3.2: Memory requirements versus order of screens for $N=10^{6}$.
solve - this effect increases as expected. We note that this memory footprint is typical for high-order FEM, but more optimal methods do exist [52].

## Extension to Dirichlet boundary conditions

We now demonstrate the modification for Dirichlet boundary conditions described in Section 3.1. For these tests, we consider the unit cube with particles uniformly distributed within the smaller cube defined by $[0.1,0.9]^{3}$. The particles are $55 \%$ positive and $45 \%$ negative; a net charge is allowed with Dirichlet boundary conditions, unlike the periodic problem. We first consider homogeneous boundary conditions on all faces of the domain. In this case, an exact solution is defined by the method of images. In order to compute this result, we turn the Dirichlet problem in $[0,1]^{3}$ into a periodic problem in $[-1,1]^{3}$. This periodic problem has eight times as many particles as the original problem, with seven sets of image charges chosen to have the proper charge strengths and reflected coordinates required for the method of images. We then solve with a high-resolution Ewald solver as before. The errors for the homogeneous Dirichlet case are shown in Table 3.3 for $N=10000$. In addition, the values for the maximum relative errors in the $N=10000$ case from the previous periodic test (Section 3.3 and Figure 3.8) are shown for comparison. We see similar errors for both
test cases.

| Maximum relative error in FE-based method |  |  |
| :---: | :---: | :---: |
| $q$ | Homogeneous Dirichlet (Section 3.3) | Periodic (Section 3.3) |
| 1 | $9.579 \times 10^{-2}$ | $2.701 \times 10^{-1}$ |
| 2 | $1.927 \times 10^{-2}$ | $5.507 \times 10^{-2}$ |
| 3 | $2.983 \times 10^{-3}$ | $5.077 \times 10^{-3}$ |
| 4 | $1.917 \times 10^{-4}$ | $1.464 \times 10^{-4}$ |

Table 3.3: Errors for the homogeneous Dirichlet and periodic test cases with $N=10000, h=0.06 \overline{6}$, and screen order ranges from $q=1$ to $q=4$.

Next, we consider a non-homogeneous Dirichlet boundary condition, where $\Phi=g$ on $\partial V$ and $g$ is

$$
g(\mathbf{x})= \begin{cases}2500[1+0.9 \sin (2 \pi y) \sin (\pi z)] & \text { when } \mathrm{x}=0 \\ 2500 & \text { otherwise }\end{cases}
$$

The particle distribution is the same as the homogeneous Dirichlet case (schematic of this case is depicted in Figure 3.9, with the gray box indicating the region where the particles are placed). The method of images alone can no longer solve this problem. Any method (Ewald-based, FMM, etc.) that relies on symmetry and images in order to implement different boundary conditions would not be able to complete this test on its own, but would need to be coupled with a Laplace solver capable of handling general boundary conditions. Our method, in contrast, only requires changing the description of the boundary condition from the previous homogeneous case.

A slice of the resulting potential is shown on the right side of Figure 3.9 and we note the expected behavior. For example, the overall potential is positive, with the peak value near the center of the box. Moreover, the contours flatten in the particle-free zone around the edge of the domain, as there are no longer large fluctuations from very near particles. The gradient of the potential (the electric field) becomes perpendicular to the walls in the center of each of the three constant-valued edges, as expected along conducting surfaces. Finally, the sinusoidal boundary condition "pulls" the contour lines along the $x=0$ face of the domain.

### 3.4 Discussion

## Comparison to PME

While the method proposed here incorporates several advantageous features of PME, there are notable differences that may offer benefits in certain settings. Our method no longer relies on the FFT, which may


Figure 3.9: Schematic for non-homogeneous Dirichlet test case. The charges are distributed within the gray box; the non-constant boundary condition is shown at $x=0$. A slice of the potential taken at $z=0.5$ is shown on the right.
be limiting a extreme scales (in comparison to other Poisson solvers) and forces an assumption of structure on the compute geometry. The key is the introduction of a mesh-based screen, which introduces additional complexities locally, but also allows for a more general decomposition of the problem. There are particlemesh variants that use finite elements - e.g., some PIC methods [53, 54] — but these have been proposed with a symmetric screen, which must be resolved on the mesh. We avoid this approximation, but at the cost of more intricate screen functions, which are constructed with (and the resulting potentials evaluated by) using memory-local operations.

These new screens incur an $\mathcal{O}\left(p^{6}\right)$ cost when represented by p-order basis functions as discussed in Section 3.2. This is larger than the $\mathcal{O}\left(\tilde{p}^{3}\right)$ cost of the $\tilde{p}$-order B-spline interpolations in PME. However, the polynomial order $p$ in the present scheme and the B-spline order $\tilde{p}$ in PME are only loosely related. The B-spline order affects the overall accuracy of the PME method since it affects the resolution of the mesh description of the smooth potential. The polynomial order $p$ in the present method does not have the same effect, since the screens are exactly represented on the mesh. Instead, $p$ affects $\hat{R}_{c}$ via the decay of the screened potential as shown in Figure 3.3. This is important, since for uniform charge density the cost of point-to-point interactions scales with volume $\sim \hat{R}_{c}^{3}$. An independent Ewald splitting parameter sets the corresponding truncation error at fixed cut-off radius for PME.

Similarly, the mesh density has different implications in the two methods. As with the B-spline order, the mesh density in PME affects the accuracy by providing more resolution for the potential. A denser mesh
does not affect the short-range calculation, but requires more global communication for the FFT. In contrast, the mesh density in the present scheme decreases the communication burden for the short-range component of the calculation by reducing the number of interactions included for a given $\hat{R}_{c}$, since the cut-off radius is scaled by the mesh size, unlike in PME. The communication required of the mesh solver is that of multigrid.

The simple periodic test case depicted in Section 3.3 allows computation of the "exact" answer using the Ewald sum in order to report errors. A triply-periodic box, however, is an ideal case for PME, and we would expect its performance in terms of total CPU time to be superior to other methods, including the method presented here. This is confirmed for the case with $N=10000$ particles that is shown in Figure 3.8, with timing results summarized in Table 3.4. Here, $p$ is the order of interpolation for a standard PME method with $\alpha=100$ and cutoff radius $R_{c}=0.23$. This was selected to approximately equal the size used in our FE-based method. The number of mesh points for the PME method was $M=97,336$, which corresponds to the number of degrees of freedom in the mesh for the FE-based case with $q=1$.

| Method |  | Max relative <br> abs. error | Short-range/ <br> self time (sec) | Mesh solve <br> time (sec) |
| :---: | :---: | :---: | :---: | :---: |
| FE-based | $q=1$ | $2.70 \times 10^{-1}$ | $7.58 \times 10^{0}$ | $1.06 \times 10^{1}$ |
|  | $q=2$ | $5.51 \times 10^{-2}$ | $2.51 \times 10^{1}$ | $4.48 \times 10^{1}$ |
|  | $q=3$ | $5.08 \times 10^{-3}$ | $7.22 \times 10^{1}$ | $6.49 \times 10^{1}$ |
|  | $q=4$ | $1.46 \times 10^{-4}$ | $2.17 \times 10^{2}$ | $1.66 \times 10^{2}$ |
| PME | $p=1$ | $5.47 \times 10^{-1}$ | $1.12 \times 10^{0}$ | $6.00 \times 10^{-3}$ |
|  | $p=2$ | $2.35 \times 10^{-2}$ | $1.53 \times 10^{0}$ | $8.00 \times 10^{-3}$ |
|  | $p=3$ | $6.47 \times 10^{-3}$ | $1.21 \times 10^{0}$ | $6.00 \times 10^{-3}$ |

Table 3.4: CPU times for major components of a periodic potential calculation.

The PME short-range/self time is nearly the same for all values of $p$, since the short-range term in PME does not depend on the order of interpolation. In both PME and our FE-based method, we expect the short-range time to be drastically reduced when the problem size is large enough to allow a high degree of parallelization. Furthermore, both methods are significantly faster than the standard Ewald sum for this problem, which took $\sim 3 \times 10^{3}$ seconds.

## Comparison to FMM

The method presented in this paper shares several attractive features of the fast multipole method, most notably the linear scaling. The relative merits in comparison to FMM are likely application dependent, and the preferred choice depends on several factors. Though intricate, the low communication burden of FMM leads to efficient implementations [55]. Both methods become expensive with increased $p$, the basis order
in the present scheme or the multipole expansion order for FMM. Yet, the highly local work load of the proposed high-order screens is more suitable for emerging architectures with accelerators.

## Chapter 4

## High-order finite element-integral equation coupling

We now turn our attention to coupling Green's functions and finite elements through layer potential integral equations for embedded mesh problems, with a solution decomposition in the spirit of [19]. The method results in strong enforcement of essential boundary conditions on the embedded domain and does not require any modification of the finite element weak form integral operators or basis functions. We show how to solve both interior and exterior embedded domain problems, with a new FE-IE splitting introduced for the latter.

### 4.1 Background and notation

Assume a smooth domain $\Omega \subset \mathbb{R}^{d}$ with $d=2,3$. For a linear partial differential operator $\mathcal{L}$ with associated free-space Green's function $G\left(x, x_{0}\right)$, we define the single- and double-layer potential operators on a density function $\gamma$ as, respectively,

$$
\begin{equation*}
\mathcal{S} \gamma(x)=\int_{\partial \Omega} G\left(x, x_{0}\right) \gamma\left(x_{0}\right) d x_{0} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D} \gamma(x)=\int_{\partial \Omega}\left(\nabla_{x_{0}} G\left(x, x_{0}\right) \cdot \mathbf{n}\left(x_{0}\right)\right) \gamma\left(x_{0}\right) d x_{0} \tag{4.2}
\end{equation*}
$$

Here $\nabla_{x_{0}}$ denotes the gradient with respect to the variable of integration and $\mathbf{n}\left(x_{0}\right)$ is the outward-facing normal vector. The single-layer potential is thus the limit of a collection of point forces along the boundary with strengths given by $\gamma$ and the double-layer potential is a similar collection of point dipoles. We also define the normal derivatives of the layer potentials,

$$
\begin{equation*}
\mathcal{S}^{\prime} \gamma(x)=\int_{\partial \Omega}\left(\nabla_{x} G\left(x, x_{0}\right) \cdot \mathbf{n}(x)\right) \gamma\left(x_{0}\right) d x_{0} \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}^{\prime} \gamma(x)=\int_{\partial \Omega}\left(\nabla_{x}\left(\nabla_{x_{0}} G\left(x, x_{0}\right) \cdot \mathbf{n}\left(x_{0}\right)\right) \cdot \mathbf{n}(x)\right) \gamma\left(x_{0}\right) d x_{0} . \tag{4.4}
\end{equation*}
$$

Because the Green's function solves $\mathcal{L} G\left(x, x_{0}\right)=0$ everywhere away from the boundary, a layer potential
representation $u=\mathcal{S} \gamma$ or $u=\mathcal{D} \gamma$ will satisfy the homogeneous governing equation $\mathcal{L} u=0$. For the Laplace operator, the Green's functions in two and three dimensions are

$$
G\left(x, x_{0}\right)= \begin{cases}-\frac{1}{2 \pi} \log \left|x-x_{0}\right| & d=2  \tag{4.5}\\ \frac{1}{4 \pi} \frac{1}{\left|x-x_{0}\right|} & d=3\end{cases}
$$

To solve boundary value problems we must relate the boundary behavior of the layer potentials to our boundary conditions. For domains with smooth boundaries we have the following relationships between the interior limits (subscript -), the exterior limits (subscript + ), and the on-boundary values (enclosed in parentheses):

$$
\begin{align*}
& \mathcal{S}_{-}^{\prime} \gamma=\frac{1}{2} \gamma+\left(\mathcal{S}^{\prime}\right) \gamma \quad \text { and } \\
& \mathcal{S}_{+}^{\prime} \gamma=-\frac{1}{2} \gamma+\left(\mathcal{S}^{\prime}\right) \gamma \tag{4.6}
\end{align*}
$$

for the normal derivative of the single-layer potential, and

$$
\begin{align*}
& \mathcal{D}_{-} \gamma=-\frac{1}{2} \gamma+(\mathcal{D}) \gamma \quad \text { and } \\
& \mathcal{D}_{+} \gamma=\frac{1}{2} \gamma+(\mathcal{D}) \gamma \tag{4.7}
\end{align*}
$$

for the double-layer potential. The on-boundary values are defined as the Cauchy principal value of the integrals. The single-layer potential and the normal derivative of the double-layer potential are continuous at the boundary, or

$$
\begin{equation*}
\mathcal{S}_{-} \gamma=\mathcal{S}_{+} \gamma=(\mathcal{S}) \gamma \tag{4.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{D}_{-}^{\prime} \gamma=\mathcal{D}_{+}^{\prime} \gamma=\left(\mathcal{D}^{\prime}\right) \gamma \tag{4.9}
\end{equation*}
$$

The $\mathcal{D}^{\prime}$ operator must be defined as the finite part of a hypersingular integral.
Consider a general Fredholm integral equation

$$
\begin{equation*}
\{c I+(\mathcal{A})\} \gamma=g \tag{4.10}
\end{equation*}
$$

on the boundary $\partial \Omega$, where $c$ is a constant, $I$ is the identity, and $\mathcal{A}$ is an integral operator containing some combination of $\mathcal{S}, \mathcal{S}^{\prime}, \mathcal{D}$, or $\mathcal{D}^{\prime}$. We assume $\gamma, g \in X$ where $X$ is a suitable Banach space for which
$(\mathcal{A}): X \rightarrow X$ is a compact operator. When $c=0,(4.10)$ is an equation of the first kind, which is well-known to be ill-posed and lead to ill-conditioned systems of equations in the discrete problem. When $c \neq 0$, we have a second kind equation, which leads to well-conditioned system of equations. Furthermore, if $c I+(\mathcal{A})$ has no nullspace, we are guaranteed existence and uniqueness of the solution $\gamma$ for any $g \in X$ by the Fredholm alternative [1]. Thus our goal in choosing a layer potential representation will be that its on-boundary behavior (4.6-4.9) results in a second-kind equation for the desired boundary conditions.

### 4.2 Interior problems

We first consider the combined finite element-integral equation (FE-IE) method introduced by Rüberg and Cirak [19]. We present an error analysis for our implementation of the method and demonstrate the convergence for problems of varying smoothness.

Assume a smooth domain $\Omega \subset \mathbb{R}^{n}$. Consider the boundary value problem

$$
\begin{align*}
-\nabla \cdot \nabla u(x) & =f
\end{align*} \quad x \in \Omega,
$$

We introduce a convex polygonal domain $\hat{\Omega}$ such that $\Omega \subset \hat{\Omega}$. Equation (4.11) is split into two problems such that $u=u_{1}+u_{2}$, with $u_{1}$ as the finite element solution solved on $\hat{\Omega}$ and $u_{2}$ the integral equation solution defined in $\Omega$. We define $r_{i}$ as the restriction of $u_{i}$ to the "true" domain boundary $\partial \Omega$ and $\hat{r}_{i}$ as the restriction of $u_{i}$ to the fictitious boundary $\partial \hat{\Omega}$. We can then write our two problems as

$$
\left.\begin{array}{rlrl}
{[\mathrm{FE}]-\nabla \cdot \nabla u_{1}(x)} & =f \quad x \in \hat{\Omega} & {[\mathrm{IE}] \quad-\nabla \cdot \nabla u_{2}(x)} & =0 \quad x \in \Omega \\
\hat{r}_{1} & =0 & & r_{2} \tag{4.12}
\end{array}\right) g-r_{1} .
$$

We note that because $u_{1}$ does not depend on $u_{2}$, we can solve the two problems separately and sequentially. Furthermore, we see that the integral equation solution $u_{2}$ solves the Laplace equation; this way, we let the finite element solver handle the right hand side of the original problem (4.11) and avoid a costly volume integration in the solution of $u_{2}$.

## Finite element formulation

First, we solve the uncoupled FE problem. The Poisson equation (4.12) has the following associated weak equation: Find $u_{1} \in H_{0}^{1}(\hat{\Omega})$ such that

$$
\begin{equation*}
\int_{\hat{\Omega}} \nabla u_{1} \cdot \nabla v d V=\int_{\hat{\Omega}} f v d V \quad \forall v \in H_{0}^{1}(\hat{\Omega}) \tag{4.13}
\end{equation*}
$$

where $H_{0}^{1}(\hat{\Omega})$ indicates functions in $H^{1}$ with compact support in the fictitious domain $\hat{\Omega}$.
We introduce the operator $\mathcal{F}(v)$, which represents the application of the bilinear form for the finite element problem, i.e.,

$$
\begin{equation*}
\mathcal{F}(v) u_{1}=\int_{\hat{\Omega}} \nabla u_{1} \cdot \nabla v d V \tag{4.14}
\end{equation*}
$$

for $v \in H_{0}^{1}(\hat{\Omega})$. We also define $\mathcal{M}(v)$ as the linear functional operator

$$
\mathcal{M}(v) f=\int_{\hat{\Omega}} f v d V
$$

for $v \in H_{0}^{1}(\hat{\Omega})$. Then the finite element problem in (4.12) is: Find $u_{1} \in H_{0}^{1}(\hat{\Omega})$ such that

$$
\begin{equation*}
\mathcal{F}(v) u_{1}=\mathcal{M}(v) f \quad \forall v \in H_{0}^{1}(\hat{\Omega}) \tag{4.15}
\end{equation*}
$$

## Layer potential representation

Next we solve the IE portion of (4.12). The IE solution $u_{2}$ corrects for the effects of the FE solution on the boundary. As previously mentioned, we seek a layer potential representation that results in a second-kind equation. In this case, we are solving an interior Dirichlet problem. Let $u_{2}=\mathcal{D} \gamma$, the double-layer potential. Then after applying the jump condition (4.7), the integral equation problem in (4.12) is

$$
\begin{equation*}
\left\{-\frac{1}{2} I+(\mathcal{D})\right\} \gamma=g-r_{1} \tag{4.16}
\end{equation*}
$$

This operator is known to have a trivial nullspace for the Laplace Green's function [1] and thus we are guaranteed existence and uniqueness of the equation by the Fredholm alternative.

## Error convergence

Now that we have defined our individual FE and IE boundary value problems, we might naturally want to analyze what changes, if any, occur in the coupled solution's error convergence when compared with the
standard convergence theory of the individual methods. We will now show the components of the error for the combined solution and their convergence depending on the smoothness of the problem.

Due to the linearity of the solution, the total error in the solution $e_{u}$ satisfies

$$
\begin{equation*}
\left\|e_{u}\right\| \leq\left\|e_{u_{1}}\right\|+\left\|e_{u_{2}}\right\| \tag{4.17}
\end{equation*}
$$

We begin our discussion with the IE solution, $u_{2}=\mathcal{A} \gamma$, where $\mathcal{A}: X \rightarrow Y$ is a compact linear operator from Banach space $X$ to Banach space $Y$. We assume that $(\mathcal{A}): X \rightarrow X$, the on-boundary evaluation of the integral representation, is also compact. Furthermore, we assume that we have a collectively compact set of discrete approximations to $\mathcal{A}$, with a discrete representation denoted $\mathcal{A}^{h}$.

Remark 4.1. Though we chose $\mathcal{A}=\mathcal{D}$ for the Dirichlet problem above, we leave the operator more general here, as the analysis applies in the case of other representations as well. The only restriction on $\mathcal{A}$ is that the resulting integral equation to be solved is second kind and that the resulting operator $\{c I+(\mathcal{A})\}$ has a trivial nullspace.

The error in the numerical solution $u_{2}^{h}$ comes from two sources: approximation of $\mathcal{A}$ and error in $\gamma$. To this end, we define the $E_{\mathcal{A}} \equiv \mathcal{A}^{h}-\mathcal{A}$ as the error in the approximated representation operator $\mathcal{A}^{h}$. That is, the exact solution $u_{2}$ satisfies

$$
\begin{equation*}
u_{2}=\mathcal{A} \gamma=\mathcal{A}^{h} \gamma-E_{\mathcal{A}} \gamma \tag{4.18}
\end{equation*}
$$

We also define the approximate density $\gamma^{h}$ such that the error in $\gamma$ is $e_{\gamma} \equiv \gamma^{h}-\gamma$. Thus the error $e_{u_{2}} \equiv u_{2}^{h}-u_{2}$ is

$$
u_{2}^{h}-u_{2}=\mathcal{A}^{h}\left(\gamma^{h}-\gamma\right)+E_{\mathcal{A}} \gamma
$$

or

$$
e_{u_{2}}=\mathcal{A}^{h} e_{\gamma}+E_{\mathcal{A}} \gamma
$$

Because $\mathcal{A}$ is compact and thus bounded, we can write

$$
\begin{equation*}
\left\|e_{u_{2}}\right\|_{Y} \leq C\left(\left\|e_{\gamma}\right\|_{X}+\left\|E_{\mathcal{A}} \gamma\right\|_{Y}\right) \tag{4.19}
\end{equation*}
$$

for some constant $C$. Consequently, we also consider the components of the error $e_{\gamma}$. First we examine the error due to the representation of $\mathcal{A}$. For a Dirichlet problem with boundary condition given by $b$, the exact density $\gamma$ solves

$$
\begin{equation*}
\{c I+(\mathcal{A})\} \gamma=b \tag{4.20}
\end{equation*}
$$

for some constant $c$, where we recall that the notation $(\mathcal{A})$ denotes the evaluation of the boundary integral operator on the boundary itself. The operator $(\mathcal{A}): X \rightarrow X$ for the Banach space $X$ is assumed to be compact. Next, we introduce $\tilde{\gamma}^{h}$, an approximate solution, for which

$$
\begin{equation*}
\left\{c I+(\mathcal{A})^{h}\right\} \tilde{\gamma}^{h}=b, \tag{4.21}
\end{equation*}
$$

and expand (4.20) as

$$
\begin{equation*}
\left\{c I+(\mathcal{A})^{h}\right\} \gamma-\left(E_{\mathcal{A}}\right) \gamma=b \tag{4.22}
\end{equation*}
$$

Applying $\left\{c I+(\mathcal{A})^{h}\right\}^{-1}$ to (4.21) and (4.22) we have

$$
\begin{align*}
\tilde{\gamma}^{h} & =\left\{c I+(\mathcal{A})^{h}\right\}^{-1} b, \quad \text { and }  \tag{4.23}\\
\gamma-\left[\left\{c I+(\mathcal{A})^{h}\right\}^{-1}\left(E_{\mathcal{A}}\right)\right] \gamma & =\left\{c I+(\mathcal{A})^{h}\right\}^{-1} b \tag{4.24}
\end{align*}
$$

The right hand sides of (4.23) and (4.24) are identical, which leads to

$$
\begin{equation*}
\tilde{\gamma}^{h}=\gamma-\left[\left\{c I+(\mathcal{A})^{h}\right\}^{-1}\left(E_{\mathcal{A}}\right)\right] \gamma \tag{4.25}
\end{equation*}
$$

In addition, we define the error in $\gamma^{h}$ due to the approximation of $\mathcal{A}, e_{\sigma, \mathcal{A}} \equiv \tilde{\gamma}^{h}-\gamma$, and see that

$$
\begin{equation*}
e_{\sigma, \mathcal{A}}=-\left[\left\{c I+(\mathcal{A})^{h}\right\}^{-1}\left(E_{\mathcal{A}}\right)\right] \gamma \tag{4.26}
\end{equation*}
$$

In the FE-IE method, our boundary condition $b$ contains a correction for the finite element solution on $\partial \Omega$, so that $b=g-r_{1}$. Thus the FE solution also introduces error in $\gamma$ due to error in the boundary condition, which we define as $e_{\sigma, \mathcal{B}} \equiv \gamma^{h}-\tilde{\gamma}^{h}$. If we consider the exact FE solution restriction as $r_{1}$, then we rewrite (4.21) as

$$
\left\{c I+(\mathcal{A})^{h}\right\} \tilde{\gamma}^{h}=g-r_{1}
$$

In contrast, the actual approximated density $\gamma^{h}$ solves

$$
\left\{c I+(\mathcal{A})^{h}\right\} \gamma^{h}=g-r_{1}^{h}
$$

Then, combining these equations we see that

$$
\left\{c I+(\mathcal{A})^{h}\right\}\left(\gamma^{h}-\tilde{\gamma}^{h}\right)=-r_{1}^{h}+r_{1}
$$

or

$$
\begin{equation*}
\left\{c I+(\mathcal{A})^{h}\right\} e_{\sigma, \mathcal{B}}=-e_{r_{1}} . \tag{4.27}
\end{equation*}
$$

Thus the error $e_{\sigma, \mathcal{B}}$ is

$$
\begin{equation*}
e_{\sigma, \mathcal{B}}=-\left\{c I+(\mathcal{A})^{h}\right\}^{-1} e_{r_{1}} \tag{4.28}
\end{equation*}
$$

Finally we see that $\gamma^{h}=e_{\sigma, \mathcal{B}}+\tilde{\gamma}^{h}=e_{\sigma, \mathcal{B}}+e_{\sigma, \mathcal{A}}+\gamma$, or

$$
\begin{equation*}
e_{\gamma}=e_{\sigma, \mathcal{B}}+e_{\sigma, \mathcal{A}}=-\left[\left\{c I+(\mathcal{A})^{h}\right\}^{-1}\left(E_{\mathcal{A}}\right)\right] \gamma-\left\{c I+(\mathcal{A})^{h}\right\}^{-1} e_{r_{1}} \tag{4.29}
\end{equation*}
$$

Moreover, because $\left\{c I+(\mathcal{A})^{h}\right\}$ has a bounded inverse [1], the norm of $e_{\gamma}$ is bounded by

$$
\begin{equation*}
\left\|e_{\gamma}\right\|_{X} \leq C\left(\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{X}+\left\|e_{r_{1}}\right\|_{X}\right) \tag{4.30}
\end{equation*}
$$

Now we return to our error bound for $u_{2}$, given in (4.19), and see that

$$
\begin{equation*}
\left\|e_{u_{2}}\right\|_{Y} \leq C\left(\left\|E_{\mathcal{A}} \gamma\right\|_{Y}+\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{X}+\left\|e_{r_{1}}\right\|_{X}\right) \tag{4.31}
\end{equation*}
$$

for some constant $C$. The error in $r_{1}$ is dictated by the convergence of the finite element solution $u_{1}$, so we appeal to the usual and well-developed finite element error analysis. Of course this also holds for $e_{u_{1}}$, so we return to the total error:

$$
\begin{equation*}
\left\|e_{u}\right\|_{Y} \leq C\left(\left\|e_{u_{1}}\right\|_{Y}+\left\|E_{\mathcal{A}} \gamma\right\|_{Y}+\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{X}+\left\|e_{r_{1}}\right\|_{X}\right) \tag{4.32}
\end{equation*}
$$

Next, we select $X$ and $Y$. For example, if $X=C(\partial \Omega)$, the space of continuous functions on the boundary equipped with the maximum norm, then $\|\cdot\|_{X}=\|\cdot\|_{L^{\infty}(\partial \Omega)}$. Since $\|\cdot\|_{L^{\infty}(\partial \Omega)} \leq\|\cdot\|_{L^{\infty}(\Omega)}$, (4.31) becomes

$$
\begin{equation*}
\left\|e_{u_{2}}\right\|_{Y} \leq C\left(\left\|E_{\mathcal{A}} \gamma\right\|_{Y}+\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{X}+\left\|e_{u_{1}}\right\|_{L^{\infty}(\Omega)}\right) . \tag{4.33}
\end{equation*}
$$

Furthermore, if we assume a continuous solution and choose $\|\cdot\|_{Y}=\|\cdot\|_{L^{\infty}(\Omega)}$, then the total error is

$$
\left\|e_{u}\right\|_{L^{\infty}(\Omega)} \leq C\left(\left\|e_{u_{1}}\right\|_{L^{\infty}(\Omega)}+\left\|E_{\mathcal{A}} \gamma\right\|_{L^{\infty}(\Omega)}+\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{L^{\infty}(\partial \Omega)}+\left\|e_{u_{1}}\right\|_{L^{\infty}(\Omega)}\right) .
$$

Collecting the $e_{u_{1}}$ terms yields

$$
\begin{equation*}
\left\|e_{u}\right\|_{L^{\infty}(\Omega)} \leq C\left(\left\|e_{u_{1}}\right\|_{L^{\infty}(\Omega)}+\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{L^{\infty}(\partial \Omega)}+\left\|E_{\mathcal{A}} \gamma\right\|_{L^{\infty}(\Omega)}\right), \tag{4.34}
\end{equation*}
$$

indicating that the maximum error in the total solution is bounded separately by the finite element error and integral operator error.

Alternatively, weaker restrictions on $X$ and $Y$, such as $X=H^{1 / 2}(\partial \Omega)$ and $Y=H^{1}(\Omega)$, result in

$$
\begin{equation*}
\left\|e_{u}\right\|_{H^{1}(\Omega)} \leq C\left(\left\|e_{u_{1}}\right\|_{H^{1}(\Omega)}+\left\|E_{\mathcal{A}} \gamma\right\|_{H^{1}(\Omega)}+\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{H^{1 / 2}(\partial \Omega)}+\left\|e_{r_{1}}\right\|_{H^{1 / 2}(\partial \Omega)}\right) \tag{4.35}
\end{equation*}
$$

Or, as $\|\cdot\|_{L^{2}(\Omega)} \leq\|\cdot\|_{H^{1}(\Omega)}$,

$$
\begin{equation*}
\left\|e_{u}\right\|_{L^{2}(\Omega)} \leq C\left(\left\|e_{u_{1}}\right\|_{H^{1}(\Omega)}+\left\|E_{\mathcal{A}} \gamma\right\|_{H^{1}(\Omega)}+\left\|\left(E_{\mathcal{A}}\right) \gamma\right\|_{H^{1 / 2}(\partial \Omega)}+\left\|e_{r_{1}}\right\|_{H^{1 / 2}(\partial \Omega)}\right) \tag{4.36}
\end{equation*}
$$

In other words, our convergence is again bounded separately by the finite element and integral operator error, even with weaker restrictions on the smoothness of the problem.

## Demonstration of convergence

The implementation of a combined FE-IE solver here improves on the numerical methods in [19], where a single-layer representation is used for $u_{2}$. This leads to an integral equation of the first kind, that must be regularized. In contrast, we use a double-layer representation, which gives an integral equation of the second kind and results in a well-conditioned numerical system. Though the single- and double-layer operators (4.14.2 ) are well-defined on the boundary (for the double-layer operator, this is understood in a principal value sense), their kernels are singular when the evaluation point is on the boundary. In other words, for every point in the discretization of the boundary, the kernel of the layer potential operator includes a singularity, necessitating special treatment for accurate computation of the resulting system of linear equations. For each equation, a coordinate transformation is used in [19] to remove this singularity and adaptive quadrature is employed for points near the singularity. We use "quadrature by expansion" (QBX) [56] instead. The finite element calculations were carried out with the use of the deal.II library [57, 58]. Standard $Q_{p}$ elements were used, where $p$ is the order of the basis functions. The integral equation code uses pytential [59] and its dependencies.

It is simple to extend our implementation to higher orders; one simply has to increase the order of the individual components - i.e., increase the order of the finite element basis functions $p$ and the order of

QBX used. The order of QBX was chosen to correspond to the expected optimal order of convergence of the finite element solution. Furthermore, the method is high-order even very near to the embedded boundary, in contrast with standard immersed boundary methods. This is demonstrated by the results summarized in Table 4.1, where self-convergence tests are shown for three different right hand side functions $f(x)$. For our Poisson problem, we are only guaranteed the existence of weak derivatives two orders higher than what exists in the right hand side. Table 4.1 compares three different right hand sides: constant function

$$
\begin{equation*}
f_{c}(x, y)=1 \tag{4.37}
\end{equation*}
$$

which admits a classical strong solution in $C^{2}$; piecewise continuous bilinear function

$$
f_{\mathrm{bl}}(x, y)=\xi(x) \xi(y), \quad \text { where } \quad \xi(z)=\left\{\begin{align*}
& \frac{5}{3} z+1 \text { if }  \tag{4.38}\\
& z \leq 0 \\
&-\frac{5}{3} z+1 \text { if } \\
& z>0
\end{align*}\right.
$$

which is in $H^{1}$; and piecewise constant function

$$
f_{\mathrm{pw}}=\eta(x) \eta(y), \quad \text { where } \quad \eta(z)=\left\{\begin{array}{rcc}
-1 & \text { if } & z \leq 0  \tag{4.39}\\
1 & \text { if } & z>0
\end{array}\right.
$$

which is only in $L^{2}$, but not in $H^{1}$.
All of the problems in Table 4.1 are defined on the domain $\Omega=\{x:|x| \leq 0.5\}$, the circle of radius 0.5 . The domain is embedded in a square domain $\hat{\Omega}=[-0.6,-0.6] \times[0.6,0.6]$. This is illustrated, along with the solution for the constant right hand side, in Figure 4.1.

We see that the method retains high order as allowed by the smoothness of the problem. We note the difference in behavior for $\|\cdot\|_{L^{\infty}(\Omega)}$ convergence and $\|\cdot\|_{L^{2}(\Omega)}$ convergence at higher orders in the two piecewise $f(x)$ cases. This is expected as the $\|\cdot\|_{L^{\infty}(\Omega)}$ behavior for QBX is defined in terms of strong derivatives, which is a stricter condition on smoothness [60]. Also, for linear basis functions, the finite element convergence rate in $\|\cdot\|_{L^{\infty}}$ is not quite optimal, as it contains an extra factor of $\log (1 / h)(c f[61,62])$.

Remark 4.2. The mesh for the $I E$ solver in $2 D$ is a parametric curve. As such, especially in the case of domains like the ones described in (4.51) and (4.52), the rate at which the maximum mesh spacing $h$ decreases with increasing number of elements will not always be the same as for the FE solver. In this case, we select whichever change in $h$ results in the more conservative estimate for the empirical order of convergence.


Figure 4.1: Solution domains and sample solution for an interior embedded mesh calculation.

As we see the effect that the smoothness of the right hand side has on the convergence of the method, an important point to consider is the case when data for $f$ is only available on $\Omega$. If it is necessary to compute an extension to $f$ in $\hat{\Omega} \backslash \Omega$, the smoothness of the resulting $f$ may determine the overall convergence rate of the method.

### 4.3 Exterior problems

In this section we extend the method to domains with exclusions. Consider the complement of the previous interior Poisson problem, where the solution is sought outside $\Omega$ but inside a polygon $\hat{\Omega}$ :

$$
\begin{array}{rlr}
-\nabla \cdot \nabla u(x) & =f(x) & x \in \hat{\Omega} \backslash \Omega \\
u(x) & =g(x) & x \in \partial \Omega \\
u(x) & =\hat{g}(x) & x \in \partial \hat{\Omega} . \tag{4.40}
\end{array}
$$

Our new approach for the FE-IE decomposition of this problem is to solve an interior finite problem and an exterior integral equation problem, with the two solutions coupled only through their boundary values. These domains are illustrated in Figure 4.2. In this way, we let the two methods play to their individual strengths: the finite element solution exists on a regular, rectangular mesh with no exclusions and handles the forcing term $f$, while the layer potential solution takes care of the interior boundary condition on $\partial \Omega$

| definition |  |  | convergence |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| rhs | $p$ | qbx | $h_{f e}, h_{i e}$ | $\\|\mathrm{diff}\\|_{L^{\infty}(\Omega)}$ | order | $\\|$ diff $\\|_{L^{2}(\Omega)}$ | order |
| $\begin{aligned} & \text { constant, } \\ & \text { eq. (4.37) } \end{aligned}$ | 1 | 2 | 0.04, 0.105 | $4.564 \times 10^{-4}$ | - | $9.576 \times 10^{-5}$ | - |
|  |  |  | 0.02, 0.052 | $9.333 \times 10^{-5}$ | 2.3 | $1.975 \times 10^{-5}$ | 2.3 |
|  |  |  | 0.01, 0.026 | $1.812 \times 10^{-5}$ | 2.4 | $3.982 \times 10^{-6}$ | 2.3 |
|  | 2 | 3 | 0.04, 0.105 | $9.383 \times 10^{-5}$ | - | $2.189 \times 10^{-5}$ | - |
|  |  |  | 0.02, 0.052 | $1.032 \times 10^{-5}$ | 3.2 | $2.414 \times 10^{-6}$ | 3.2 |
|  |  |  | 0.01, 0.026 | $8.840 \times 10^{-7}$ | 3.5 | $2.052 \times 10^{-7}$ | 3.6 |
|  | 3 | 4 | 0.04, 0.105 | $2.405 \times 10^{-5}$ | - | $6.072 \times 10^{-6}$ | - |
|  |  |  | 0.02, 0.052 | $1.510 \times 10^{-6}$ | 4.9 | $3.727 \times 10^{-7}$ | 4.0 |
|  |  |  | 0.01, 0.026 | $6.887 \times 10^{-8}$ | 4.5 | $1.672 \times 10^{-8}$ | 4.5 |
| piecewise continuous bilinear, eq. (4.38) | 1 | 2 | 0.04, 0.105 | $1.091 \times 10^{-4}$ | - | $3.040 \times 10^{-5}$ | - |
|  |  |  | 0.02, 0.052 | $2.110 \times 10^{-5}$ | 2.4 | $6.377 \times 10^{-6}$ | 2.3 |
|  |  |  | 0.01, 0.026 | $4.201 \times 10^{-6}$ | 2.3 | $1.555 \times 10^{-6}$ | 2.0 |
|  | 2 | 3 | 0.04, 0.105 | $2.294 \times 10^{-5}$ | - | $5.736 \times 10^{-6}$ | - |
|  |  |  | 0.02, 0.052 | $2.453 \times 10^{-6}$ | 3.2 | $6.375 \times 10^{-7}$ | 3.2 |
|  |  |  | 0.01, 0.026 | $2.219 \times 10^{-7}$ | 3.5 | $5.424 \times 10^{-8}$ | 3.6 |
|  | 3 | 4 | 0.04, 0.105 | $5.594 \times 10^{-6}$ |  | $1.597 \times 10^{-6}$ |  |
|  |  |  | 0.02, 0.052 | $4.103 \times 10^{-7}$ | 3.8 | $9.799 \times 10^{-8}$ | 4.0 |
|  |  |  | 0.01, 0.026 | $2.396 \times 10^{-8}$ | 4.1 | $4.417 \times 10^{-9}$ | 4.5 |
| piecewise <br> constant, <br> eq. (4.39) | 1 | 2 | 0.04, 0.105 | $4.918 \times 10^{-4}$ | - | $1.008 \times 10^{-4}$ |  |
|  |  |  | 0.02, 0.052 | $1.882 \times 10^{-4}$ | 1.4 | $2.475 \times 10^{-5}$ | 2.0 |
|  |  |  | 0.01, 0.026 | $5.620 \times 10^{-5}$ | 1.7 | $4.222 \times 10^{-6}$ | 2.6 |
|  | 2 | 3 | 0.04, 0.105 | $2.811 \times 10^{-4}$ | - | $2.417 \times 10^{-5}$ | - |
|  |  |  | 0.02, 0.052 | $9.098 \times 10^{-5}$ | 1.6 | $3.583 \times 10^{-6}$ | 2.8 |
|  |  |  | 0.01, 0.026 | $2.489 \times 10^{-5}$ | 1.9 | $4.847 \times 10^{-7}$ | 2.9 |
|  | 3 | 4 | 0.04, 0.105 | $1.775 \times 10^{-4}$ | - | $9.453 \times 10^{-6}$ | - |
|  |  |  | 0.02, 0.052 | $4.730 \times 10^{-5}$ | 1.9 | $1.294 \times 10^{-6}$ | 2.9 |
|  |  |  | 0.01, 0.026 | $1.219 \times 10^{-5}$ | 2.0 | $1.594 \times 10^{-7}$ | 3.0 |
| - all - | 4 | 5 | 0.005, 0.013 | - referen | ce solut | on parameters |  |

Table 4.1: Convergence to a fine mesh solution vs. smoothness of rhs for the interior problem.
but does not include the corners of $\partial \hat{\Omega}$, which would cause discontinuities in the density $\gamma$.
The FE and IE problems are now defined as

$$
\begin{align*}
{[\mathrm{FE}]-\nabla \cdot \nabla u_{1}(x) } & =f(x) & x \in \hat{\Omega} & {[\mathrm{IE}] \quad-\nabla \cdot \nabla u_{2}(x)=0 }
\end{align*} \quad x \in \mathbb{R}^{d} \backslash \Omega,
$$

The problems are no longer able to be solved sequentially. The coupling through the boundary conditions

(a) IE domain $\mathbb{R}^{d} \backslash \Omega$

(b) FE domain $\hat{\Omega}$

(c) Original problem domain $\hat{\Omega} \backslash \Omega$

Figure 4.2: Three domains for a coupled FE-IE problem on a domain with a circular hole.
can be handled two ways: solve iteratively between the two until convergence is reached, or combine both into a single, large linear system. Next, we discuss the details of forming this coupled system.

(a) The $\mathcal{R}$ operator takes the FE solution and returns its restriction to the embedded boundary $\partial \Omega$.

(b) The $\hat{\mathcal{R}}$ operator takes a density $\gamma$ and returns the restriction of the layer potential representation $\mathcal{A} \gamma$ at the boundary $\partial \hat{\Omega}$.

Figure 4.3: Coupling operators $R$ and $\hat{R}$.

First, we define the operator $\mathcal{R}$ as the restriction to the "true" domain boundary $\partial \Omega$ and $r_{i}$ as $\mathcal{R} u_{i}$. Likewise, define $\hat{\mathcal{R}}$ as the operator that takes a density $\gamma$ on the boundary $\partial \Omega$ and returns the restriction of the layer potential representation $\mathcal{A} \gamma$ to the fictitious boundary $\partial \hat{\Omega}$. This is illustrated in Figure 4.3.

We define $u_{2}$ in terms of a layer potential operator $\mathcal{A}$ such that $u_{2}=\mathcal{A} \gamma$ and the resulting integral equation is second kind:

$$
\begin{equation*}
\{c I+(\mathcal{A})\} \gamma=g-\mathcal{R} u_{1} \tag{4.42}
\end{equation*}
$$

for some constant $c$. Since $u_{1}$ is also unknown, this results in

$$
\begin{equation*}
\{c I+(\mathcal{A})\} \gamma+\mathcal{R} u_{1}=g \tag{4.43}
\end{equation*}
$$

Let $\hat{\mathcal{F}}(v)$ be the FE bilinear form operator with modifications for the essential boundary conditions and $\hat{\mathcal{M}}(v ; \hat{g})$ as the modified version of $\mathcal{M}(v)$ for boundary conditions $\hat{g}$ :

$$
\hat{\mathcal{F}}(v) u_{1}=\left\{\begin{array}{ll}
u_{1} & x \in \partial \hat{\Omega}  \tag{4.44}\\
\mathcal{F}(v) u_{1} & \text { otherwise }
\end{array} \quad \text { and } \quad \hat{\mathcal{M}}(v ; \hat{g}) f= \begin{cases}\hat{g} & x \in \partial \hat{\Omega} \\
\mathcal{M}(v) f & \text { otherwise }\end{cases}\right.
$$

The weak form from (4.15) with boundary condition $\hat{g}$ is now written as: Find $u_{1} \in H^{1}(\hat{\Omega})$ such that

$$
\begin{equation*}
\hat{\mathcal{F}}(v) u_{1}=\hat{\mathcal{M}}(v ; \hat{g}) f \quad \forall v \in H_{0}^{1}(\hat{\Omega}) \tag{4.45}
\end{equation*}
$$

As a result, the coupled problem to be solved is: Find $\gamma, u_{1}$ such that

$$
\left[\begin{array}{c|c}
c I+(\mathcal{A}) & \mathcal{R}  \tag{4.46}\\
\hline \hat{\mathcal{R}} & \hat{\mathcal{F}}(v)
\end{array}\right]\left[\begin{array}{c}
\gamma \\
\hline u_{1}
\end{array}\right]=\left[\begin{array}{c}
g \\
\hline \hat{\mathcal{M}}(v ; \hat{g}) f
\end{array}\right] \quad \forall v \in H_{0}^{1}(\hat{\Omega})
$$

## Existence and uniqueness of the decomposition

To study the key aspects of (4.46), we introduce the "split solution" decomposition - i.e., taking a Schur complement approach. We define $\hat{\mathcal{F}}^{-1}$ as the operator such that $u=\hat{\mathcal{F}}^{-1} \hat{\mathcal{M}}(v ; \hat{g}) f$ solves the problem (4.45). The solution proceeds as follows:

1. Note that $u_{1}=\hat{\mathcal{F}}^{-1} \hat{\mathcal{M}}(v ; \hat{g}) f-\hat{\mathcal{F}}^{-1} \hat{\mathcal{R}} \gamma$, and
2. Solve

$$
\begin{equation*}
\left\{c I+(\mathcal{A})-\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}\right\} \gamma=g-\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{M}}(v ; \hat{g}) f \tag{4.47}
\end{equation*}
$$

then
3. Solve

$$
\begin{equation*}
u_{1}=\hat{\mathcal{F}}^{-1} \hat{\mathcal{M}}(v ; \hat{g}) f-\hat{\mathcal{F}}^{-1} \hat{\mathcal{R}} \gamma \tag{4.48}
\end{equation*}
$$

Remark 4.3. We note that as $\hat{\mathcal{R}} \gamma$ returns a function only on $\partial \hat{\Omega}$ and nothing interior to $\hat{\Omega}$, the term $\hat{\mathcal{F}}^{-1} \hat{\mathcal{R}} \gamma$ could also be written $\hat{\mathcal{F}}^{-1} \hat{\mathcal{M}}(v ; \hat{\mathcal{R}} \gamma) \mathbf{0}$. In this form, we see immediately that it is the solution to the
weak Laplace equation with boundary conditions equal to $\hat{\mathcal{R}} \gamma$.
We need to choose a representation $\mathcal{A}$ for $u_{2}$. In the exterior, the double layer $\mathcal{D}$ has a nullspace equal to $\operatorname{span}\{1\}$, the constants. When solving exterior Dirichlet integral equations, then, we need to augment our representation in order to "patch up" this deficiency in $\mathcal{D}$. Normally, the modified layer potential is

$$
\begin{equation*}
\tilde{\mathcal{D}} \gamma=\mathcal{D} \gamma+\int_{\partial \Omega} \frac{1}{|x|}^{d-2} \gamma\left(x_{0}\right) d x_{0} \tag{4.49}
\end{equation*}
$$

where $d$ is the dimension. For $d=2$ this is $\mathcal{D} \gamma+c$, where $c$ is a constant. However, this does not apply to our coupled FE-IE system, as we show next. Instead, we choose $\mathcal{A}=\mathcal{D}+\mathcal{S}$, the combination of the double and single layer with the same density, which has the added benefit of working in both two and three dimensions. With this representation, (4.47) becomes

$$
\begin{equation*}
\left\{\frac{1}{2} I+(\mathcal{D})+(\mathcal{S})-\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}\right\} \gamma=g-\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{M}}(v ; \hat{g}) f \tag{4.50}
\end{equation*}
$$

To understand the coupled FE-IE operator on the density $\gamma$, we first consider the following theorem from Kress [1]:

Theorem 4.1 (Kress, Theorem 2.16). Let $X, Y$, and $Z$ be normed spaces and let $A: X \rightarrow Y$ and $B: Y \rightarrow Z$ be bounded linear operators. Then the product $B A: X \rightarrow Z$ is compact if one of the two operators $A$ or $B$ is compact.

This states that the composition of a compact operator with bounded operators is still compact, which leads to our next theorem about the coupling operator $\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}$.

Theorem 4.2. Assume that $\hat{\Omega}$ is a convex domain or has a $C^{2}$ boundary and contains a smooth domain $\Omega$. Then the operator $\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}: C(\partial \Omega) \rightarrow C(\partial \Omega)$, as defined previously, is compact.

Proof. Consider the operator $\hat{\mathcal{R}}: C(\partial \Omega) \rightarrow C(\partial \hat{\Omega})$. Recall that $\hat{\mathcal{R}} \gamma$ evaluates the layer potential representation on the outer boundary $\partial \hat{\Omega}$, and that the layer potential kernels are continuous everywhere away from $\partial \Omega$. Therefore $\hat{\mathcal{R}}$ is an integral operator with continuous kernel and is therefore compact.

Next, consider $\hat{\mathcal{F}}^{-1}$ acting on $\hat{\mathcal{R}} \gamma$. As $\hat{\mathcal{R}}$ returns zero everywhere not on the boundary $\partial \hat{\Omega}, \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}} \gamma$ solves the weak harmonic problem with boundary conditions $\hat{\mathcal{R}} \gamma$ and is bounded due to the discrete weak maximum principle [62]. Due to the assumption on the domain $\hat{\Omega}$, we have elliptic regularity, and we can say that $\hat{\mathcal{F}}^{-1}: H^{1 / 2}(\partial \hat{\Omega}) \rightarrow H^{2}(\hat{\Omega})$. Thus, $\hat{\mathcal{F}}^{-1} \hat{\mathcal{R}} \gamma \in H^{2}(\hat{\Omega})$ and is therefore continuous. Consequently, the pointwise restriction $\mathcal{R}$ exists and is bounded from $C(\hat{\Omega}) \rightarrow C(\partial \Omega)$. Together, we have $\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}: C(\partial \Omega) \rightarrow C(\partial \Omega)$ with $\mathcal{R}$ and $\hat{\mathcal{F}}^{-1}$ bounded and $\hat{\mathcal{R}}$ compact. By Theorem 4.1, it is compact.

The result of Theorem 4.2 is that the total operator on $\gamma,\left\{\frac{1}{2} I+(\mathcal{D})+(\mathcal{S})-\mathcal{\mathcal { R }} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}\right\}$, is still of the form identity plus compact, and is still second kind. Thus by the Fredholm alternative, if the solution exists, it is also unique.

Examining the form of $\left\{\frac{1}{2} I+(\mathcal{D})+(\mathcal{S})-\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}\right\}$ highlights why the typical modified double layer potential (4.49) does not work in this case. The IE part of the operator is solving for a harmonic function outside $\Omega$; the coupled FE part $\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}$ is approximating a harmonic function interior to $\hat{\Omega}$ that has the same value as the $u_{2}$ on the boundary $\partial \hat{\Omega}$. If anything were in the range of both of these operators, they would cancel and create a nullspace in the equation (4.47). In the case of $\tilde{\mathcal{D}}$, this is exactly the case: a constant function given to $\hat{\mathcal{F}}^{-1}$ on the boundary $\partial \hat{\Omega}$ will give that same constant function everywhere in $\hat{\Omega}$, including $\partial \Omega$. This is demonstrated in Figures 4.5 a and 4.5 b , where we see the eigenvalues of a discrete approximation to three representations on three domains: a circle of radius $r=0.5$, a starfish domain given by

$$
\begin{align*}
{[\text { starfish] } \quad x(t)} & =\frac{1}{2}+\frac{1}{8} \sin (10 \pi t) \cos (2 \pi t) \\
y(t) & =\frac{1}{2}+\frac{1}{8} \sin (10 \pi t) \sin (2 \pi t), \quad t \in[0,1] \tag{4.51}
\end{align*}
$$

and a drop domain

$$
\begin{align*}
\text { [drop] } \quad x(t) & =\frac{17}{20}\left(\sin (\pi t)-\frac{1}{2}\right) \\
y(t) & =\frac{17}{20}\left(\cos (\pi t) \pi^{2} t(t-1)\right), \quad t \in[0,1] \tag{4.52}
\end{align*}
$$

The three domains are shown in Figure 4.4. Although both $\mathcal{D}+c$ and $\mathcal{D}+\mathcal{S}$ remove the zero eigenvalue


Figure 4.4: Three exterior domain examples.
from the $\mathcal{D}$ only representation, when we add the FE portion of the operator, the $\mathcal{D}+c$ case falls back to its zero eigenvalue.


Figure 4.5: Effects of a constant and single layer addition to the exterior double layer on three domains. The thickness of the colored areas indicates the width of the distributions of the eigenvalues.

Furthermore, if we examine the eigenvectors associated with the minimum eigenvalue for each representation in the coupled FE-IE operator, as shown in Figure 4.6, we see that the eigenvector for $\mathcal{D}$ and $\mathcal{D}+c$
is a constant for all three domains.


Figure 4.6: Eigenvectors associated with the minimum eigenvalue of the FE-IE operator for three domains.

There is an interesting phenomenon of the single layer in two dimensions that adds another facet to the $\mathcal{D}+\mathcal{S}$ operator. In three dimensions, the kernel of $\mathcal{S}$ does not change sign. However, in two dimensions, the Green's function is logarithmic and changes from positive to negative at $r=1$. For example, $\mathcal{S} 1$ is the sum of pairwise interactions among point charges with the same strength on the boundary $\partial \Omega$, and we see that some of the interactions are positive while others are negative when the domain is large enough; as a result, there is potential cancellation. Therefore, there could be certain domains for which a constant is in the nullspace of both $(\mathcal{D})$ and $(\mathcal{S})$, the on-boundary values. This is shown in Figure 4.7 , where we see the minimum eigenvalue drop through zero to a negative value when increasing the domain size. However, in both cases, all eigenvalues of the combined FE-IE operator $\left\{\frac{1}{2} I+(\mathcal{D})+(\mathcal{S})-\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}\right\}$ remain positive. This makes sense, as though $\mathcal{D} 1$ is zero everywhere outside $\Omega, \mathcal{S} 1$ will grow toward infinity and will not be zero on the boundary $\partial \hat{\Omega}$.

## Error convergence

The error convergence is similar to the interior case, but with the additional composition of FE error and IE representation error in the operator $\mathcal{R} \hat{\mathcal{F}}^{-1} \hat{\mathcal{R}}$. As it is a composition, however, we do not expect this error to change the overall order of convergence: the error in the $\hat{\mathcal{F}}^{-1}$ part of the overall operator on $\gamma$ is bounded by the error in its boundary conditions - i.e., the operator error on $\hat{\mathcal{R}}$ - by the weak discrete maximum principle. Thus, the leading term effect of the composition of the two should be the same as the other FE or IE operator error terms, depending on which error is larger.

The finite element solution $u_{1}$ once again follows standard finite element convergence theory, with addi-

(a) Eigenvalues for the IE-only and combined FE-IE operator on three circle domains, with $\mathcal{A}=\mathcal{D}+\mathcal{S}$.

(b) Eigenvalues for the IE-only and combined FE-IE operator on two starfish domains, with $\mathcal{A}=\mathcal{D}+\mathcal{S}$.

Figure 4.7: Effects of a the size of $\Omega^{i}$ on the minimum eigenvalue of discrete approximations to $(\mathcal{D})+(\mathcal{S})$.
tional error incurred through error in $\hat{\mathcal{R}} \gamma$ in the boundary condition of (4.48). However, again we know the extra FE error is bounded by the error in $\hat{\mathcal{R}} \gamma$ through the discrete weak maximum principle. The net result is that we expect to retain the same overall order of convergence as in the interior case, dependent on the FE and IE solvers in the same way.

## Practical computation and discrete system

Now we discuss some additional details of the computation of the operators in (4.46) in a discrete setting. First, we introduce $(D)$ and $(S)$, the full matrices associated with the discretization of $\gamma$ and computed through the approximation of $(\mathcal{D})$ and $(\mathcal{S})$. The discrete operator for $\mathcal{R}$ is an $m \times N$ matrix where $m$ is the number of discretization points for the density $\gamma$ and $N$ is the number of degrees of freedom in the FE solution. Each row $m$ corresponds to a point on the boundary $\partial \Omega$, and the columns are the values of the evaluated FE basis functions that are non-zero at that location. We denote this matrix $R$. Thus, if $U_{1}$ are the values at each degree of freedom for the FE solution $u_{1}$, then $R U_{1}=r_{1}$.

The discrete operator for $\hat{\mathcal{R}}$ is an $N \times m$ matrix whose only rows with non-zero entries are the ones associated with degrees of freedom on the FE boundary $\partial \hat{\Omega}$. We denote this matrix as $\hat{R}$. Further define $\delta_{j}$ as a vector of length $m$ which is equal to one for the $j$ th element and zero everywhere else. Each non-zero row of $\hat{R}$ has $m$ non-zero values with $\hat{R}_{i j}$ equal to the evaluation of $\mathcal{A}^{h} \delta_{j}$ at the location of FE boundary node $i$. Thus $\hat{R} \gamma^{h}=\hat{r}_{2}$.

## Essential boundary conditions for the finite element problem

The coupling in (4.41) necessitates a deviation from the standard approach to handling essential boundary conditions in a finite element solver. When the boundary condition is known, the effects of the boundary are computed a priori and moved to the right hand side of the problem. In terms of the resulting matrix problem, this process is

1. Begin with the full matrix (associated with natural boundary conditions),
2. Remove rows associated with boundary degrees of freedom,
3. Apply the resulting matrix to a vector of the boundary condition evaluated at the boundary nodes and zero everywhere else,
4. Move the result of step 3 to the right hand side, and
5. Remove the columns associated with the boundary nodes from the matrix created in step 2 .

For Galerkin finite elements, the final interior-only matrix is once again symmetric and positive definite.
However, in the case of the FE-IE coupling, the exact boundary condition for the FE solver is unknown, so the previous approach won't work. Instead, let $F$ be the finite element matrix associated with the operator $\mathcal{F}(v)(4.14)$ for our chosen discrete basis, formulated with no imposed essential boundary conditions. Then define $F_{\text {int }}$ as this same matrix but with the rows for boundary degrees of freedom set to zero. Let $\tilde{f}_{\text {int }}$ be
the modified right-hand side (as dictated by the weak form of the finite element problem) with boundary node entries zeroed. Finally, let $\hat{I}$ be the matrix whose entries are defined by $\hat{I}_{i j}=1$ if $i=j$ and the $i$ th degree of freedom is on $\partial \hat{\Omega}$, and $=0$ otherwise. Thus, we see that our FE system with boundary conditions enforced is

$$
\begin{equation*}
\left\{F_{\mathrm{int}}+\hat{I}\right\} U_{1}=\tilde{f}_{\mathrm{int}}+\hat{I}\left(\hat{g}-\hat{r}_{2}\right) \tag{4.53}
\end{equation*}
$$

However, $\hat{r}_{2}$ depends on our unknown density $\gamma$. Thus, we can move this term to the left side and write

$$
\begin{equation*}
\hat{R} \gamma^{h}+\left\{F_{\mathrm{int}}+\hat{I}\right\} U_{1}=\tilde{f}_{\mathrm{int}}+\hat{I} \hat{g} \tag{4.54}
\end{equation*}
$$

Finally we collect into our coupled discrete system:

$$
\left[\begin{array}{c|c}
\frac{1}{2} I+(D)+(S) & R  \tag{4.55}\\
\hline \hat{R} & F_{\mathrm{int}}+\hat{I}
\end{array}\right]\left[\begin{array}{c}
\gamma^{h} \\
\hline U_{1}
\end{array}\right]=\left[\begin{array}{c}
g \\
\hline \tilde{f}_{\mathrm{int}}+\hat{I} \hat{g}
\end{array}\right]
$$

$(D)$ and $(S)$ are full matrices but only of dimension $m \times m$. All other matrices are sparse.

## Demonstration of convergence

The numerical solution of the coupled system (4.55) is tested with the exact solution

$$
u=\log \left(r_{0}\right)+2 \sin (\pi x) \sin (\pi y)
$$

where

$$
r_{0}=\sqrt{(x-0.1)^{2}+(y+0.02)^{2}} .
$$

The same test function is solved on the circle, starfish (4.51), and drop (4.52) domains. The IE, FE, and total solutions are shown for the circular exclusion in Figure 4.8. Convergence results are found in Tables 4.2 and 4.3 for the circle and starfish domains, respectively. Once again, we observe high-order convergence.

The convergence results for the drop domain are found in Table 4.4. Here the order of convergence is limited to $\approx 2$ for the $L^{2}$ norm and $\approx 1$ for the max norm. This is due to the corner in the drop domain, where the density has a singularity. The magnitude of error is for two cases meshes in Figure 4.9. While the error diminishes on the right side of the drop for the finer mesh, we see that error concentrated around the corner is still polluting the solution for a fairly large region, as expected from an elliptic problem.

| $p$ | qbx | $h_{f e}, h_{i e}$ | $\\|$ error $\\|_{L^{\infty}(\hat{\Omega} \backslash \Omega)}$ | order | $\\|\mathrm{error}\\|_{L^{2}(\hat{\Omega} \backslash \Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0.133, 0.224 | $5.11 \times 10^{-2}$ | - | $2.80 \times 10^{-2}$ | - |
|  |  | 0.067, 0.108 | $1.15 \times 10^{-2}$ | 2.0 | $5.87 \times 10^{-3}$ | 2.1 |
|  |  | 0.033, 0.053 | $2.90 \times 10^{-3}$ | 1.9 | $1.65 \times 10^{-3}$ | 1.8 |
|  |  | 0.017, 0.026 | $7.25 \times 10^{-4}$ | 2.0 | $3.96 \times 10^{-4}$ | 2.0 |
| 2 | 3 | 0.133, 0.224 | $1.62 \times 10^{-3}$ | - | $1.15 \times 10^{-3}$ | - |
|  |  | 0.067, 0.108 | $1.83 \times 10^{-4}$ | 3.0 | $1.39 \times 10^{-4}$ | 2.9 |
|  |  | 0.033, 0.053 | $2.15 \times 10^{-5}$ | 3.0 | $1.66 \times 10^{-5}$ | 3.0 |
|  |  | 0.017, 0.026 | $2.55 \times 10^{-6}$ | 3.0 | $2.20 \times 10^{-6}$ | 2.9 |
| 3 | 4 | 0.133, 0.224 | $2.02 \times 10^{-4}$ | - | $5.47 \times 10^{-5}$ | - |
|  |  | 0.067, 0.108 | $9.55 \times 10^{-6}$ | 4.2 | $2.47 \times 10^{-6}$ | 4.3 |
|  |  | 0.033, 0.053 | $4.84 \times 10^{-7}$ | 4.2 | $1.17 \times 10^{-7}$ | 4.3 |
|  |  | 0.017, 0.026 | $2.35 \times 10^{-8}$ | 4.3 | $6.58 \times 10^{-9}$ | 4.1 |

Table 4.2: Convergence of coupled interior-exterior FE-IE system for excluded circular domain.

| $p$ | qbx | $h_{f e}, h_{i e}$ | $\\|\mathrm{error}\\|_{L^{\infty}(\hat{\Omega} \backslash \Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\hat{\Omega} \backslash \Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0.133, 0.327 | $5.80 \times 10^{-2}$ | - | $2.38 \times 10^{-2}$ | - |
|  |  | 0.067, 0.170 | $1.28 \times 10^{-2}$ | 2.2 | $6.08 \times 10^{-3}$ | 2.0 |
|  |  | 0.033, 0.085 | $3.47 \times 10^{-3}$ | 1.9 | $1.47 \times 10^{-3}$ | 2.0 |
|  |  | 0.017, 0.043 | $8.46 \times 10^{-4}$ | 2.0 | $3.74 \times 10^{-4}$ | 2.0 |
| 2 | 3 | 0.133, 0.327 | $1.21 \times 10^{-2}$ | - | $2.05 \times 10^{-3}$ | - |
|  |  | 0.067, 0.170 | $2.82 \times 10^{-3}$ | 2.1 | $3.29 \times 10^{-4}$ | 2.6 |
|  |  | 0.033, 0.085 | $5.53 \times 10^{-4}$ | 2.3 | $3.70 \times 10^{-5}$ | 3.2 |
|  |  | 0.017, 0.043 | $6.48 \times 10^{-5}$ | 3.1 | $3.65 \times 10^{-6}$ | 3.3 |
| 3 | 4 | 0.133, 0.327 | $1.00 \times 10^{-2}$ | - | $1.12 \times 10^{-3}$ | - |
|  |  | 0.067, 0.170 | $1.73 \times 10^{-3}$ | 2.5 | $9.97 \times 10^{-5}$ | 3.5 |
|  |  | 0.033, 0.085 | $1.91 \times 10^{-4}$ | 3.2 | $7.19 \times 10^{-6}$ | 3.8 |
|  |  | 0.017, 0.043 | $1.47 \times 10^{-5}$ | 3.7 | $4.08 \times 10^{-7}$ | 4.1 |

Table 4.3: Convergence of coupled interior-exterior FE-IE system for excluded starfish domain (4.51).


Figure 4.8: Individual and combined solutions for the exterior embedded mesh problem.


Figure 4.9: Effect of domain corner on error. Solution shown for $p=3$ and $\mathrm{qbx}=4$.

## Numerical solution considerations

We consider two methods of solving the numerical system (4.55): solving the total system at once, and implementing the split solve technique introduced for the continuous problem for the purpose of analyzing the decomposition. In this case, we have the discrete version of (4.47-4.48):

| $p$ | qbx | $h_{f e}, h_{i e}$ | $\\|$ error $\\|_{L^{\infty}(\hat{\Omega} \backslash \Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\hat{\Omega} \backslash \Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 0.133, 0.331 | $5.62 \times 10^{-2}$ | - | $2.76 \times 10^{-2}$ | - |
|  |  | 0.067, 0.167 | $1.37 \times 10^{-2}$ | 2.0 | $6.89 \times 10^{-3}$ | 2.0 |
|  |  | 0.033, 0.083 | $3.44 \times 10^{-3}$ | 2.0 | $1.71 \times 10^{-3}$ | 2.0 |
|  |  | 0.017, 0.042 | $9.33 \times 10^{-4}$ | 1.9 | $4.29 \times 10^{-4}$ | 2.0 |
| 2 | 3 | 0.133, 0.331 | $4.95 \times 10^{-3}$ | - | $1.19 \times 10^{-3}$ | - |
|  |  | 0.067, 0.167 | $2.29 \times 10^{-3}$ | 1.1 | $2.11 \times 10^{-4}$ | 2.5 |
|  |  | 0.033, 0.083 | $1.10 \times 10^{-3}$ | 1.1 | $4.74 \times 10^{-5}$ | 2.2 |
|  |  | 0.017, 0.042 | $5.12 \times 10^{-4}$ | 1.1 | $1.30 \times 10^{-5}$ | 1.9 |
| 3 | 4 |  | $3.68 \times 10^{-3}$ |  | $3.48 \times 10^{-4}$ | - |
|  |  | $0.067,0.167$ | $1.72 \times 10^{-3}$ | 1.1 | $9.79 \times 10^{-5}$ | 1.8 |
|  |  | $0.033,0.083$ | $8.11 \times 10^{-4}$ | 1.1 | $2.84 \times 10^{-5}$ | 1.8 |
|  |  | 0.017, 0.042 | $3.68 \times 10^{-4}$ | 1.1 | $8.29 \times 10^{-6}$ | 1.8 |

Table 4.4: Convergence of coupled interior-exterior FE-IE system for excluded drop domain (4.52).

1. Solve

$$
\begin{equation*}
\left\{\frac{1}{2} I+(D)+(S)-R\left[F_{\mathrm{int}}+\hat{I}\right]^{-1} \hat{R}\right\} \gamma^{h}=g-R\left[F_{\mathrm{int}}+\hat{I}\right]^{-1}\left(\tilde{f}_{\mathrm{int}}+\hat{I} \hat{g}\right) \tag{4.56}
\end{equation*}
$$

then
2. Solve

$$
\begin{equation*}
U_{1}=\left[F_{\mathrm{int}}+\hat{I}\right]^{-1}\left(\tilde{f}_{\mathrm{int}}+\hat{I} \hat{g}\right)-\left[F_{\mathrm{int}}+\hat{I}\right]^{-1} \hat{R} \gamma^{h} \tag{4.57}
\end{equation*}
$$

For the split solve, the advantage is that we regain the symmetric positive definiteness of the FE matrix that was lost by the non-conventional enforcement of Dirichlet boundary conditions. To do so, the degrees of freedom are reordered so that all the Dirichlet nodes are at the end. Then, since we do not want to actually compute $\left[F_{\mathrm{int}}+\hat{I}\right]^{-1}$ explicitly, we will solve an iterative system when we need the action of the inverse. We note that after reordering, the matrix problem in (4.57) is

$$
\left[\begin{array}{c|c}
F_{\text {int-int }} & F_{\text {int-ext }}  \tag{4.58}\\
\hline 0 & I
\end{array}\right]\left[\frac{U_{\mathrm{int}}}{U_{\mathrm{ext}}}\right]=\left[\begin{array}{c}
\tilde{f} \\
\hline \hat{g}-\hat{R} \gamma^{h}
\end{array}\right]
$$

where $F_{\text {int-int }}$ is the finite element matrix coupling only interior nodes to other interior nodes - the matrix that results when we have known Dirichlet conditions and can remove the boundary nodes from the numerical system. Thus this is solved by setting $U_{\text {ext }}=\hat{g}-\hat{R} \gamma^{h}$ and iterating on

$$
F_{\text {int-int }} U_{\text {int }}=\tilde{f}-F_{\text {int-ext }}\left(\hat{g}-\hat{R} \gamma^{h}\right)
$$

which returns a symmetric positive definite matrix and allows the use of a preconditioned conjugate gradient (CG) method. We will call these interior FE problems the inner iterations for the split solve as they occur every time we need to apply the operator on $\gamma^{h}$ to solve (4.56).

## Preconditioning

To speed convergence of the numerical system (4.55), or the split solve (4.56-4.57), we apply preconditioning during our iterative solve. For the total system, we introduce the preconditioner

$$
M_{\text {coup }}=\left[\begin{array}{cc}
I & 0  \tag{4.59}\\
0 & M_{F_{\text {int }}+\hat{I}}
\end{array}\right]
$$

where $M_{F_{\mathrm{int}}+\hat{I}}$ is the preconditioner for the matrix $F_{\mathrm{int}}+\hat{I}$ alone. For the split solve, we precondition the inner iterations using $M_{F_{\text {int-int }}}$, the preconditioner for the interior-interior matrix.

In the following, we have used algebraic multigrid (AMG) as implemented in pyamg [63] to create preconditioners for these matrices. The effects of two types of AMG, Ruge-Stüben and smoothed aggregation, are shown for both the total and split solves. For the split solve, the average number of iterations per call to the inverse operator is reported. For both types of AMG, the maximum size of the coarse problem was set to 10 .

The effect of the preconditioners are shown in Figure 4.10 for the test problem with the circular domain $\Omega$ and $h_{f e}, h_{i e}=0.033,0.085$. The solve tolerance was $1 \times 10^{-12}$. We see that both types clearly improve convergence; in the rest of the numerical tests, we choose the smoothed aggregation preconditioner due to its better performance for $p=2$ and better-or-comparable performance for $p=1$ and $p=3$.

## Comparison of solution techniques

Finally, we also compare the total and split solve methods for the circular excluded domain. Figure 4.11a shows the required GMRES(20) iterations for the total system (4.55). Figure 4.11b shows both the outer GMRES iterations and the total inner CG iterations required across all calls to $F_{\text {int-int }}^{-1}$. We note that the number of outer iterations remains nearly constant across the different operator sizes and orders of basis functions. However, we see that the total number of CG iterations required is higher than the GMRES iterations for the associated total solve. For this problem and these discretizations, it is not clear that there is a significant advantage to using the split solve technique. This may change as the problem grows (in terms of number of degrees of freedom), especially as CG requires less memory than GMRES.

(a) Solving total coupled system with GMRES(20) and preconditioner $M_{\text {coup }}$ (4.59).

(b) Effect of $M_{\mathrm{FE}}$ on the average number of iterations per call on $F_{\text {int-int }}^{-1}$.

Figure 4.10: Effects of two types of multigrid preconditioners in each solution type.


Figure 4.11: Comparison of solution techniques for the coupled system (4.46).

## Chapter 5

## FE-IE for interface problems

In this chapter, we combine the elements described in sections 4.2 and 4.3 to create a new method for embedded interface problems. The method requires no modification of basis functions at the interface and can handle a broad class of interface conditions, including both homogeneous and non-homogeneous jump conditions.

To develop the approach we consider the model problem

$$
\begin{align*}
-\beta \nabla \cdot \nabla u(x) & =f(x) \quad \text { in } \quad \Omega^{i} \cup \Omega^{e}, \\
u^{i}(x) & =c u^{e}(x)+a(x) \quad \text { on } \quad \Gamma, \\
\frac{\partial u^{i}(x)}{\partial n} & =\kappa \frac{\partial u^{e}(x)}{\partial n}+b(x) \quad \text { on } \quad \Gamma \tag{5.1}
\end{align*}
$$

where two domains $\Omega^{i}$ and $\Omega^{e}$ area separated by an interface $\Gamma$ and the restriction of $u$ to domain $\Omega^{\alpha}$ written as $u^{\alpha}$, with $\alpha=i$, e. This is illustrated in Figure 5.1. The coefficient $\beta$ of the linear differential operator and the forcing function $f$ may both be discontinuous across $\Gamma$.


Figure 5.1: Two domains, $\Omega^{i}$ and $\Omega^{e}$, separated by interface $\Gamma$.

This problem could describe, for example, steady-state heat conduction in two different objects or an object with changing material properties. In this new FE-IE approach, we introduce a fictitious domain $\hat{\Omega}^{i}$ such that $\Omega^{i} \subset \hat{\Omega}^{i}$, define $\hat{\Omega}^{e}$ as $\Omega^{e} \cup \Omega^{i}$, and split the problem into two subproblems with an appropriate

FE-IE splitting on each. Thus we have four components to our total solution: $u_{1}^{i} \in \hat{\Omega}^{i}$ and $u_{2}^{i} \in \Omega^{i}$ for the interior solution, plus $u_{1}^{e} \in \hat{\Omega}^{e}$ and $u_{2}^{e} \in \mathbb{R}^{d} \backslash \Omega^{i}$ for the exterior solution. This is illustrated in Figure 5.2.


Figure 5.2: Coupled subproblems for an embedded interface.

### 5.1 Choice of layer potential representation

In this section, we discuss choices for the layer potential representations for $u_{2}^{i}$ and $u_{2}^{e}$, and we show how to create second-kind integral equations for all but one possible combination of parameters $\kappa$ and $c$.

Starting point: one layer potential each for $u_{2}^{i}$ and $u_{2}^{e}$
The operators

$$
-\frac{1}{2} I+(\mathcal{D})
$$

which arises from the interior Dirichlet problem with a double layer potential, and

$$
-\frac{1}{2} I+\left(\mathcal{S}^{\prime}\right)
$$

which follows from the exterior Neumann problem, have trivial nullspaces and thus by Fredholm theory are guaranteed unique solutions to the associated integral equations. This motivates splitting (5.1) as

$$
\begin{array}{rlrl}
\text { [Dirichlet FE] }-\beta^{i} \nabla \cdot \nabla u_{1}^{i} & =f^{i} & & \text { in } \hat{\Omega}^{i} \\
u_{1}^{i} & =0 & & \text { on } \partial \hat{\Omega}^{i} \\
\text { [int. Dirichlet IE] }-\nabla \cdot \nabla u_{2}^{i} & =0 & & \text { in } \Omega^{i} \\
u_{2}^{i} & =c u_{1}^{e}+c u_{2}^{e}-u_{1}^{i}+a(x) & & \text { on } \Gamma \\
\text { [coupled Dirichlet FE] }-\beta^{e} \nabla \cdot \nabla u_{1}^{e} & =f^{e} & & \text { in } \hat{\Omega}^{e} \\
u_{1}^{e} & =\hat{g}-u_{2}^{e} & & \text { on } \partial \hat{\Omega}^{e} \\
\text { [ext. Neumann IE] }-\nabla \cdot \nabla u_{2}^{e} & =0 \\
\kappa \frac{\partial u_{2}^{e}}{\partial n} & =\frac{\partial u_{1}^{i}}{\partial n}+\frac{\partial u_{2}^{i}}{\partial n}-\kappa \frac{\partial u_{1}^{e}}{\partial n}-b(x) & & \text { in } \mathbb{R}^{2} \backslash \Omega^{i} \\
\hline
\end{array}
$$

Then if we choose

$$
u_{2}^{i}=\mathcal{D} \gamma^{i}
$$

and

$$
u_{2}^{e}=\mathcal{S} \gamma^{e}
$$

the resulting integral equations for $u_{2}^{i}$ and $u_{2}^{e}$ are

$$
\begin{array}{r}
\left\{-\frac{1}{2} I+(\mathcal{D})\right\} \gamma^{i}-(\mathcal{S}) \gamma^{e}+\mathcal{R} u_{1}^{i}-c \mathcal{R} u_{1}^{e}=a(x) \\
\kappa\left\{-\frac{1}{2} I+\left(\mathcal{S}^{\prime}\right)\right\} \gamma^{e}+\left(\mathcal{D}^{\prime}\right) \gamma^{i}+\partial \mathcal{R} u_{1}^{e}-\kappa \partial \mathcal{R} u_{1}^{e}=b(x) \tag{5.6}
\end{array}
$$

where we have introduced the operator $\partial \mathcal{R}$ to represent the normal derivative of $u_{1}$ at the interface. ( $\mathcal{R}$ is as defined in the previous chapter.)

The key difficulty with this choice is the $\left(\mathcal{D}^{\prime}\right)$ operator in the derivative interface condition. It is not a compact operator and yields an equation that is no longer second kind. Indeed, having discretizations of $\left(\mathcal{D}^{\prime}\right)$ in a numerical system results in poor conditioning. Luckily, we can avoid this problem for all cases where $\kappa \neq c$, as we show next.

## Improvement: the combination approach

We begin by using a general combined representation for the interior and exterior integral equation solutions, with

$$
\begin{equation*}
u_{2}^{i}=\alpha_{1} \mathcal{D} \gamma^{i}+\alpha_{2} \mathcal{S} \gamma^{e} \tag{5.7}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{2}^{e}=\alpha_{3} \mathcal{D} \gamma^{i}+\alpha_{4} \mathcal{S} \gamma^{e} \tag{5.8}
\end{equation*}
$$

for some constant coefficients $\alpha_{j}$. This will allow us to pick the $\alpha_{j}$ such that all integral operators are well-conditioned.

Taking the limits of these expressions at the interface and adding the interface restrictions of the finite element solutions gives the following form for the interface conditions:

$$
\begin{equation*}
\mathcal{R}^{i} u_{1}^{i}+\alpha_{1} \mathcal{D}_{-} \gamma^{i}+\alpha_{2} \mathcal{S}_{-} \gamma^{e}=c \partial \mathcal{R}^{e} u_{1}^{e}+c \alpha_{3} \mathcal{D}_{+} \gamma^{i}+c \alpha_{4} \mathcal{S}_{+} \gamma^{e}+a(x), \tag{5.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial \mathcal{R}^{i} u_{1}^{i}+\alpha_{1} \partial_{n} \mathcal{D}_{-} \gamma^{i}+\alpha_{2} \partial_{n} \mathcal{S}_{-} \gamma^{e}=\kappa \partial \mathcal{R}^{e} u_{1}^{e}+\kappa \alpha_{3} \partial_{n} \mathcal{D}_{+} \gamma^{i}+\kappa \alpha_{4} \partial_{n} \mathcal{S}_{+} \gamma^{e}+b(x), \tag{5.10}
\end{equation*}
$$

where $\mathcal{D}_{ \pm}$indicates the interior $(-)$or exterior $(+)$limit of the double-layer operator, and likewise for $\mathcal{S}_{ \pm}$. Due to the known jump conditions of the single- and double-layer operators (4.6-4.9), we can rewrite these expressions as

$$
\begin{equation*}
\mathcal{R}^{i} u_{1}^{i}+\alpha_{1}\left(-\frac{1}{2} \gamma^{i}+(\mathcal{D}) \gamma^{i}\right)+\alpha_{2}(\mathcal{S}) \gamma^{e}=c \mathcal{R}^{e} u_{1}^{e}+c \alpha_{3}\left(\frac{1}{2} \gamma^{i}+(\mathcal{D}) \gamma^{i}\right)+c \alpha_{4}(\mathcal{S}) \gamma^{e}+a(x) \tag{5.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial \mathcal{R}^{i} u_{1}^{i}+\alpha_{1}\left(\mathcal{D}^{\prime}\right) \gamma^{i}+\alpha_{2}\left(\frac{1}{2} \gamma^{e}+\left(\mathcal{S}^{\prime}\right) \gamma^{e}\right)=\kappa \partial \mathcal{R}^{e} u_{1}^{e}+\kappa \alpha_{3}\left(\mathcal{D}^{\prime}\right) \gamma^{i}+\kappa \alpha_{4}\left(-\frac{1}{2} \gamma^{e}+\left(\mathcal{S}^{\prime}\right) \gamma^{e}\right)+b(x), \tag{5.12}
\end{equation*}
$$

where we recall that $(\mathcal{D})$ and $\left(\mathcal{S}^{\prime}\right)$ now indicate the on-boundary value of the double-layer operator and normal derivative of the single-layer operator, respectively, which are defined as the Cauchy principal values.

Collecting the terms on each operator yields

$$
\begin{equation*}
\mathcal{R}^{i} u_{1}^{i}+\left[-\frac{\alpha_{1}+c \alpha_{3}}{2} I+\left(\alpha_{1}-c \alpha_{3}\right)(\mathcal{D})\right] \gamma^{i}=c \mathcal{R}^{e} u_{1}^{e}+\left[-\alpha_{2}+c \alpha_{4}\right](\mathcal{S}) \gamma^{e}+a(x) \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\partial \mathcal{R}^{i} u_{1}^{i}+\left[\frac{\alpha_{2}+\kappa \alpha_{4}}{2} I+\left(\alpha_{2}-\kappa \alpha_{4}\right)\left(\mathcal{S}^{\prime}\right)\right] \gamma^{e}=\kappa \partial \mathcal{R}^{e} u_{1}^{e}+\left[-\alpha_{1}+\kappa \alpha_{3}\right]\left(\mathcal{D}^{\prime}\right) \gamma^{i}+b(x) \tag{5.14}
\end{equation*}
$$

This form of the conditions is used to determine the best values for the $\alpha_{j}$ coefficients. First, we wish to eliminate the hypersingular operator $\left(\mathcal{D}^{\prime}\right)$ from the derivative condition, our original goal in using this combined representation. Thus, we see that

$$
\begin{equation*}
\alpha_{1}=\kappa \alpha_{3} \tag{5.15}
\end{equation*}
$$

is our first requirement. With $\left(\mathcal{D}^{\prime}\right)$ eliminated, (5.14) is an equation for $\gamma^{e}$ with operator

$$
\frac{\alpha_{2}+\kappa \alpha_{4}}{2} I+\left(\alpha_{2}-\kappa \alpha_{4}\right)\left(\mathcal{S}^{\prime}\right)
$$

In order to have an operator with only the trivial nullspace, guaranteeing a unique solution for $\gamma^{e}$, we request that the coefficients of $I$ and $\left(\mathcal{S}^{\prime}\right)$ have opposite sign.

We return to the value jump condition (5.13). Enforcing the requirement for $\alpha_{1}$ and $\alpha_{3}$ (5.15), the operator on $\gamma^{i}$ is

$$
\begin{equation*}
-\frac{(\kappa+c) \alpha_{3}}{2} I+(\kappa-c) \alpha_{3}(\mathcal{D}) \tag{5.16}
\end{equation*}
$$

Here we have three possibilities based on $\kappa$ and $c$ :

1. $\kappa \neq c$ and $\kappa \neq-c$,
2. $\kappa=c$, where the $(\mathcal{D})$ term is cancelled, and
3. $\kappa=-c$, where the identity term is cancelled.

We will now consider the three cases separately.

The case $\kappa \neq c$ and $\kappa \neq-c$

In this case, after applying (5.15) and adding equations for the FE solutions, the resulting coupled system of equations is described by:

Find $\gamma^{i}, \gamma^{e}, u_{1}^{i}, u_{1}^{e}$ such that

$\forall v \in H_{0}^{1}\left(\hat{\Omega}^{i}\right)$ and $w \in H_{0}^{1}\left(\hat{\Omega}^{e}\right)$. The interior FE problem can have any boundary conditions we choose, and therefore does not need the special modifications discussed previously and denoted by the notation changes for $\mathcal{F}$ and $\mathcal{M}$. For notation, $\hat{\mathcal{R}}_{\mathcal{D}}$ signifies that it is the $\hat{\mathcal{R}}$ operator for the double layer only, and likewise for the single layer and $\hat{\mathcal{R}}_{\mathcal{S}}$.

An important point to note is that any added jump conditions $a(x)$ and $b(x)$ are simply added to the right hand side. Thus homogeneous and non-homogeneous jump conditions are exactly the same, and do not require any changes to the matrix.

## Split solve analysis

As for the exterior problem, we also reorder the system (5.17) and consider its properties using a Schur complement approach. Instead of grouping by interior and exterior, we group by IE and FE:

$$
\left[\begin{array}{cc|cc}
-\frac{1}{2}(\kappa+c) \alpha_{3} I+(\kappa-c) \alpha_{3}(\mathcal{D}) & \left(\alpha_{2}-c \alpha_{4}\right)(\mathcal{S}) & \mathcal{R} & -c \mathcal{R} \\
0 & \frac{1}{2}\left(\alpha_{2}+\kappa \alpha_{4}\right) I+\left(\alpha_{2}-\kappa \alpha_{4}\right)\left(\mathcal{S}^{\prime}\right) & \partial \mathcal{R} & -\kappa \partial \mathcal{R}  \tag{5.18}\\
\hline 0 & 0 & \mathcal{F}(v)^{i} & 0 \\
\alpha_{3} \hat{\mathcal{R}}_{\mathcal{D}} & \alpha_{4} \hat{\mathcal{R}}_{\mathcal{S}} & 0 & \hat{\mathcal{F}}(w)^{e}
\end{array}\right]\left[\begin{array}{c}
\gamma^{i} \\
\gamma^{e} \\
\hline u_{1}^{i} \\
u_{1}^{e}
\end{array}\right]=
$$

To simplify notation, we define some names for the blocks:

$$
\begin{gather*}
\underline{\underline{\mathcal{A}}}=\left[\begin{array}{cc}
-\frac{1}{2}(\kappa+c) \alpha_{3} I+(\kappa-c) \alpha_{3}(\mathcal{D}) & \left(\alpha_{2}-c \alpha_{4}\right)(\mathcal{S}) \\
0 & \\
\underline{\underline{\mathcal{R}}}=\left[\begin{array}{cc}
\mathcal{R} & -c \mathcal{R} \\
\partial \mathcal{R} & -\kappa \partial \mathcal{R}
\end{array}\right], \\
\underline{\underline{\mathcal{F}}}=\left[\begin{array}{cc}
\mathcal{F}(v)^{i} & 0 \\
0 & \left.\hat{\mathcal{F}}(w)^{e}\right) I+\left(\alpha_{2}-\kappa \alpha_{4}\right)\left(\mathcal{S}^{\prime}\right)
\end{array}\right],
\end{array}, .\right. \tag{5.19}
\end{gather*}
$$

and

$$
\underline{\underline{\mathcal{R}}}=\left[\begin{array}{cc}
0 & 0  \tag{5.22}\\
\alpha_{3} \hat{\mathcal{R}}_{\mathcal{D}} & \alpha_{4} \hat{\mathcal{R}}_{\mathcal{S}}
\end{array}\right] .
$$

The resulting decomposition of the solution is written as

1. Solve

$$
\left\{\underline{\underline{\mathcal{A}}}-\underline{\underline{\mathcal{R}}} \underline{\underline{\mathcal{F}}}^{-1} \underline{\underline{\mathcal{R}}}\right\}\left[\begin{array}{l}
\gamma^{i}  \tag{5.23}\\
\gamma^{e}
\end{array}\right]=\left[\begin{array}{l}
a(x) \\
b(x)
\end{array}\right]-\underline{\underline{\mathcal{R}}} \underline{\underline{\mathcal{F}}}^{-1}\left[\begin{array}{c}
\mathcal{M}(v) f^{i} \\
\hat{\mathcal{M}}(v ; \hat{g}) f^{e}
\end{array}\right],
$$

and then
2. Evaluate

$$
\left[\begin{array}{c}
u_{1}^{i}  \tag{5.24}\\
u_{1}^{e}
\end{array}\right]=\underline{\underline{\mathcal{F}}}^{-1}\left(\left[\begin{array}{c}
\mathcal{M}(v) f^{i} \\
\hat{\mathcal{M}}(w ; \hat{g}) f^{e}
\end{array}\right]-\underline{\underline{\hat{\mathcal{R}}}}\left[\begin{array}{c}
\gamma^{i} \\
\gamma^{e}
\end{array}\right]\right) .
$$

Due to the nature of $\underline{\underline{\hat{\mathcal{R}}}}$, only the exterior FE problem affects the final operator on the densities $\gamma^{i}$ and $\gamma^{e}$. That is,

$$
\underline{\underline{\mathcal{F}}}^{-1} \underline{\underline{\hat{\mathcal{R}}}}=\left[\mathcal{F}^{e}\right]^{-1}\left(\alpha_{3} \hat{\mathcal{R}}_{\mathcal{D}} \gamma^{i}+\alpha_{4} \hat{\mathcal{R}}_{\mathcal{S}} \gamma^{e}\right)
$$

The equations (5.23-5.24) very closely resemble the split solve equations for the exterior case in Section 4.3. The main difference here - apart from the doubling of the number of variables - is the appearance
 the result of $\left[\mathcal{F}^{e}\right]^{-1}\left(\alpha_{3} \hat{\mathcal{R}}_{\mathcal{D}} \gamma^{i}+\alpha_{4} \hat{\mathcal{R}}_{\mathcal{S}} \gamma^{e}\right)$ is smooth, as it is approximating a harmonic function.

## Numerical computation

The discrete system corresponding to (5.17) can be written

$$
\left[\begin{array}{cccc}
-\frac{1}{2}(\kappa+c) \alpha_{3} I+(\kappa-c) \alpha_{3}(D)^{i \rightarrow i} & R^{i \rightarrow i} & \left(\alpha_{2}-c \alpha_{4}\right)(S)^{e \rightarrow i} & -c R^{e \rightarrow i} \\
0 & \mathcal{F}^{i} & 0 & 0  \tag{5.25}\\
0 & \partial R^{i \rightarrow e} & \frac{1}{2}\left(\alpha_{2}+\kappa \alpha_{4}\right) I+\left(\alpha_{2}-\kappa \alpha_{4}\right)\left(S^{\prime}\right)^{e \rightarrow e} & -\kappa \partial R^{e \rightarrow e} \\
\alpha_{3} \hat{R}_{D}^{i} & 0 & \alpha_{4} \hat{R}_{S}^{e} & \mathcal{F}_{\mathrm{int}}^{e}+\hat{I}
\end{array}\right]\left[\begin{array}{l}
\gamma^{i^{h}} \\
U_{1}^{i} \\
\gamma^{e^{h}} \\
U_{1}^{e}
\end{array}\right]=
$$

The main detail necessary for computation of the discrete operators is represented by superscript $i \rightarrow e$, which denotes an operation on the interior variable evaluated at the computational nodes for the exterior variable. The new matrix $\partial R^{i \rightarrow e}$ is defined in the same way as $R^{i \rightarrow e}$, but for the normal derivatives of the FE basis functions on the interface $\Gamma$.

The case $\kappa=c$

In this case, the first line of (5.17) is replaced by

$$
\left[\begin{array}{llll}
-\frac{1}{2}(\kappa+c) \alpha_{3} I & \mathcal{R} & \left(\alpha_{2}-c \alpha_{4}\right)(\mathcal{S}) & -c \mathcal{R} \tag{5.26}
\end{array}\right]
$$

Furthermore, we can choose $\alpha_{2}=c \alpha_{4}=\kappa \alpha_{4}$, meaning the first and third lines of the system are

$$
\left[\begin{array}{llll}
-\frac{1}{2}(\kappa+c) \alpha_{3} I & \mathcal{R} & 0 & -c \mathcal{R} \tag{5.27}
\end{array}\right]
$$

and

$$
\left[\begin{array}{llll}
0 & \partial \mathcal{R} & \kappa \alpha_{2} I & -\kappa \partial \mathcal{R} \tag{5.28}
\end{array}\right]
$$

If we consider the effect on the split solve operators, we see immediately how advantageous this case is: the block $\underline{\underline{\mathcal{A}}}$ is now

$$
\underline{\underline{\mathcal{A}}}_{\kappa=c}=\left[\begin{array}{cc}
-\frac{1}{2}(\kappa+c) \alpha_{3} I & 0  \tag{5.29}\\
0 & \kappa \alpha_{2} I
\end{array}\right] .
$$

## The case $\kappa=-c$

In this case, the operator on $\gamma^{i}$ as defined in (5.16) loses the identity term, resulting in an equation for $\gamma^{i}$ which is not second kind. We leave this to future work.

### 5.2 Numerical tests

We investigate convergence results with three test problems, two with $\kappa \neq c$ and one with $\kappa=c$. The specific choices for the coefficients of the layer potential representation are summarized in Table 5.1.

|  | $\kappa \neq c$ | $\kappa=c$ |
| :---: | :---: | :---: |
| $\alpha_{1}$ | $\kappa \alpha_{3}$ | $\kappa \alpha_{3}$ |
| $\alpha_{2}$ | 0 | 1 |
| $\alpha_{3}$ | $1 /(\kappa-c)$ | $-1 / \kappa$ |
| $\alpha_{4}$ | $1 / \kappa$ | $1 / \kappa$ |

Table 5.1: Choices of coefficients for numerical tests.

## The "quadratic-log" test case

This case is a manufactured solution for the case when the interface $\Gamma$ is a circle. Specifically, we consider $\Gamma$ to be a circle of radius 0.5 and $\Omega^{e} \cup \Omega^{i}$ to be the square $[-1,-1] \times[1,1]$. The definition of this test case is given in Table 5.2 and it is shown in Figure 5.3. The error convergence for two different sizes of $\hat{\Omega}^{i}$ can be


Figure 5.3: Total solution for the "quadratic-log" test case
seen in Tables 5.3 and 5.4. We note that in both cases, we achieve high-order convergence for basis functions $p=2$ and above. While slightly lower than for the exterior problem or interior problem alone, we attribute this to the fact that the solution now depends on the representation of the FE derivative, and we expect to

|  | interior | exterior | interface conditions |
| :---: | :---: | :---: | :---: |
| exact solution | $-\frac{5}{6}\left(x^{2}+y^{2}\right)$ | $-\frac{5}{4} \log \left(\frac{1}{2 r}\right)-\frac{11}{24}$ | $\kappa=1 / 3$ |
|  |  | $\left(r=\sqrt{x^{2}+y^{2}}\right)$ |  |
| coefficient, $\beta$ | 3 | 1 | $c=1$ |
| r.h.s, $f$ | 10 | 0 | $a(x)=1 / 4$ |
| boundary cond. | $N / A$ | exact soln | $b(x)=0$ |

Table 5.2: Description of "quadratic-log" case.
lose an order of convergence in the gradient representation compared to the solution representation. The extent to which this affects the overall solution changes, but should reach a limit at losing the entire order in the overall solution.

An interesting artifact arises in the convergence for $p=1$ : for the smaller $\hat{\Omega}^{i}$ domain, there is negative convergence between the coarsest and second-coarsest meshes. This is also due to the appearance of the derivative of the finite element solution in the system. For $p=1$, the derivative of the FE solution is piecewise constant. On a coarse mesh, piecewise constants poorly represent even smooth solutions with variation. As a result, the $p=1$ case is very sensitive to element placement, especially for coarse meshes. Because of this, as a general rule, it is recommended to use at least $p=2$. We also observe that for $p=2$ and higher, there is little difference between the results for the two domain sizes.

As another measure of convergence, we consider how well we are satisfying the specified conditions on the interface. The convergence of the error in the interface conditions for the two quadratic-log problems are shown in Tables 5.5 and 5.6. For all cases, the norms were approximated on the same fourth-order boundary mesh with 124 elements. For both cases of $\hat{\Omega}^{i}$, we see high-order convergence in the interface conditions. The value condition converges approximately at a rate of $p+1$, and we lose an order of convergence in the derivative, as expected.

## The "general jump" test case

Now we consider a second case for which $\kappa \neq c$. In this case, there is no exact solution. It is similar to the quadratic-log case, but with different values for $\beta^{i}$ and $\kappa$, and with homogeneous Dirichlet boundary conditions enforced on $\partial \Omega^{e}$. The case is summarized in Table 5.7 and shown in Figure 5.4. The IE and FE components for a sample solution are shown in Figure 5.5. As there is no exact solution for this case, we cannot compute the error throughout the domains. However, we still compute the error in the interface conditions and check their convergence rates. This is summarized in Tables 5.8 and 5.9 for a circular and starfish interface, respectively.


Table 5.3: Error convergence for quadratic-log test problem with $\hat{\Omega}^{i}=[-0.6,-0.6] \times[0.6,0.6]$.

## The "sine-linear" test case

Finally, we consider a test case for which $\kappa=c$; it is summarized in Table 5.10 and shown for a circular interface in Figure 5.6. This is also a manufactured solution, now with the same forcing function $f$ and coefficient $\beta$ through $\Omega^{i} \cup \Omega^{e}$. The extra linear function added to the interior solution influences the numerical system only through the non-homogeneous jump conditions $a(x)$ and $b(x)$. This case is tested on both the circular and starfish interfaces. The error convergence is shown in Tables 5.11 and 5.12 , and the interface condition errors are shown in Tables 5.13 and 5.14. Again, we observe high-order convergence. However, there is an interesting phenomenon seen, for example, in the $p=2$ rows of Table 5.12 . The convergence


Table 5.4: Error convergence for quadratic-log test problem with $\hat{\Omega}^{i}=[-0.8,-0.8] \times[0.8,0.8]$.
orders decline from 4 to 2 as the meshes are refined. This is likely the effect of the form of the error for the interior and exterior problems, where total error is bounded by a sum of IE and FE error terms. A change in which error term dominates would result in a change in the overall apparent convergence if the terms are not all the same order. As we have introduced the FE derivative to the IE boundary conditions and thus the IE error, we have an error term that is one order lower than the rest.

| $p$ | qbx | condition | $h_{f e}, h_{i e}$ | $\\|$ error $\\|_{L^{\infty}(\partial \Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\partial \Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | value | 0.080, 0.224 | $8.69 \times 10^{-3}$ | - | $8.00 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $1.40 \times 10^{-3}$ | 2.5 | $1.42 \times 10^{-3}$ | 2.4 |
|  |  |  | 0.020, 0.053 | $2.82 \times 10^{-4}$ | 2.3 | $2.25 \times 10^{-4}$ | 2.6 |
|  |  |  | 0.010, 0.026 | $6.21 \times 10^{-5}$ | 2.2 | $3.96 \times 10^{-5}$ | 2.5 |
|  |  | derivative | 0.080, 0.224 | $9.78 \times 10^{-2}$ | - | $7.21 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.108 | $6.66 \times 10^{-2}$ | 0.5 | $4.00 \times 10^{-2}$ | 0.8 |
|  |  |  | 0.020, 0.053 | $3.19 \times 10^{-2}$ | 1.0 | $1.86 \times 10^{-2}$ | 1.1 |
|  |  |  | 0.010, 0.026 | $1.60 \times 10^{-2}$ | 1.0 | $9.35 \times 10^{-3}$ | 1.0 |
| 2 | 3 | value | 0.080, 0.224 | $1.60 \times 10^{-3}$ | - | $1.86 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $1.55 \times 10^{-4}$ | 3.2 | $1.77 \times 10^{-4}$ | 3.2 |
|  |  |  | 0.020, 0.053 | $1.28 \times 10^{-5}$ | 3.5 | $1.40 \times 10^{-5}$ | 3.6 |
|  |  |  | 0.010, 0.026 | $9.05 \times 10^{-7}$ | 3.8 | $9.90 \times 10^{-7}$ | 3.8 |
|  |  | derivative | 0.080, 0.224 | $1.17 \times 10^{-2}$ | - | $1.21 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.108 | $2.78 \times 10^{-3}$ | 2.0 | $2.84 \times 10^{-3}$ | 2.0 |
|  |  |  | 0.020, 0.053 | $4.86 \times 10^{-4}$ | 2.5 | $4.70 \times 10^{-4}$ | 2.5 |
|  |  |  | 0.010, 0.026 | $7.89 \times 10^{-5}$ | 2.6 | $6.86 \times 10^{-5}$ | 2.7 |
| 3 | 4 | value | 0.080, 0.224 | $4.21 \times 10^{-4}$ | - | $4.77 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.108 | $2.32 \times 10^{-5}$ | 4.0 | $2.59 \times 10^{-5}$ | 4.0 |
|  |  |  | 0.020, 0.053 | $9.95 \times 10^{-7}$ | 4.4 | $1.09 \times 10^{-6}$ | 4.5 |
|  |  |  | 0.010, 0.026 | $3.63 \times 10^{-8}$ | 4.7 | $3.95 \times 10^{-8}$ | 4.7 |
|  |  | derivative | 0.080, 0.224 | $4.96 \times 10^{-3}$ | - | $5.66 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $5.54 \times 10^{-4}$ | 3.0 | $6.15 \times 10^{-4}$ | 3.0 |
|  |  |  | 0.020, 0.053 | $4.93 \times 10^{-5}$ | 3.4 | $5.21 \times 10^{-5}$ | 3.5 |
|  |  |  | 0.010, 0.026 | $3.63 \times 10^{-6}$ | 3.7 | $3.77 \times 10^{-6}$ | 3.7 |


interior

exterior

Table 5.5: Interface condition errors for quadratic-log test problem with $\hat{\Omega}^{i}=[-0.6,-0.6] \times[0.6,0.6]$.

### 5.3 Numerical solution considerations

As for the exterior case, we consider two options for solving the coupled four-variable linear system: either solve the full system together, or implement the split solve described in (5.23-5.24). As before, the total system is preconditioned by using a block preconditioner for the FE blocks; the preconditioner used in the following tests is again smoothed aggregation AMG, which is known to perform well in these scenarios. For the split solve, the action of inverting the FE operators will again use a reordering to separate the Dirichlet nodes and regain a symmetric positive definite system for the interior points. The total computational


Table 5.6: Interface condition errors for quadratic-log test problem with $\hat{\Omega}^{i}=[-0.8,-0.8] \times[0.8,0.8]$.
work in the split solve depends on both the number of outer GMRES iterations for the densities and inner iterations on the FE solutions, called every time we need the action of $\underline{\underline{\mathcal{F}}}^{-1}$ as part of the outer operator.

For the sine-linear test case with a circular interface, Figure 5.7 shows the amount of GMRES(20) iterations for the total system solve versus the number of outer GMRES iterations and total CG iterations (for every time the inverse function was called). For all iterative solves, a tolerance of $1 \times 10^{-12}$ was used.

As with the exterior case, the benefit of the split solve technique is not clear, although CG does require less memory than GMRES. However, for the quadratic-log test case, shown in Figure 5.8, the performance is different. As the mesh sizes are decreased, the conditioning of the total system matrix deteriorates


Figure 5.4: Total solution for the "general jump" test case with $\Gamma=$ starfish (4.51).

|  | interior | exterior | interface conditions |
| :---: | :---: | :---: | :---: |
| exact solution | $-N / A-$ | $\kappa=1 / 2$ |  |
| coefficient, $\beta$ | 2 | 1 | $c=1$ |
| r.h.s, $f$ | 10 | 0 | $a(x)=1 / 4$ |
| boundary cond. | $N / A$ | 0 | $b(x)=0$ |

Table 5.7: Description of "general jump" case.


Figure 5.5: FE and IE components of the general jump case with a circular $\Gamma$.
convergence well before reaching the solve tolerance, even with the block preconditioner applied. However, the number of outer iterations required by the split solve technique remains more or less constant across all orders of basis functions and all problem sizes. Finally, we compare the effects of $\kappa \neq c$ or $\kappa=c$ on the number of outer iterations required for the split solve in Figure 5.9. The benefit of being able to reduce $\underline{\underline{\mathcal{A}}}$ to the identity matrix when $\kappa=c$ is immediately obvious, as the highest number of outer iterations for all sizes and both domain definitions is only four. When $\kappa \neq c$, on the other hand, the number of iterations jumps

| $p$ | qbx | condition | $h_{f e}, h_{\text {ie }}$ | $\\|\mathrm{error}\\|_{L^{\infty}(\partial \Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\partial \Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | value | 0.080, 0.224 | $9.27 \times 10^{-3}$ | - | $8.16 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $1.47 \times 10^{-3}$ | 2.5 | $1.43 \times 10^{-3}$ | 2.4 |
|  |  |  | 0.020, 0.053 | $2.95 \times 10^{-4}$ | 2.3 | $2.32 \times 10^{-4}$ | 2.6 |
|  |  |  | 0.010, 0.026 | $6.36 \times 10^{-5}$ | 2.2 | $4.09 \times 10^{-5}$ | 2.5 |
|  |  | derivative | 0.080, 0.224 | $1.43 \times 10^{-1}$ | - | $1.07 \times 10^{-1}$ | - |
|  |  |  | 0.040, 0.108 | $9.69 \times 10^{-2}$ | 0.5 | $5.89 \times 10^{-2}$ | 0.8 |
|  |  |  | 0.020, 0.053 | $4.69 \times 10^{-2}$ | 1.0 | $2.74 \times 10^{-2}$ | 1.1 |
|  |  |  | 0.010, 0.026 | $2.31 \times 10^{-2}$ | 1.0 | $1.38 \times 10^{-2}$ | 1.0 |
| 2 | 3 | value | 0.080, 0.224 | $1.63 \times 10^{-3}$ | - | $1.89 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $1.59 \times 10^{-4}$ | 3.2 | $1.80 \times 10^{-4}$ | 3.2 |
|  |  |  | 0.020, 0.053 | $1.32 \times 10^{-5}$ | 3.5 | $1.43 \times 10^{-5}$ | 3.6 |
|  |  |  | 0.010, 0.026 | $9.42 \times 10^{-7}$ | 3.8 | $1.01 \times 10^{-6}$ | 3.8 |
|  |  | derivative | 0.080, 0.224 | $1.57 \times 10^{-2}$ | - | $1.60 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.108 | $3.78 \times 10^{-3}$ | 2.0 | $3.76 \times 10^{-3}$ | 2.0 |
|  |  |  | 0.020, 0.053 | $6.63 \times 10^{-4}$ | 2.4 | $6.23 \times 10^{-4}$ | 2.5 |
|  |  |  | 0.010, 0.026 | $1.07 \times 10^{-4}$ | 2.6 | $9.11 \times 10^{-5}$ | 2.7 |
| 3 | 4 | value | 0.080, 0.224 | $4.32 \times 10^{-4}$ | - | $4.86 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.108 | $2.39 \times 10^{-5}$ | 4.0 | $2.65 \times 10^{-5}$ | 4.0 |
|  |  |  | 0.020, 0.053 | $1.03 \times 10^{-6}$ | 4.4 | $1.11 \times 10^{-6}$ | 4.5 |
|  |  |  | 0.010, 0.026 | $3.92 \times 10^{-8}$ | 4.7 | $4.04 \times 10^{-8}$ | 4.7 |
|  |  | derivative | 0.080, 0.224 | $6.60 \times 10^{-3}$ | - | $7.47 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $7.43 \times 10^{-4}$ | 3.0 | $8.15 \times 10^{-4}$ | 3.0 |
|  |  |  | 0.020, 0.053 | $6.65 \times 10^{-5}$ | 3.4 | $6.92 \times 10^{-5}$ | 3.5 |
|  |  |  | 0.010, 0.026 | $5.05 \times 10^{-6}$ | 3.7 | $5.02 \times 10^{-6}$ | 3.7 |


interior


Table 5.8: Interface condition errors for general jump test problem with $\Omega^{i}=$ circle with radius 0.5 .
by an order of magnitude. We also see that the interface shape has a much larger impact on the required iterations when $\kappa \neq c$.

| $p$ | qbx | condition | $h_{f e}, h_{i e}$ | $\\|$ error $\\|_{L^{\infty}(\Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | value | 0.080, 0.327 | $1.84 \times 10^{-2}$ | - | $1.30 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.170 | $8.50 \times 10^{-3}$ | 1.1 | $4.47 \times 10^{-3}$ | 1.5 |
|  |  |  | 0.020, 0.085 | $1.74 \times 10^{-3}$ | 2.3 | $9.69 \times 10^{-4}$ | 2.2 |
|  |  |  | 0.010, 0.043 | $2.95 \times 10^{-4}$ | 2.5 | $1.69 \times 10^{-4}$ | 2.5 |
|  |  | derivative | 0.080, 0.327 | $2.63 \times 10^{-1}$ | - | $2.33 \times 10^{-1}$ | - |
|  |  |  | 0.040, 0.170 | $2.30 \times 10^{-1}$ | 0.2 | $1.35 \times 10^{-1}$ | 0.8 |
|  |  |  | 0.020, 0.085 | $1.31 \times 10^{-1}$ | 0.8 | $6.24 \times 10^{-2}$ | 1.1 |
|  |  |  | 0.010, 0.043 | $5.56 \times 10^{-2}$ | 1.2 | $2.60 \times 10^{-2}$ | 1.3 |
| 2 | 3 | value | 0.080, 0.327 | $1.16 \times 10^{-2}$ | - | $7.46 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.170 | $3.92 \times 10^{-3}$ | 1.6 | $1.65 \times 10^{-3}$ | 2.2 |
|  |  |  | 0.020, 0.085 | $5.69 \times 10^{-4}$ | 2.8 | $2.27 \times 10^{-4}$ | 2.9 |
|  |  |  | 0.010, 0.043 | $4.11 \times 10^{-5}$ | 3.8 | $2.15 \times 10^{-5}$ | 3.4 |
|  |  | derivative | 0.080, 0.327 | $3.03 \times 10^{-1}$ | - | $1.73 \times 10^{-1}$ | - |
|  |  |  | 0.040, 0.170 | $1.55 \times 10^{-1}$ | 1.0 | $7.30 \times 10^{-2}$ | 1.2 |
|  |  |  | 0.020, 0.085 | $6.13 \times 10^{-2}$ | 1.3 | $2.36 \times 10^{-2}$ | 1.6 |
|  |  |  | 0.010, 0.043 | $1.60 \times 10^{-2}$ | 1.9 | $5.62 \times 10^{-3}$ | 2.1 |
| 3 | 4 | value | 0.080, 0.327 | $1.22 \times 10^{-2}$ | - | $6.60 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.170 | $1.50 \times 10^{-3}$ | 3.0 | $6.97 \times 10^{-4}$ | 3.2 |
|  |  |  | 0.020, 0.085 | $1.66 \times 10^{-4}$ | 3.2 | $6.28 \times 10^{-5}$ | 3.5 |
|  |  |  | 0.010, 0.043 | $7.36 \times 10^{-6}$ | 4.5 | $3.50 \times 10^{-6}$ | 4.1 |
|  |  | derivative | 0.080, 0.327 | $3.80 \times 10^{-1}$ | - | $2.00 \times 10^{-1}$ | - |
|  |  |  | 0.040, 0.170 | $1.09 \times 10^{-1}$ | 1.8 | $4.78 \times 10^{-2}$ | 2.1 |
|  |  |  | 0.020, 0.085 | $3.06 \times 10^{-2}$ | 1.8 | $1.01 \times 10^{-2}$ | 2.2 |
|  |  |  | 0.010, 0.043 | $4.96 \times 10^{-3}$ | 2.6 | $1.45 \times 10^{-3}$ | 2.8 |


interior


Table 5.9: Interface condition errors for general jump test problem with $\Omega^{i}=$ starfish curve (4.51).

|  | interior | exterior | interface conditions |
| :---: | :---: | :---: | :---: |
| exact solution | $\sin (2 \pi x) \sin (2 \pi y)+x+y$ | $\sin (2 \pi x) \sin (2 \pi y)$ | $\kappa=1$ |
| coefficient, $\beta$ | 1 | 1 | $c=1$ |
| r.h.s, $f$ | $4 \pi^{2} \sin (2 \pi x) \sin (2 \pi y)$ | $4 \pi^{2} \sin (2 \pi x) \sin (2 \pi y)$ | $a(x)=x+y$ |
| boundary cond. | $N / A$ | exact $\operatorname{soln}$ | $b(x)=[1,1] \cdot \mathbf{n}$ |

Table 5.10: Description of "sine-linear" case.


Figure 5.6: Total solution for the "sine-linear" test case.

| $p$ | qbx | solution | $h_{f e}, h_{i e}$ | $\\|$ error $\\|_{L^{\infty}(\Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | interior | 0.080, 0.224 | $1.21 \times 10^{-2}$ | - | $2.82 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $3.67 \times 10^{-3}$ | 1.6 | $6.34 \times 10^{-4}$ | 2.0 |
|  |  |  | 0.020, 0.053 | $1.02 \times 10^{-3}$ | 1.8 | $1.68 \times 10^{-4}$ | 1.9 |
|  |  |  | 0.010, 0.026 | $3.02 \times 10^{-4}$ | 1.7 | $4.78 \times 10^{-5}$ | 1.8 |
| 1 | 2 | exterior | 0.080, 0.224 | $1.79 \times 10^{-2}$ | - | $1.06 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.108 | $4.66 \times 10^{-3}$ | 1.8 | $2.55 \times 10^{-3}$ | 2.0 |
|  |  |  | 0.020, 0.053 | $1.06 \times 10^{-3}$ | 2.1 | $6.21 \times 10^{-4}$ | 2.0 |
|  |  |  | 0.010, 0.026 | $3.14 \times 10^{-4}$ | 1.7 | $1.70 \times 10^{-4}$ | 1.8 |
| 2 | 3 | interior | 0.080, 0.224 | $1.38 \times 10^{-3}$ | - | $2.83 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.108 | $1.33 \times 10^{-4}$ | 3.2 | $2.38 \times 10^{-5}$ | 3.4 |
|  |  |  | 0.020, 0.053 | $1.47 \times 10^{-5}$ | 3.1 | $2.38 \times 10^{-6}$ | 3.2 |
|  |  |  | 0.010, 0.026 | $2.24 \times 10^{-6}$ | 2.7 | $3.56 \times 10^{-7}$ | 2.7 |
| 2 | 3 | exterior | 0.080, 0.224 | $4.64 \times 10^{-4}$ | - | $2.66 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.108 | $8.65 \times 10^{-5}$ | 2.3 | $3.36 \times 10^{-5}$ | 2.8 |
|  |  |  | 0.020, 0.053 | $8.81 \times 10^{-6}$ | 3.2 | $3.71 \times 10^{-6}$ | 3.1 |
|  |  |  | 0.010, 0.026 | $1.42 \times 10^{-6}$ | 2.6 | $5.91 \times 10^{-7}$ | 2.6 |
| 3 | 4 | interior | 0.080, 0.224 | $1.62 \times 10^{-4}$ | - | $3.10 \times 10^{-5}$ | - |
|  |  |  | 0.040, 0.108 | $8.60 \times 10^{-6}$ | 4.0 | $1.01 \times 10^{-6}$ | 4.7 |
|  |  |  | 0.020, 0.053 | $4.47 \times 10^{-7}$ | 4.2 | $9.49 \times 10^{-8}$ | 3.3 |
|  |  |  | 0.010, 0.026 | $2.90 \times 10^{-8}$ | 3.9 | $3.40 \times 10^{-9}$ | 4.7 |
| 3 | 4 | exterior | 0.080, 0.224 | $3.76 \times 10^{-5}$ | - | $9.80 \times 10^{-6}$ | - |
|  |  |  | 0.040, 0.108 | $4.27 \times 10^{-6}$ | 3.0 | $1.25 \times 10^{-6}$ | 2.8 |
|  |  |  | 0.020, 0.053 | $4.21 \times 10^{-7}$ | 3.3 | $1.24 \times 10^{-7}$ | 3.3 |
|  |  |  | 0.010, 0.026 | $2.51 \times 10^{-8}$ | 4.0 | $4.35 \times 10^{-9}$ | 4.8 |


interior

exterior

Table 5.11: Error convergence for sine-linear test problem with $\Omega^{i}=$ circle of radius 0.5 .

| $p$ | $q \mathrm{bx}$ | solution | $h_{f e}, h_{i e}$ | $\\|$ error $\\|_{L^{\infty}(\Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | interior | 0.080, 0.327 | $7.43 \times 10^{-2}$ | - | $1.66 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.170 | $5.54 \times 10^{-3}$ | 3.7 | $1.27 \times 10^{-3}$ | 3.7 |
|  |  |  | 0.020, 0.085 | $1.37 \times 10^{-3}$ | 2.0 | $3.17 \times 10^{-4}$ | 2.0 |
|  |  |  | 0.010, 0.043 | $3.63 \times 10^{-4}$ | 1.9 | $7.87 \times 10^{-5}$ | 2.0 |
| 1 | 2 | exterior | 0.080, 0.327 | $7.32 \times 10^{-2}$ | - | $2.63 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.170 | $5.63 \times 10^{-3}$ | 3.7 | $3.08 \times 10^{-3}$ | 3.1 |
|  |  |  | 0.020, 0.085 | $1.45 \times 10^{-3}$ | 2.0 | $7.28 \times 10^{-4}$ | 2.1 |
|  |  |  | 0.010, 0.043 | $3.48 \times 10^{-4}$ | 2.0 | $1.93 \times 10^{-4}$ | 1.9 |
| 2 | 3 | interior | 0.080, 0.327 | $2.11 \times 10^{-3}$ | - | $3.91 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.170 | $3.41 \times 10^{-4}$ | 2.6 | $2.64 \times 10^{-5}$ | 3.9 |
|  |  |  | 0.020, 0.085 | $1.76 \times 10^{-5}$ | 4.3 | $2.69 \times 10^{-6}$ | 3.3 |
|  |  |  | 0.010, 0.043 | $2.90 \times 10^{-6}$ | 2.6 | $6.97 \times 10^{-7}$ | 1.9 |
| 2 | 3 | exterior | 0.080, 0.327 | $3.01 \times 10^{-3}$ | - | $4.55 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.170 | $1.29 \times 10^{-4}$ | 4.5 | $3.26 \times 10^{-5}$ | 3.8 |
|  |  |  | 0.020, 0.085 | $1.12 \times 10^{-5}$ | 3.5 | $3.98 \times 10^{-6}$ | 3.0 |
|  |  |  | 0.010, 0.043 | $2.87 \times 10^{-6}$ | 2.0 | $8.99 \times 10^{-7}$ | 2.1 |
| 3 | 4 | interior | 0.080, 0.327 | $2.92 \times 10^{-3}$ | - | $2.74 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.170 | $4.78 \times 10^{-4}$ | 2.6 | $1.21 \times 10^{-5}$ | 4.5 |
|  |  |  | 0.020, 0.085 | $1.78 \times 10^{-5}$ | 4.7 | $3.33 \times 10^{-7}$ | 5.2 |
|  |  |  | 0.010, 0.043 | $1.25 \times 10^{-6}$ | 3.8 | $1.04 \times 10^{-8}$ | 5.0 |
| 3 | 4 | exterior | 0.080, 0.327 | $3.79 \times 10^{-3}$ | - | $3.44 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.170 | $1.88 \times 10^{-4}$ | 4.3 | $9.34 \times 10^{-6}$ | 5.2 |
|  |  |  | 0.020, 0.085 | $1.30 \times 10^{-5}$ | 3.9 | $2.43 \times 10^{-7}$ | 5.3 |
|  |  |  | 0.010, 0.043 | $5.24 \times 10^{-7}$ | 4.6 | $7.44 \times 10^{-9}$ | 5.0 |


interior

exterior

Table 5.12: Error convergence for sine-linear test problem with $\Omega^{i}=$ starfish curve (4.51).

| $p$ | qbx | condition | $h_{f e}, h_{i e}$ | $\\|\mathrm{error}\\|_{L^{\infty}(\partial \Omega)}$ | order | $\\|$ error $\\|_{L^{2}(\partial \Omega)}$ | order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | value | 0.080, 0.224 | $7.78 \times 10^{-3}$ | - | $7.17 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $1.59 \times 10^{-3}$ | 2.2 | $1.09 \times 10^{-3}$ | 2.6 |
|  |  |  | 0.020, 0.053 | $2.85 \times 10^{-4}$ | 2.4 | $1.71 \times 10^{-4}$ | 2.6 |
|  |  |  | 0.010, 0.026 | $4.93 \times 10^{-5}$ | 2.5 | $3.13 \times 10^{-5}$ | 2.4 |
|  |  | derivative | 0.080, 0.224 | $2.79 \times 10^{-1}$ | - | $2.25 \times 10^{-1}$ | - |
|  |  |  | 0.040, 0.108 | $1.36 \times 10^{-1}$ | 1.0 | $8.21 \times 10^{-2}$ | 1.4 |
|  |  |  | 0.020, 0.053 | $6.66 \times 10^{-2}$ | 1.0 | $3.63 \times 10^{-2}$ | 1.1 |
|  |  |  | 0.010, 0.026 | $2.37 \times 10^{-2}$ | 1.5 | $1.54 \times 10^{-2}$ | 1.2 |
| 2 | 3 | value | 0.080, 0.224 | $1.21 \times 10^{-3}$ | - | $1.32 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $1.06 \times 10^{-4}$ | 3.3 | $9.15 \times 10^{-5}$ | 3.7 |
|  |  |  | 0.020, 0.053 | $8.29 \times 10^{-6}$ | 3.6 | $6.34 \times 10^{-6}$ | 3.8 |
|  |  |  | 0.010, 0.026 | $6.61 \times 10^{-7}$ | 3.6 | $4.80 \times 10^{-7}$ | 3.7 |
|  |  | derivative | 0.080, 0.224 | $5.33 \times 10^{-2}$ | - | $4.98 \times 10^{-2}$ | - |
|  |  |  | 0.040, 0.108 | $7.73 \times 10^{-3}$ | 2.6 | $6.70 \times 10^{-3}$ | 2.8 |
|  |  |  | 0.020, 0.053 | $1.54 \times 10^{-3}$ | 2.3 | $1.03 \times 10^{-3}$ | 2.6 |
|  |  |  | 0.010, 0.026 | $2.97 \times 10^{-4}$ | 2.3 | $1.68 \times 10^{-4}$ | 2.6 |
| 3 | 4 | value | 0.080, 0.224 | $1.46 \times 10^{-4}$ | - | $1.44 \times 10^{-4}$ | - |
|  |  |  | 0.040, 0.108 | $4.75 \times 10^{-6}$ | 4.7 | $4.37 \times 10^{-6}$ | 4.8 |
|  |  |  | 0.020, 0.053 | $1.67 \times 10^{-7}$ | 4.7 | $1.36 \times 10^{-7}$ | 4.9 |
|  |  |  | 0.010, 0.026 | $7.11 \times 10^{-9}$ | 4.5 | $4.25 \times 10^{-9}$ | 4.9 |
|  |  | derivative | 0.080, 0.224 | $6.23 \times 10^{-3}$ | - | $6.33 \times 10^{-3}$ | - |
|  |  |  | 0.040, 0.108 | $5.68 \times 10^{-4}$ | 3.3 | $4.08 \times 10^{-4}$ | 3.8 |
|  |  |  | 0.020, 0.053 | $3.06 \times 10^{-5}$ | 4.1 | $2.24 \times 10^{-5}$ | 4.1 |
|  |  |  | 0.010, 0.026 | $3.48 \times 10^{-6}$ | 3.1 | $1.68 \times 10^{-6}$ | 3.7 |



Table 5.13: Interface condition error for sine-linear test problem with $\Omega^{i}=$ circle of radius 0.5 .


Table 5.14: Interface condition error for sine-linear test problem with $\Omega^{i}=$ starfish curve (4.51).


Figure 5.7: Comparison of solution techniques for the sine-linear test problem with $\Omega^{i}=$ circle of radius 0.5 .

(a) Iterations of preconditioned GMRES(20) for the total coupled system.

Figure 5.8: Comparison of solution techniques for the quadratic-log test problem with $\Omega^{i}=$ circle of radius 0.5 .


Figure 5.9: Effects of $\kappa=c$ or $\kappa \neq c$ on outer iterations for split solve.

## Chapter 6

## FE-IE for Stokes flow

Stokes flow describes the flow regime where viscous forces greatly outweigh inertial forces - i.e., when the Reynolds number $\ll 1$. In this case, the full steady-state incompressible Navier-Stokes equations

$$
\begin{align*}
\rho \mathbf{u} \cdot \nabla \mathbf{u} & =\mu \nabla \cdot \nabla \mathbf{u}-\nabla p+\mathbf{f}  \tag{6.1}\\
\nabla \cdot \mathbf{u} & =0 \tag{6.2}
\end{align*}
$$

for velocity $\mathbf{u}$, pressure $p$, viscosity $\mu$, density $\rho$, and body force $\mathbf{f}$, reduce to the Stokes equations

$$
\begin{align*}
\mu \nabla \cdot \nabla \mathbf{u}-\nabla p+\mathbf{f} & =0  \tag{6.3}\\
\nabla \cdot \mathbf{u} & =0 \tag{6.4}
\end{align*}
$$

Stokes flow is applicable in highly viscous fluids, at very low velocities, or in flows with very small characteristic length scales. Without inertia, the effects of applying a force are felt instantaneously throughout the domain, a key feature of elliptic equations but perhaps not always intuitive when considering fluid flow.

The Stokes equations are linear, which makes them suitable for Green's function solutions. Indeed, there are hydrodynamic analogues to the Laplace single- and double-layer potentials. Excellent overviews of hydrodynamic layer potentials and their use in representing general Stokes flows are given in [64] and [65]. We will briefly summarize some key definitions and features of these layer potentials in the next section.

### 6.1 Layer Potentials for Stokes flow

The single-layer potential for Stokes flow is defined

$$
\begin{equation*}
\mathcal{V}_{\gamma}=\int_{\partial \Omega} G_{i j}\left(\mathbf{x}, \mathbf{x}_{0}\right) \gamma_{j}\left(\mathbf{x}_{0}\right) d \mathbf{x}_{0} \tag{6.5}
\end{equation*}
$$

The Green's function is the "Stokeslet," and when applied to a directional vector, it represents the flow due to a point force in that direction. It is a dyadic Green's function - a tensor of rank two - which links the components of the vector density so that the Stokeslet can automatically satisfy the incompressibility condition. A velocity given by a single layer paired with its associated pressure field, given by

$$
\begin{equation*}
p_{\mathcal{V}}=\int_{\partial \Omega} \phi_{i}\left(\mathbf{x}, \mathbf{x}_{0}\right) \gamma_{i}\left(\mathbf{x}_{0}\right) d \mathbf{x}_{0} \tag{6.6}
\end{equation*}
$$

satisfies the homogeneous incompressible Stokes equations. The Stokeslet and its pressure kernel $\boldsymbol{\Phi}$ are shown in the first two rows of Table 6.1 for two and three dimensions (here $\hat{\mathbf{x}}$ represents the vector $\mathbf{x}-\mathbf{x}_{0}$ ). Like the Laplace single layer $\mathcal{S}, \mathcal{V}$ is continuous at the boundary $\partial \Omega$. As implied by the fact that its kernel is the gradient of the Laplace Green's function, the Stokeslet pressure has a jump at the boundary.

| kernel | $d=2$ | $d=3$ |
| :---: | :---: | :---: |
| Stokeslet, $G_{i j}$ | $-\frac{1}{4 \pi \mu}\left(-\delta_{i j} \log r+\frac{\hat{x}_{i} \hat{x}_{j}}{r^{2}}\right)$ | $-\frac{1}{8 \pi \mu}\left(\delta_{i j} \frac{1}{r}+\frac{\hat{x}_{i} \hat{x}_{j}}{r^{3}}\right)$ |
| pressure, $\phi_{i}$ | $-\frac{1}{2 \pi} \frac{\hat{x}_{i}}{r^{2}}=\frac{\partial}{\partial x_{i}}\left(-\frac{1}{2 \pi} \log r\right)$ | $-\frac{1}{4 \pi} \frac{\hat{x}_{i}}{r^{3}}=\frac{\partial}{\partial x_{i}}\left(\frac{1}{4 \pi} \frac{1}{r}\right)$ |
| stresslet, $T_{i j k}$ | $\frac{1}{\pi} \frac{\hat{x}_{i} \hat{x}_{j} \hat{x}_{k}}{r^{4}}$ | $\frac{\hat{x}_{i} \hat{x}_{j} \hat{x}_{k}}{r^{5}}$ |
| pressure, $\Pi_{i j}$ | $\frac{\mu}{\pi}\left(-\frac{\delta_{i j}}{r^{2}}+2 \frac{\hat{x}_{i} \hat{x}_{j}}{r^{4}}\right)$ |  |
| $=2 \mu \frac{\partial}{\partial x_{j}} \frac{\partial}{\partial x_{i}}\left(-\frac{1}{2 \pi} \log r\right)$ | $\frac{\mu}{2 \pi}\left(-\frac{\delta_{i j}}{r^{3}}+3 \frac{\hat{x}_{i} \hat{x}_{j}}{r^{5}}\right)$ |  |
|  | $=2 \mu \frac{\partial}{\partial x_{j}} \frac{\partial}{\partial x_{i}}\left(\frac{1}{4 \pi} \frac{1}{r}\right)$ |  |

Table 6.1: Kernels for Stokes layer potentials.

The double-layer potential for Stokes flow is not directly built from the normal derivative of the single layer, like $\mathcal{D}$. Rather, its kernel is the "stresslet," so named because it represents the viscous stress tensor related to the Stokeslet. That is, with the viscous stress tensor defined as

$$
\begin{equation*}
\sigma_{i k}=-p \delta_{i k}+\mu\left(\frac{\partial u_{i}}{\partial x_{k}}+\frac{\partial u_{k}}{\partial x_{i}}\right) \tag{6.7}
\end{equation*}
$$

the stresslet $\mathbf{T}$ is

$$
\begin{equation*}
T_{i j k}=-\phi_{j} \delta_{i k}+\mu\left(\frac{\partial G_{i j}}{\partial x_{k}}+\frac{\partial G_{k j}}{\partial x_{i}}\right) \tag{6.8}
\end{equation*}
$$

The double layer is then

$$
\begin{equation*}
\mathcal{W}=\int_{\partial \Omega} T_{i j k}\left(\mathbf{x}, \mathbf{x}_{0}\right) n_{k}\left(\mathbf{x}_{0}\right) \gamma_{j}\left(\mathbf{x}_{0}\right) d \mathbf{x}_{0} \tag{6.9}
\end{equation*}
$$

with $\mathbf{n}$ as the outward unit normal vector. The pressure of the double layer is

$$
\begin{equation*}
p_{\mathcal{W}}=\int_{\partial \Omega} \Pi_{i k}\left(\mathbf{x}, \mathbf{x}_{0}\right) n_{k}\left(\mathbf{x}_{0}\right) \gamma_{i}\left(\mathbf{x}_{0}\right) d \mathbf{x}_{0} \tag{6.10}
\end{equation*}
$$

Like $\mathcal{D}, \mathcal{W}$ has a jump equal to the density $\gamma$ at the boundary $\partial \Omega$. With the sign convention in Table 6.1, we have

$$
\begin{align*}
& \mathcal{W}_{-} \gamma=-\frac{1}{2} \gamma+(\mathcal{W}) \gamma \\
& \mathcal{W}_{+} \gamma=\frac{1}{2} \gamma+(\mathcal{W}) \gamma \tag{6.11}
\end{align*}
$$

Thus the double layer potential would, as with the Laplace equation, result in second-kind integral equations for the Dirichlet problem. As suggested by the relationship between the stresslet and the Stokeslet, the single layer potential has a jump in the normal stress, and gives second-kind equations for Neumann problems related to the traction $\boldsymbol{\sigma} \cdot \mathbf{n}$.

### 6.2 FE-IE for Stokes flow around objects

In this section, we demonstrate how the exterior FE-IE splitting can be extended to solve Stokes flow around rigid bodies, as shown in Figure 6.1.


Figure 6.1: Exterior problem of Stokes flow inside $\hat{\Omega}$ and outside submerged rigid body $\Omega$.

As a sample problem, we consider the case where we wish to enforce Dirichlet boundary conditions on the fluid velocity at the body's surface, and either Dirichlet or Neumann (based on the traction, $\boldsymbol{\sigma} \cdot \hat{n}$ ) conditions on the faces of the domain $\hat{\Omega}$ :

$$
\begin{array}{rlrl}
\mu \nabla \cdot \nabla \mathbf{u}-\nabla p+\mathbf{f} & =0 & & x \in \hat{\Omega} \backslash \Omega \\
\nabla \cdot \mathbf{u} & =0 & & \\
\mathbf{u} & =\mathbf{v} & & x \in \partial \Omega \\
\mathbf{u} & =\hat{\mathbf{v}}_{D} & x \in \partial \hat{\Omega}_{D} \\
\boldsymbol{\sigma} \cdot \mathbf{n} & =\hat{\mathbf{t}}_{N} & x \in \partial \hat{\Omega}_{N} \quad\left(\text { where } \partial \hat{\Omega}_{N} \cup \partial \hat{\Omega}_{D}=\partial \hat{\Omega}\right) . \tag{6.12}
\end{array}
$$

## FE-IE splitting

Following the idea of Section 4.3, we split the problem into an interior problem in $\hat{\Omega}$ for the FE solver and a purely exterior problem in $\mathbb{R}^{d}$ for the IE solver. Again, the FE solver handles any forces $\mathbf{f}$. Thus (6.12) becomes

$$
\begin{align*}
{[\mathrm{FE}] } & \mu \nabla \cdot \nabla \mathbf{u}_{1}-\nabla p_{1}+\mathbf{f} & =0 & \\
\nabla \cdot \mathbf{u}_{1} & =0 & & \\
\mathbf{u}_{1} & =\hat{\mathbf{v}}_{D}-\hat{\mathbf{r}}_{2} & & x \in \partial \hat{\Omega}_{D} \\
\boldsymbol{\sigma}_{1} \cdot \mathbf{n} & =\hat{\mathbf{t}}_{N}-\hat{\mathbf{t}}_{2} & & x \in \partial \hat{\Omega}_{N}  \tag{6.13}\\
{[\mathrm{IE}] \quad \mu \nabla \cdot \nabla \mathbf{u}_{2}-\nabla p_{2} } & =0 & & x \in \mathbb{R}^{2} \backslash S \\
\nabla \cdot \mathbf{u}_{2} & =0 & & \\
\mathbf{u}_{2} & =\mathbf{v}-\mathbf{r}_{1} & & x \in \partial \Omega, \tag{6.14}
\end{align*}
$$

where $\hat{\mathbf{r}}_{2}$ is the restriction of $\mathbf{u}_{2}$ to $\partial \hat{\Omega}_{D}, \hat{\mathbf{t}}_{2}$ is the restriction of the traction $\boldsymbol{\sigma}_{2} \cdot \mathbf{n}$ to $\partial \hat{\Omega}_{N}$, and $\mathbf{r}_{1}$ is velocity $\mathbf{u}_{1}$ on the rigid body surface $\partial \Omega$.

## Layer potential representation

As mentioned previously, the double layer $\mathcal{W}$ has a jump across the boundary and will result in a secondkind integral equation for the Dirichlet boundary problem. However, in (6.14), we want to solve an exterior equation. The double layer on its own is not enough to represent any exterior Stokes flow; its nullspace is of dimension $3(d-1)$ where $d$ is the spatial dimension and $d=2$ or 3 . This nullspace is spanned by the
rigid body modes of motion - $d$ translation modes and $3(d-1)-d$ rotation modes [64]. There are several previously proposed approaches to modifying the kernel by adding extra terms in order to represent these modes. Similar to Section 4.3, we take the combined-single-and-double-layer approach and choose

$$
\begin{equation*}
\mathbf{u}_{2}=\mathcal{W}_{\gamma}+\mathcal{V}_{\gamma} \tag{6.15}
\end{equation*}
$$

which for (6.14) results in the integral equation

$$
\begin{equation*}
\left\{\frac{1}{2} I+(\mathcal{W})+(\mathcal{V})\right\} \gamma=\mathbf{v}-\mathbf{r}_{1} \tag{6.16}
\end{equation*}
$$

In three dimensions, Hebeker [66] showed that this integral equation has a unique solution. In two dimensions, the logarithmic behavior of the single layer complicates the issue. Hsiao and Kress [67] use a representation with a double layer, a single layer with a constant density scaled match the logarithmic boundary condition at infinity, a single layer with the mean value of the density removed (which can represent rotational modes, but will not affect a non-zero logarithmic boundary condition at infinity), and the integral of the density (which adds translational modes). In our case, however, we do not need to explicitly match any logarithmic boundary conditions at infinity, as the solution beyond $\hat{\Omega}$ is immaterial. The careful combination of a single layer with no net force and a single layer with a specific net force - as we can think of the two single-layer terms in the Hsiao-Kress representation - is not necessary. Furthermore, after coupling with the FE solver we expect that adding the constant translational modes is not only no longer required, but detrimental, as seen in the exterior Laplace case: constant velocities are also in the range of the FE solver, and thus adding it to the IE operator would mean our FE-IE decomposition would not be unique. Therefore, we use the simple and general combination representation (6.15) for both two- and three-dimensional problems. The pressure field corresponding to $\mathbf{u}_{2}$ is then computed by

$$
\begin{equation*}
p_{2}=\int_{\partial \Omega} \phi_{i}\left(\mathbf{x}, \mathbf{x}_{0}\right) \gamma_{i}\left(\mathbf{x}_{0}\right)+\Pi_{i k}\left(\mathbf{x}, \mathbf{x}_{0}\right) n_{k}\left(\mathbf{x}_{0}\right) \gamma_{i}\left(\mathbf{x}_{0}\right) d \mathbf{x}_{0} . \tag{6.17}
\end{equation*}
$$

## Finite element formulation

We use a standard mixed finite element formulation for the Stokes equations, which results in a symmetric saddle point problem for $u_{1}$ and $p_{1}$.

First, we note that

$$
\begin{aligned}
\nabla \cdot\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right) & =\partial x_{j} \frac{\partial u_{i}}{\partial x_{j}}+\partial x_{j} \frac{\partial u_{j}}{\partial x_{i}} \\
& =\frac{\partial^{2} u_{i}}{\partial x_{j} \partial x_{j}}+\frac{\partial^{2} u_{j}}{\partial x_{j} \partial x_{i}} \\
& =\nabla \cdot \nabla \mathbf{u}+\nabla(\nabla \cdot \mathbf{u})
\end{aligned}
$$

Since we want $\mathbf{u}$ to be incompressible and will be solving $\nabla \cdot \mathbf{u}=0$, we arrive at

$$
\begin{equation*}
\nabla \cdot\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)=\nabla \cdot \nabla \mathbf{u} \tag{6.18}
\end{equation*}
$$

Returning to (6.13), we use the substitution (6.18) and multiply the equations by -1 to find

$$
\begin{align*}
-\mu \nabla \cdot\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right)+\nabla p_{1}-\mathbf{f} & =0 \\
-\nabla \cdot \mathbf{u}_{1} & =0 \tag{6.19}
\end{align*}
$$

These seemingly cosmetic changes to the incompressible Stokes equations are done so that the resulting bilinear form is symmetric and the natural boundary conditions are related to the traction on $\partial \hat{\Omega}_{N}$, as we shall see.

We introduce the test function pair $(\mathbf{w}, q) \in \mathbf{H}^{1}(\hat{\Omega}) \times L^{2}(\hat{\Omega})$ :

$$
\begin{equation*}
\int_{\hat{\Omega}}-\mu\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right) \cdot \mathbf{w} d V+\int_{\hat{\Omega}} \nabla p_{1} \cdot \mathbf{w} d V-\int_{\hat{\Omega}}\left(\nabla \cdot \mathbf{u}_{1}\right) q d V=\int_{\hat{\Omega}} \mathbf{f} \cdot \mathbf{w} d V \tag{6.20}
\end{equation*}
$$

Integrating by parts yields

$$
\begin{align*}
\int_{\partial \hat{\Omega}}-\mu \mathbf{w} \cdot\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right) \cdot \hat{n} d S+\int_{\hat{\Omega}} \mu\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right): \nabla \mathbf{w} d V & +\int_{\partial \hat{\Omega}} \mathbf{w} \cdot\left(p_{1} \mathbf{I} \cdot \hat{n}\right) d S-\int_{\hat{\Omega}} p_{1}(\nabla \cdot \mathbf{w}) d V \\
& -\int_{\hat{\Omega}}\left(\nabla \cdot \mathbf{u}_{1}\right) q d V=\int_{\hat{\Omega}} \mathbf{f} \cdot \mathbf{w} d V \tag{6.21}
\end{align*}
$$

Or, grouping the surface terms, we have

$$
\begin{align*}
\int_{\partial \hat{\Omega}} \mathbf{w} \cdot\left(p_{1} \mathbf{I}-\mu\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right)\right) \cdot \hat{n} d S+\int_{\hat{\Omega}} \mu\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right): \nabla \mathbf{w} d V & -\int_{\hat{\Omega}} p_{1}(\nabla \cdot \mathbf{w}) d V \\
& -\int_{\hat{\Omega}}\left(\nabla \cdot \mathbf{u}_{1}\right) q d V=\int_{\hat{\Omega}} \mathbf{f} \cdot \mathbf{w} d V \tag{6.22}
\end{align*}
$$

Finally, we notice that $p_{1} \mathbf{I}-\mu\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right)=-\boldsymbol{\sigma} \cdot \hat{n}$ and $\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right): \nabla \mathbf{w}=\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right)$ : $\frac{1}{2}\left(\nabla \mathbf{w}+\nabla \mathbf{w}^{T}\right)$, and arrive at the final weak form before enforcing boundary conditions:

Find $\left(\mathbf{u}_{1}, p_{1}\right) \in \mathbf{H}^{1}(\hat{\Omega}) \times L^{2}(\hat{\Omega})$ such that

$$
\begin{align*}
\int_{\hat{\Omega}} \frac{\mu}{2}\left(\nabla \mathbf{u}_{1}+\nabla \mathbf{u}_{1}^{T}\right):\left(\nabla \mathbf{w}+\nabla \mathbf{w}^{T}\right) d V & -\int_{\hat{\Omega}} p_{1}(\nabla \cdot \mathbf{w}) d V-\int_{\hat{\Omega}}\left(\nabla \cdot \mathbf{u}_{1}\right) q d V \\
& =\int_{\partial \hat{\Omega}} \mathbf{w} \cdot\left(\boldsymbol{\sigma}_{1} \cdot \hat{n}\right) d S+\int_{\hat{\Omega}} \mathbf{f} \cdot \mathbf{w} d V \tag{6.23}
\end{align*}
$$

$\forall(\mathbf{w}, q) \in \mathbf{H}^{1}(\hat{\Omega}) \times L^{2}(\hat{\Omega})$.
We define the operators $\mathcal{F}(\mathbf{w}), \mathcal{B}(q)$, and $\mathcal{B}^{T}(\mathbf{w})$ such that

$$
\begin{gather*}
\mathcal{F}(\mathbf{w}) \mathbf{u}=\int_{\hat{\Omega}} \frac{\mu}{2}\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right):\left(\nabla \mathbf{w}+\nabla \mathbf{w}^{T}\right) d V  \tag{6.24}\\
\mathcal{B}(q) \mathbf{u}=-\int_{\hat{\Omega}} q(\nabla \cdot \mathbf{u}) d V \tag{6.25}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathcal{B}^{T}(\mathbf{w}) p=-\int_{\hat{\Omega}} p(\nabla \cdot \mathbf{w}) d V \tag{6.26}
\end{equation*}
$$

Also, similar to the definition in Section 4.3, consider

$$
\begin{equation*}
\mathcal{M}(\mathbf{w}) \mathbf{f}=\int_{\hat{\Omega}} \mathbf{f} \cdot \mathbf{w} d V \tag{6.27}
\end{equation*}
$$

Before enforcing boundary conditions on the system, the result is

$$
\left[\begin{array}{c|c}
\mathcal{F}(\mathbf{w}) & \mathcal{B}^{T}(\mathbf{w})  \tag{6.28}\\
\hline \mathcal{B}(q) & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{u}_{1} \\
\hline p_{1}
\end{array}\right]=\left[\begin{array}{c}
\mathcal{M}(\mathbf{w}) \mathbf{f} \\
0
\end{array}\right]
$$

which is symmetric (but indefinite) for a Galerkin formulation using the same space for trial and test basis functions.

To enforce any Neumann boundary conditions, we add the surface integral term over the Neumann portion of the boundary:

$$
\begin{equation*}
\mathcal{M}(\mathbf{w} ; \hat{\mathbf{t}}) \mathbf{f}=\int_{\hat{\Omega}} \mathbf{f} \cdot \mathbf{w} d V+\int_{\partial \hat{\Omega}_{N}} \hat{\mathbf{t}} \cdot \mathbf{w} d S \tag{6.29}
\end{equation*}
$$

We will require that the test functions $\mathbf{w} \in \mathbf{H}^{1}(\hat{\Omega})$ be equal to zero on the Dirichlet boundary $\partial \hat{\Omega}_{D}$, removing the rest of the surface integral from (6.23). This, along with our non-standard way of applying essential boundary conditions, also means modifying the operators $\mathcal{F}$ and $\mathcal{M}$, similarly to Section 4.3. Again, we
denote the modified operators as $\hat{\mathcal{F}}(\mathbf{w})$ and $\hat{\mathcal{M}}\left(\mathbf{w} ; \hat{\mathbf{t}}_{N} ; \hat{\mathbf{v}}_{D}\right)$. Now we also need to modify $\mathcal{B}^{T}(\mathbf{w})$, simply by removing the contributions from the affected test functions on the Dirichlet boundary. We will call the new operator $\mathcal{B}_{\text {int }}^{T}(\mathbf{w})$. Armed with these definitions, we write the terms in the weak form (6.23) with boundary conditions for the FE portion of the splitting (6.13) as:

$$
\left[\begin{array}{c|c}
\hat{\mathcal{F}}(\mathbf{w}) & \mathcal{B}_{\text {int }}^{T}(\mathbf{w})  \tag{6.30}\\
\hline \mathcal{B}(q) & 0
\end{array}\right]\left[\begin{array}{l}
\mathbf{u}_{1} \\
p_{1}
\end{array}\right]=\left[\frac{\hat{\mathcal{M}}\left(\mathbf{w} ; \hat{\mathbf{t}}_{N}-\hat{\mathbf{t}}_{2} ; \hat{\mathbf{v}}_{D}\right) \mathbf{f}}{0}\right] .
$$

In the case of Dirichlet boundary conditions on the pressure $p_{1}, \mathcal{B}(q)$ is modified in a similar way to $\mathcal{B}_{\text {int }}^{T}(\mathbf{w})$, and the appropriate entries would be added in the currently-empty bottom-right quadrant of the operator on $\left[\mathbf{u}_{1} ; p_{1}\right]$.

We note that in addition to the coupling operators $\mathcal{R}$ and $\hat{\mathcal{R}}$, we require an operator to handle the fact that $\hat{\mathbf{t}}_{2}$ appears in (6.30) but depends on the vector density $\gamma$ and is also unknown. We denote this operator $\hat{\mathcal{Q}}(\mathbf{w})$ (due to its association with quadrature in its discrete form, as we shall see later) and define it as follows: the operator $\hat{\mathcal{Q}}(\mathbf{w})$ for a layer potential representation $\mathcal{A}$ (and its associated pressure kernel) takes $\gamma$ and returns the surface integral

$$
\begin{equation*}
\hat{\mathcal{Q}}(\mathbf{w})=\int_{\partial \hat{\Omega}_{N}}\left(\boldsymbol{\sigma}_{\mathcal{A}} \cdot \mathbf{n}\right) \cdot \mathbf{w} d S \tag{6.31}
\end{equation*}
$$

for any $\mathbf{w} \in \mathbf{H}^{1}(\hat{\Omega})$, where $\boldsymbol{\sigma}_{\mathcal{A}}$ is the viscous stress tensor for the Stokes flow $\mathcal{A} \gamma$. Now we can write the coupled FE-IE problem as:

Find $\left(\boldsymbol{\gamma}, \mathbf{u}_{1}, p_{1}\right)$ such that

$$
\left[\begin{array}{c|cc}
\frac{1}{2} I+(\mathcal{W})+(\mathcal{V}) & \mathcal{R} & 0  \tag{6.32}\\
\hline \hat{\mathcal{R}}^{D}+\hat{\mathcal{Q}}(\mathbf{w}) & \hat{\mathcal{F}}(\mathbf{w}) & \mathcal{B}_{\mathrm{int}}^{T}(\mathbf{w}) \\
0 & \mathcal{B}(q) & 0
\end{array}\right]\left[\begin{array}{c}
\gamma \\
\hline \mathbf{u}_{1} \\
p_{1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{v} \\
\hline \hat{\mathcal{M}}\left(\mathbf{w} ; \hat{\mathbf{t}}_{N} ; \hat{\mathbf{v}}_{D}\right) \mathbf{f} \\
0
\end{array}\right]
$$

$\forall(\mathbf{w}, q) \in \mathbf{H}^{1}(\hat{\Omega}) \times L^{2}(\hat{\Omega})$. Here $\hat{\mathcal{R}}^{D}$ indicates that the operator is only applied to the Dirichlet boundary $\partial \hat{\Omega}_{D}$.

## Practical numerical computation

In this section, we will discuss specifics of how to compute the discrete operators associated with the continuous problem (6.32).

First, we denote the matrices arising from the discretization of the single- and double-layer boundary operators as $(V)$ and $(W)$, respectively. $R$ and $\hat{R}^{D}$ are constructed in the same way as in Section 4.3,
except that the same process for building the matrices is repeated for each component of the velocity and $\hat{R}^{D}$ indicates that it only has non-zero rows for the nodes associated with the Dirichlet boundary. Again, we impose essential boundary conditions in a different manner than the standard FE approach. $F_{\text {int }}+\hat{I}^{D}$ represents the finite element matrix with Dirichlet-boundary-associated rows zeroed and added to the identity matrix for these nodes, while $\tilde{\mathbf{f}}_{\text {int }}$ is the discrete form of $\mathcal{M}(\mathbf{w}) \mathbf{f}$ with Dirichlet-associated entries removed.

For the Neumann boundary, we need a discretized version of the $\hat{\mathcal{Q}}$ operator. First, we choose a quadrature rule for each element to approximate integration on the Neumann element faces. Define $\hat{Q}_{k}$ as a sparse $N \times N_{q}$ matrix where $N$ is the total number of degrees of freedom in the FE problem and $N_{q}$ is the total number of quadrature points on the Neumann faces. Each non-zero row for $\hat{Q}_{k}$ corresponds to a degree of freedom on the Neumann boundary for the $k$ component of velocity, and

$$
\hat{Q}_{k_{i j}}=w_{i}\left(\mathbf{x}_{j}\right) \vartheta_{j}
$$

where $w_{i}\left(\mathbf{x}_{j}\right)$ is the $i$ th basis function evaluated at the $j$ th face quadrature point, $\vartheta_{j}$ is the appropriate quadrature weighting for $\mathbf{x}_{j}$, and we have restricted ourselves to $i \in \mathcal{N}_{k}$ where $\mathcal{N}_{k}$ is the set of all degrees of freedom associated with both the Neumann boundary and the $k$ th component of velocity. Then, with $\mathbf{e}_{k}$ as the $k$ th unit direction vector, we define

$$
\hat{t}_{k_{j}}^{q}=\hat{\mathbf{t}}_{N}\left(\mathbf{x}_{j}\right) \cdot \mathbf{e}_{k} \quad \forall \quad \mathbf{x}_{j} \text { in face quadrature rule, }
$$

which is the $k$ th component of the traction evaluated at the quadrature points. Thus, the known part of the Neumann boundary integral, which appears in the right hand side of (6.32) as part of $\hat{\mathcal{M}}\left(\mathbf{w} ; \hat{\mathbf{t}}_{N} ; \hat{\mathbf{v}}_{D}\right) \mathbf{f}$, can be approximated as $\sum_{k=1}^{d} \hat{Q}_{k} \hat{t}_{k}^{q}$. The final result corresponds to the usual way of approximating surface integrals for Neumann boundary conditions through quadrature, but we use the notation for consistency with the operator for the unknown part of the condition $\hat{\mathbf{t}}_{2}$.

For $\hat{\mathbf{t}}_{2}$, we also introduce the matrices $\hat{R}_{k}^{N}$, defined as follows: Let $\hat{R}_{k}^{N}$ be the $N_{q} \times m$ matrix whose rows represent the viscous stress of the discretized layer potential representation, contracted with the outward normal vector and evaluated at the face quadrature points for $\hat{Q}_{k}$. Or rather, we build this matrix by column, with $\delta_{j}$ as defined in Section 4.3 - a vector of length $m$ which is equal to one for the $j$ th element and zero everywhere else. Then the columns of $\hat{R}_{k}^{N}$ are $\left(\boldsymbol{\sigma}_{2}^{h} \cdot \mathbf{n}\right) \cdot \mathbf{e}_{k} \delta_{j}$, evaluated at the quadrature points. Then, the vector result of $\sum_{k=1}^{d} \hat{Q}_{k} \hat{R}_{k}^{N} \gamma^{h}$ approximates the surface integral of the traction $\hat{\mathbf{t}}_{2}$ multiplied by the basis function for each Neumann node of $\mathbf{U}_{1}$, and is zero for all other degrees of freedom.

In total, the discrete system is

$$
\left[\begin{array}{c|cc}
\frac{1}{2} I+(W)+(V) & R & 0  \tag{6.33}\\
\hline \hat{R}^{D}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{R}_{k}^{N} & F_{\mathrm{int}}+\hat{I}^{D} & B_{\mathrm{int}}^{T} \\
0 & B & 0
\end{array}\right]\left[\begin{array}{c}
\gamma^{h} \\
\hline \mathbf{U}_{1} \\
P_{1}
\end{array}\right]=\left[\begin{array}{c}
\mathbf{v} \\
\frac{\tilde{\mathbf{f}}_{\mathrm{int}}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{t}_{k}^{q}+\hat{I}^{D} \hat{\mathbf{v}}_{D}}{0}
\end{array}\right] .
$$

Here $\gamma^{h}$ is the discrete vector density and $\mathbf{U}_{1}$ and $P_{1}$ are the coefficients of the FE solution at the mesh points.

## Nested solution process

Unfortunately, as with the Poisson equation, our non-standard way of enforcing Dirichlet boundary conditions ruins the symmetry of the FE matrix. However, as before, we recover the symmetry of the velocityvelocity matrix by performing a nested iteration based on a split solve. That is,

1. Solve

$$
\begin{align*}
& \left\{\frac{1}{2} I+(W)+(V)-\left[\begin{array}{ll}
R & 0
\end{array}\right]\left[\begin{array}{cc}
F_{\mathrm{int}}+\hat{I}^{D} & B_{\mathrm{int}}^{T} \\
B & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
\hat{R}^{D}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{R}_{k}^{N} \\
0
\end{array}\right]\right\} \gamma^{h}= \\
& \mathbf{v}-\left[\begin{array}{ll}
R & 0
\end{array}\right]\left[\begin{array}{cc}
F_{\mathrm{int}}+\hat{I}^{D} & B_{\mathrm{int}}^{T} \\
B & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
\tilde{\mathbf{f}}_{\mathrm{int}}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{t}_{k}^{q}+\hat{I}^{D} \hat{\mathbf{v}}_{D} \\
0
\end{array}\right], \tag{6.34}
\end{align*}
$$

then
2. Solve

$$
\begin{align*}
{\left[\begin{array}{c}
\mathbf{U}_{1} \\
P_{1}
\end{array}\right]=} & {\left[\begin{array}{cc}
F_{\text {int }}+\hat{I}^{D} & B_{\text {int }}^{T} \\
B & 0
\end{array}\right]^{-1}\left[\begin{array}{c}
\tilde{\mathbf{f}}_{\text {int }}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{t}_{k}^{q}+\hat{I}^{D} \hat{\mathbf{v}}_{D} \\
0
\end{array}\right] } \\
& -\left[\begin{array}{cc}
F_{\text {int }}+\hat{I}^{D} & B_{\text {int }}^{T} \\
B & 0
\end{array}\right]{ }^{-1}\left[\begin{array}{c}
\hat{R}^{D}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{R}_{k}^{N} \\
0
\end{array}\right] \gamma^{h} . \tag{6.35}
\end{align*}
$$

The focus for splitting and symmetrizing is the inverse action

$$
\left[\begin{array}{cc}
F_{\mathrm{int}}+\hat{I}^{D} & B_{\mathrm{int}}^{T} \\
B & 0
\end{array}\right]^{-1}
$$

This is split as

1. Solve

$$
\begin{equation*}
\left\{B\left[F_{\mathrm{int}}+\hat{I}^{D}\right]^{-1} B_{\mathrm{int}}^{T}\right\} P_{1}=B\left[F_{\mathrm{int}}+\hat{I}^{D}\right]^{-1}\left(\tilde{\mathbf{f}}_{\mathrm{int}}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{t}_{k}^{q}+\hat{I}^{D} \hat{\mathbf{v}}_{D}\right) \tag{6.36}
\end{equation*}
$$

then
2. Solve

$$
\begin{equation*}
\mathbf{U}_{1}=\left[F_{\mathrm{int}}+\hat{I}^{D}\right]^{-1}\left(\tilde{\mathbf{f}}_{\mathrm{int}}+\sum_{k=1}^{d} \hat{Q}_{k} \hat{t}_{k}^{q}+\hat{I}^{D} \hat{\mathbf{v}}_{D}-B_{\mathrm{int}}^{T} P_{1}\right) . \tag{6.37}
\end{equation*}
$$

Finally, in order to recover a symmetric matrix for the inner solves involving $\left[F_{\text {int }}+\hat{I}^{D}\right]^{-1}$, we perform the same reordering as before, by placing all Dirichlet nodes at the end. This isolates the symmetric matrix $F_{\text {int-int }}:$

$$
\left[\begin{array}{c|c}
F_{\mathrm{int}}+\hat{I}^{D} & B_{\mathrm{int}}^{T} \\
\hline B & 0
\end{array}\right]\left[\begin{array}{c}
\mathbf{U}_{1} \\
\hline P_{1}
\end{array}\right]=\left[\right]\left[\begin{array}{c}
\mathbf{U}_{1_{\mathrm{int}}} \\
\mathbf{U}_{1_{D}} \\
\hline P_{1}
\end{array}\right],
$$

where $\mathbf{U}_{1_{D}}$ are the Dirichlet boundary nodes.

### 6.3 Numerical tests

## Two dimensions

We consider the numerical test of a linear shear flow over a plate and past a stationary cylinder, with no-slip boundary conditions enforced on the cylinder surface. This case has been studied both in theory [68] and experiment [69]. The numerical experiment parameters are described in Table 6.2 and the setup is shown in Figure 6.2. The viscosity was chosen based on the kinematic viscosity of $20 \mathrm{~cm} / \mathrm{s}^{2}$ reported in Taneda's experimental setup with glycerine as the working fluid and assuming an approximate density of $1.26 \mathrm{~g} / \mathrm{cm}^{3}$ [70]. Figure 6.3 shows the FE, IE, and total solutions for the case where the gap between the cylinder and the plate, $\epsilon$, is 0.6 . The mesh sizes for this case were $h_{f e}=0.1$ and $h_{i e}=0.052$. The standard $Q_{2}-Q_{1}$ finite element pair was used for the velocity and pressure basis function space, which is well-known to be stable for the Stokes problem. The IE solver used third order QBX for the results shown.

Figure 6.4 compares the numerical experiments to the experimental results. We see separation from the plate and the formation of vortices for $\epsilon=0.25$, as predicted by theory. Furthermore, Figure 6.5 compares the present numerical experiments to theory for an $\epsilon$ small enough that theory predicts a small separation


Figure 6.2: Cylinder-plate numerical experiment.

| viscosity, $\mu$ | $25.2 \mathrm{~g} / \mathrm{cm} \cdot \mathrm{s}$ |
| :---: | :---: |
| shear rate, $v$ | $0.22 \mathrm{~s}^{-1}$ |
| cylinder radius, $R$ | 0.5 cm |
| domain | $[-8,0] \times[8,5] \mathrm{cm}$ |
| Dirichlet faces | $y=0, y=5, x=-8$ |
| Neumann face | $x=8$ |

Table 6.2: Parameters for 2D numerical tests.
from the cylinder and larger vortices at the plate.
We also consider flow over a starfish cylinder, as given by (4.51). Figure 6.6 shows the FE, IE, and total solutions, and Figure 6.7 shows the formation of vortices in this case as well for $\epsilon=0.25$.

Unfortunately, as $\epsilon$ decreases, the outer problem in the nested solve - solving for $\gamma^{h}$ in (6.34) — becomes increasingly poorly conditioned, as shown in Figure 6.8. The analysis of the outer operator for the exterior problem in Section 4.3 illuminates why this occurs. As $\epsilon$ grows small, the difference between the solution to the interior homogeneous problem, represented by $\left[F_{\text {int }}+\hat{I}^{D}\right]^{-1}$, and the exterior solution $(W) \gamma^{h}+(V) \gamma^{h}$ will be very small on $\partial \Omega$. This is demonstrated in Figure 6.9, where we see the result of applying the coupled FE-IE operator on $\partial \Omega$ to the constant vector $[\mathbf{1} ; \mathbf{1}]$. The $x$-component of the result is plotted for both $\epsilon=0.6$ and $\epsilon=0.01$. The size of the marker indicates the magnitude of the value at that point. The result is that for small $\epsilon$, a large piece of the domain $\partial \Omega$ has its input nearly obliterated in the $x$ direction.

## Shear flow past a rotating cylinder

With the FE-IE method, we can easily change the essential boundary conditions on the cylinder. This is demonstrated by replacing $\mathbf{v}=0$ on the cylinder surface to rigid body rotation, $\mathbf{v}=\omega r$, with $r$ being the distance from the cylinder's axis of rotation. The near-field results for counterclockwise rotation with $\omega=1$ $\mathrm{rad} / \mathrm{s}$ are shown for both the circular and starfish cylinders with $\epsilon=0.6$ in Figure 6.10 . We see that by adding the counterclockwise rotation, separation from the plate has been induced for this value of $\epsilon$, whereas we saw no separation in the stationary case. We also see that the vortices form further away from the

(a) FE solution, $\mathrm{cm} / \mathrm{s}$.

(b) IE solution, $\mathrm{cm} / \mathrm{s}$.

(c) Total solution, $\mathrm{cm} / \mathrm{s}$.

Figure 6.3: Shear flow around a rigid circular cylinder.
cylinder along the plate.

(a) $\epsilon=0.6$

(b) $\epsilon=0.25$

Figure 6.4: Shear flow over a cylinder: experimental results by Taneda [69] and current numerical tests.


Figure 6.5: Separation from the cylinder does not occur until very small $\epsilon$.

(a) FE solution, $\mathrm{cm} / \mathrm{s}$.

(b) IE solution, $\mathrm{cm} / \mathrm{s}$.

(c) Total solution, $\mathrm{cm} / \mathrm{s}$.

Figure 6.6: Shear flow around a rigid starfish (4.51) cylinder.


Figure 6.7: Separation from the plate also occurs between $\epsilon=0.6$ and $\epsilon=0.25$ for the starfish cylinder.


Figure 6.8: Comparison of outer iterations required vs $\epsilon$ for the cylinder-plate problem.


Figure 6.9: $x$-component of the result from applying the outer operator for $\gamma$ to the constant vector $[\mathbf{1} ; \mathbf{1}]$. The size of the marker indicates the magnitude of the component.


Figure 6.10: Effects of counterclockwise rotation of $\omega=1 \mathrm{rad} / \mathrm{s}$ on the cylinder-plate shear flow problem with $\epsilon=0.6$.

## Three dimensions

In this section, we demonstrate the method in three dimensions. The test case considered is that of uniform flow past a sphere. In the case of free-space boundary conditions - i.e., that the flow matches the uniform condition as distance from the sphere approaches infinity - an exact solution is known, given in spherical coordinates from the center of the sphere as

$$
\begin{align*}
u_{r} & =U \cos \theta\left(1-\frac{3}{2} \frac{R}{r}+\frac{1}{2} \frac{R^{3}}{r^{3}}\right) \\
u_{\theta} & =-U \sin \theta\left(1-\frac{3}{4} \frac{R}{r}-\frac{1}{4} \frac{R^{3}}{r^{3}}\right) \\
u_{\phi} & =0  \tag{6.38}\\
p & =-\frac{3}{2} \mu U \cos \theta \frac{R}{r^{2}} \tag{6.39}
\end{align*}
$$

with $U$ as the uniform flow velocity, $R$ as the sphere radius, and $\theta$ as the angle measured from the axis along the direction of $U$. Additionally, the total drag force on the sphere in this flow is given by

$$
\begin{equation*}
F_{d}=\int_{\partial \Omega} \boldsymbol{\sigma} \cdot \mathbf{n} d x=6 \pi \mu R U \tag{6.40}
\end{equation*}
$$

in the direction of $U$, which is the famous Stokes law result.
To verify the three dimensional solver, we first test this exact solution. The test parameters are shown in Figure 6.11 and Table 6.3. For this verification test, Dirichlet boundary conditions were used on all faces, since the exact solution is known everywhere. Note: the boundary condition is less than $U$ on all faces, as the exact solution has not reached its asymptotic behavior yet at the edge of the computational domain. With no Neumann faces, we must apply at least one extra condition to the pressure in order to have a unique solution; Dirichlet boundary conditions were used for the pressure as well.


Figure 6.11: Sphere in uniform flow.

The error convergence for two meshes is shown in Table 6.4 for the three components of velocity, the pressure, and the drag force. The FE solver uses the standard $Q_{2}-Q_{1}$ finite element pair for the velocity and

| viscosity, $\mu$ | $25.2 \mathrm{~g} / \mathrm{cm} \cdot \mathrm{s}$ |
| :---: | :---: |
| uniform flow, $U$ | $0.5 \mathrm{~cm} / \mathrm{s}$ |
| sphere radius, $R$ | 0.5 cm |
| domain | $[-3,-1.5,-1.5] \times[3,1.5,1.5] \mathrm{cm}$ |
| Neumann face | $x=3$ or none |

Table 6.3: Parameters for 3D numerical tests.

| $h_{f e}, h_{i e}$ | $\left\\|\operatorname{error}_{u_{x}}\right\\|_{L^{\infty}}$ | $\left\\|\operatorname{error}_{u_{y}}\right\\|_{L^{\infty}}$ | $\left\\|\operatorname{error}_{u_{z}}\right\\|_{L^{\infty}}$ | $\left\\|\operatorname{error}_{p}\right\\|_{L^{\infty}}$ | $\operatorname{error}_{F_{d}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $0.5,0.212$ | $1.74 \times 10^{-3}$ | $1.02 \times 10^{-3}$ | $1.50 \times 10^{-3}$ | 0.595 | 0.142 |
| $0.25,0.108$ | $8.15 \times 10^{-4}$ | $2.52 \times 10^{-4}$ | $3.36 \times 10^{-4}$ | 0.711 | 0.208 |

Table 6.4: Errors for unbounded uniform flow around a sphere.
pressure, and the IE solver uses fourth order QBX. The exact drag force for this test case is approximately $118.75 \mathrm{~g} \cdot \mathrm{~cm} / \mathrm{s}^{2}\left(1.1875 \times 10^{-3} \mathrm{~N}\right)$. Interestingly, while we see convergence in the velocity errors, we do not see the same in the pressure and drag force. The magnitude of the pressure and drag force, however, are much higher than the velocity, so the discrepancy in the size of the relative errors is small. The total velocity field and a slice of the pressure through $z=0$ are shown in Figure 6.12.

Next we apply the uniform boundary condition on the Dirichlet faces of the computational box in Figure 6.11. The FE, IE, and total velocity fields are shown in Figure 6.13, and slices of the pressure fields are shown in Figure 6.14. The drag force in this case is increased to $282.2 \mathrm{~g} \cdot \mathrm{~cm} / \mathrm{s}^{2}\left(2.822 \times 10^{-3} \mathrm{~N}\right)$.

(a) Total velocity field, $\mathrm{cm} / \mathrm{s}$.

(b) Slice of total pressure field $\left(\mathrm{g} / \mathrm{cm} \cdot \mathrm{s}^{2},=0.1 \mathrm{~Pa}\right)$ at $z=0$.

Figure 6.12: Approximation of exact solution for unbounded uniform flow over a sphere.

(a) FE solution, $\mathrm{cm} / \mathrm{s}$.

(b) IE solution, $\mathrm{cm} / \mathrm{s}$.

(c) Total solution, $\mathrm{cm} / \mathrm{s}$.

Figure 6.13: Uniform flow around a sphere.

(a) Slice of FE pressure field $\left(\mathrm{g} / \mathrm{cm} \cdot \mathrm{s}^{2},=0.1 \mathrm{~Pa}\right)$ at $z=0$.

(b) Slice of IE pressure field $\left(\mathrm{g} / \mathrm{cm} \cdot \mathrm{s}^{2},=0.1 \mathrm{~Pa}\right)$ at $z=0$.

(c) Slice of total pressure field $\left(\mathrm{g} / \mathrm{cm} \cdot \mathrm{s}^{2},=0.1 \mathrm{~Pa}\right)$ at $z=0$.

Figure 6.14: Pressure associated with uniform flow solution in Figure 6.13.

## Chapter 7

## Conclusions and future work

### 7.1 $\quad$ FE-P ${ }^{3} \mathrm{M}$

The finite-element-based particle-particle-particle-mesh (FE-P $\left.{ }^{3} \mathrm{M}\right)$ method was introduced in Chapter 3 and shown to be effective at constructing electrostatic potentials for the $N$-body problem. For dynamic application, the conservation properties of the overall scheme are important, such as conservation of energy in molecular dynamics simulations. In the preceding, we did not consider momentum or energy conservation in detail. Indeed, for the formulation as presented, the operators do not satisfy the symmetry discussed by Hockney and Eastwood [5], so exact momentum conservation is not anticipated. Moreover, as the basis functions are not differentiable at the collocation points, straightforward analytical differentiation of the potentials is not always possible.

The nature of the mesh solve in the presented method lends itself to varied boundary conditions since the fundamental formulation of the algorithm does not change when the boundary conditions are changed. As with PME, periodic boundary conditions are the simplest to implement in our method, and require no extra effort beyond creating a finite element matrix that honors the periodic structure of the mesh. As presented in Section 3.1 and demonstrated in Section 3.3, even non-trivial Dirichlet (or Neumann) boundary conditions simply require calculations to allow for any short-range effects already present on the surface before applying the conditions to the finite element problem. Furthermore, there is no restriction to only considering boundary conditions that can be implemented with the method of images.

The method is also extensible without fundamental changes to the non-uniform meshes that are commonly used in finite element discretizations. The main difference for general meshes is in the cost of the method. In this case, the screens still solve (3.10). However, the discussed simplifications of the screen coefficient calculations depend on a regular, rectangular mesh and are not applicable to an unstructured mesh with general quadrilateral elements. Thus, the flexibility of a complex mesh is balanced with the benefits of localizing the mesh cells. In addition, the short-range potential becomes more difficult to generalize due to the myriad of shapes a screen can take based on the elements composing it. Computing accurate
values for the short-range potentials may require quadrature-based evaluations for each pair of interacting charges. However, the locality and structured character of these operations is expected to coincide with high-throughput accelerators.

Another variation of the method is to limit the screens to have support in only the element containing the charge, so that each screen includes only degrees of freedom interior to the element. In addition, screens could be defined through their actions, avoiding screen construction altogether, since only integration against the finite element basis functions is needed.

### 7.2 FE-IE coupling

High-order finite element-integral equation (FE-IE) coupling for embedded domain problems on non-conforming volume meshes was introduced in Chapter 4. The method was analyzed and demonstrated for the interior and exterior embedded domain problems. An immediate extension of this work is to formulate the method for combinations of Neumann and Dirichlet boundary conditions, both on the embedded domain and on $\partial \hat{\Omega}$.

It was also shown how to couple these two types of embedded domain problems to solve interface problems in Chapter 5. The interface method handles homogeneous and non-homogeneous jump conditions and requires no modification to the FE basis functions. It also achieves high-order convergence (even near the embedded interface) without requiring additional interface conditions. Future work includes further analysis of the $\kappa=-c$ case, a scenario not permitted by the method detailed above. In addition, it would be illustrative to rigorously define the influence of the $\partial \mathcal{R}$ operator in the system and other ways to compute the discrete operator $\partial R$. For example, the gradient could be projected into the space of the basis functions to ensure continuity.

Finally, the exterior method was extended to the incompressible Stokes equations in Chapter 6. Future work includes investigating time-dependent flows, where the rigid body is moving with time. It is expected that the method is extensible to the "embedded Neumann" case - that is, where the traction on the surface of the rigid body is prescribed instead of the velocity. Another possibility is to extend the interface method of Chapter 5 to the Stokes equations, with fluid, potentially of differing viscosity, on either side of an elastic membrane. From a performance standpoint, there are also many opportunities for parallelism in the code in order to perform larger numerical tests.
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