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ABSTRACT

Thermoelectric materials are useful for a wide range of applications like waste

heat removal, solid state cooling, and power generation in space missions etc.

A material’s thermoelectric figure of merit (zT ), which determines its perfor-

mance in the applications listed above, depends on its Seebeck coefficient (S),

electrical conductivity (σ) and thermal conductivity (κ) as zT = S2σT/κ.

Low dimensional materials like nanowires (1D) or atomically thin films (2D)

are promising as they exhibit lower thermal conductivities or higher power

factors (S2σ) compared to their bulk (3D) counterparts. The thermal and

electrical properties of these low dimensional materials could be further tuned

by modifying their microstructure to achieve higher zT s. To achieve such ma-

terial tuning in a controlled fashion, it is necessary to understand the physical

mechanisms that govern the relationships between a material’s microstruc-

ture and its thermoelectric properties. Reliable experimental techniques and

proper interpretation of the experimental results are essential to gain insights

into the physical mechanisms of interest.

This dissertation addresses the characterization of thermoelectric prop-

erties of one- and two-dimensional materials with the goal of studying the

governing physical mechanisms. An experimental study on the Seebeck coef-

ficient and electrical conductivity of atomically thin Molybdenum disulphide

(MoS2), a two dimensional semiconducting material, is presented. Seebeck

coefficient and electrical conductivity are electronic transport properties. In

MoS2 and other two dimensional materials, the electron transport is heavily

influenced by the localized states formed in their band gaps. Using the ex-

perimentally obtained temperature and gate voltage dependence of S and σ

and a theoretical model, a determination of the nature of the localized states

and the electron transport mechanism is made.

For the one dimensional materials, the focus is on the measurement of

their thermal conductivity. Most of the advances in the figure of merit were
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achieved in the recent past by reducing the thermal conductivity. In this

light, the understanding of phonon transport in the low dimensional materials

gains importance. A suspended bridge measurement platform is a very com-

monly used technique to measure thermal conductivity of one-dimensional

materials. This technique is very useful for studying the underlying fun-

damental transport physics as it allows measurement on an individual 1D

structure, as opposed to 3ω and TDTR methods which can only measure an

assembly of 1D materials. Combining this measurement technique with pre-

cise microstructure characterization using transmission electron microscopy

(TEM), the influence of the microstructure on thermal transport can be

deducted. In a study done previously on silicon nanowires, different but

similarly made 1D structures were used for microstructure characterization

and thermal measurement. This mismatch introduces an uncertainty in the

correlation between microstructure and the phonon transport. In this disser-

tation, a modification to the usual measurement platform is presented which

allows TEM imaging and thermal measurement on the same 1D structure.

Furthermore, refinements to the measurement principal that have been im-

plemented in our lab to enable measurement on much finer 1D structures are

discussed.
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CHAPTER 1

INTRODUCTION

The focus of this dissertation is on the study of thermoelectric properties

of one(1D)- and two-dimensional(2D) materials. More specifically, we study

the Seebeck coefficient (S) and electrical conductivity (σ) of atomic layers

of Molybdenum disulphide (MoS2), a 2D material. For 1D materials, the

focus is on the measurement technique to study phonon transport in ultra-

low thermal conductance (κ) samples. The motivation behind these studies

is two-fold. On one hand, we want to engineer and gauge these low dimen-

sional materials for their applicability in practical thermoelectric devices. On

the other hand, we want to advance the fundamental understanding of how

a material’s microstructure influences its thermal and electrical properties.

This, in turn could enable deterministic engineering of the materials to make

high performance thermoelectric devices. A brief background into the field

of thermoelectrics is presented in the following paragraphs to help motivate

the choice of materials in our study and to highlight the need to characterize

the low thermal conductance 1D structures.

1.1 A brief background on thermoelectrics

Thermoelectric materials are primarily used for two applications: power gen-

eration or refrigeration as shown in Fig.1.1. In both the applications, the

thermoelectric devices typically have a π leg junction geometry which boosts

their performance and allows easier integration with other electrical compo-

nents [2]. In the power generating configuration, a thermoelectric material

utilizes temperature gradient to generate electricity using the Seebeck effect.

Conversely, in the heat pump/refrigeration configuration, electric current is

passed through a thermoelectric material to achieve a temperature gradient

by the Peltier effect. Both the configurations currently find use in a variety
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Figure 1.1: Schemtic of the thermoelectric devices for power
generation(left) and for refrigeration(right).

of niche applications but their large scale deployment is hindered by their

performance.

For example, the thermoelectric power generators are critical in small scale

remote applications like deep space exploration. On a much larger scale, the

thermoelectric power generators could utilize the waste heat from applica-

tions like automobiles, industrial plants and data centers to generate power.

In 2016, out of 97 Quads of energy produced, nearly 66 Quads was rejected

to the environment [3]. Assuming the average temperature of the heat re-

jected to be 150 C, a third of the rejected heat (22 Quad) could be harvested

by a theoretical Carnot engine. However, the efficiency of the thermoelec-

tric power generators is far below that of the efficiency of a Carnot engine,

thereby hindering the applicability of the thermoelectric materials for power

generation. If the efficiency of a thermoelectric device is even half as that of

the Carnot efficiency, over 10 Quads of energy can be potentially harvested.

A crucial metric called the thermoelectric figure of merit zT = S2σT/κ de-

termines the efficiency of the thermoelectric power generators as follows [4]:

η =

(
1− TC

TH

)( √
1 + zT − 1√

1 + zT + TC/TH

)
(1.1)

where TH and TC are the temperatures of the heat rejecting hot surface and

the ambient heat sink respectively. Notice that the first factor represents
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the Carnot efficiency and the second factor represents the efficiency of the

thermoelectric power generator as a fraction of the Carnot efficiency.

In a similar fashion, the coefficient of performance (COP) can be defined

for the thermoelectric refrigerators/heat pumps as:

η =

(
TC

TH − TC

)(√
1 + zT − TH/TC√

1 + zT + 1

)
(1.2)

The thermoelectric refrigerators are currently in use in niche applications

like localized air-conditioning in automobiles [5] and remote coolers. Just like

in the case of power generators, if made more effective, thermoelectric coolers

could find use at a much larger scale in applications like micro-processor

cooling [6].

Notice from Eq.1.1 and 1.2 that the efficiency of a thermoelectric power

generator and the COP of the heat pump increase with increasing zT and

approach the Carnot values in the limit of zT → ∞. It can be seen from

Eq.1.1 that to obtain half the efficiency of the Carnot engine operating be-

tween 500 C and room temperature, a high zT value of 3 is required. It

is extremely challenging to achieve such high zT values. zT values close to

0.5 were achieved as early as 1950s in bulk Bi2Te3 [7]. Gradual progress

was made by doping or alloying the materials in the following two decades,

reaching zT values as high as 1. The interest in the field of thermoelectrics

diminished in the following years due to stagnation of experimental zT values

around 1 [8]. However, theoretical papers [9] [10] highlighting the possibility

of achieving high zT values due to quantum confinement in one and two- di-

mensional structures revived the interest in the field of thermoelectrics. The

thermoelectric figure of merit in low dimensional materials was predicted to

increase because of increased density of electron states (DOS) due to quan-

tum confinement near the Fermi level compared to their bulk counterparts.

Furthermore, it was also predicted that the expected lowering of thermal con-

ductivity due to scattering of phonons at the boundary could boost the figure

of merit for low dimensional materials. Improved values of zT have also been

experimentally demonstrated in many materials by preparing them as two

dimensional thin films/super-lattices or as one dimensional nanowires [11].
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1.2 Motivation

Thermal conductivity measurement of one-dimensional materials

In the experimental studies on low dimensional materials, it has been ob-

served that the gains in the thermoelectric figure of merit were mainly due

to the reduction in thermal conductivity than by improvement of the power

factor. As a result, the thermoelectric research community placed a heavy

emphasis on finding ways to further push down the thermal conductivity of

low dimensional structures while preserving their power factors. The sus-

pended bridge measurement platform discussed in detail in chapter 4 played

a pivotal role in studying thermal conductivity of the 1D maerials. In this

technique, the thermal conductivity of an individual 1D sample is measured

as opposed to measurement on an assembly of 1D structures in other tech-

niques like 3ω or TDTR. As a result, apart from just obtaining the thermal

conductivity value at a certain temperature, this method enables researchers

to correlate the microstructure and phonon transport in 1D materials.

For example, in a previous study carried out in our group, we measured

the thermal conductivity of roughened silicon nanowires [12] as a function

of temperature as shown in Fig.1.2. To study the influence of roughness on

the thermal conductivity, we obtained the roughness profiles of nanowires

made using the same procedure as the measured nanowire. The roughness

profiles were obtained by stitching a series of images taken along the length

of the wire inside a transmission electron microscope (TEM) as shown in

Fig. 1.3. Using multiple scattering theory on the obtained roughness profile

and modified Callaway model on the measured data at low temperatures, we

were able to show that the roughness correlation length plays an important

role in phonon scattering.

It is clear that this measurement technique enabled a fundamental study

on the influence of the nanowire’s microstructure (roughness) on its phonon

transport. However, the microstructure characterization and the thermal

conductivity measurement were done on different wires leaving an uncer-

tainty in the conclusion made. This sort of uncertainty could become crucial

in studies on ultra-thin wires wherein a small change in microstructure could

change the thermal conductivity drastically. It is therefore necessary to de-

velop methods that allow microstructure characterization and measurement

on the same 1D structure. Further uncertainties could arise in studies on
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Figure 1.2: Thermal conductivity of nanowires measured as a function of
temperature. Low temerpature data is used to obtain the boundary
scattering rates for various roughness profiles

Figure 1.3: Roughness profile of silicon nanowires obtained by stitching a
series of images taken in a transmission electron microscope.
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ultra-thin wires that have a thermal conductances on the order of the con-

ductance noise levels of the measurement. Various factors that contribute to

errors in the thermal conductance have been identified and possible solutions

have been proposed [13] [14] [15]. In chapter 4, we discuss the steps imple-

mented in our lab to remove some of the systemic error sources and establish

the lower limit of the thermal conductance measurement.

Power factor measurement of two-dimensional materials

As mentioned in the background section, semiconductor materials in their

two-dimensional form have the potential to exhibit higher power factors (S2σ)

due sharp variations in their density of states as a result of quantum confine-

ment. This has inspired the research into semiconductor materials in thin

film and superlattice forms for thermoelectric applications over the past two

decades and some gains have been demonstrated [16] [17] [18]. However,

the promise of higher thermoelectric performance is yet to be tested com-

prehensively in the new class of semiconductor materials which crystallize

as stacks of atomically thin two-dimensional layers. The atomic layers are

held together in these materials by van der walls forces and can be isolated

as fine as single atomic layers. MoS2, a transition metal dichalcogenide, is

perhaps the most studied material in this category. In its bulk form, it is

usually used as a solid lubricant and has also been studied for its thermo-

electric properties [19] and a power factor of around 35 µW/m/K has been

reported. This value is very small compared to around 10 mW/m/K for

commercially used Bi2Te3. However, when a single atomic layer of MoS2 is

isolated it shows remarkably different optical and electrical properties. This

is because of the changing band structure as a function of number of layers

isolated. The band gap is 1.2 eV and is indirect in its bulk form but the gap

increases to 1.9 eV and becomes a direct band gap when MoS2 is isolated

as a single atomic layer [20] [21]. From electronics point of view, the wider

band gap resulted in remarkable ON/OFF ratios and low standby power dis-

sipation in the transistors made from monolayer MoS2. The wider band gap

is also favorable from the thermoelectric point of view. This is because, as

a rule of thumb, the maximum achievable Seebeck coefficient increases with

bandgap as Smax = Eg/eTmax [22]. The maximum is achieved by moving

the Fermi level away from the conduction band edge. However, moving the

Fermi level away from the conduction band will reduce the conductivity due

to reduced number of carrier concentrations. In view of these two behaviors,
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Figure 1.4: Semiclassical calculations of the thermoelectric properties of
pristine MoS2 with no localized states. Figure taken from ref [1]

it can be said there should exist an optimum Fermi level position where the

power factor (S2σ) is maximized.

Semi classical calculations based on Boltzmann transport equation [1] [23]

done in our group for MoS2. The study shows that the power factor actually

increases monotonically as the Fermi level is moved closer to the conduction

band by increasing the carrier concentration. This shows that the increase in

conductivity is much stronger than the decrease in Seebeck coefficient. The

Seebeck coefficient, electrical conductivity and the power factor obtained

from this calculation are shown in Fig. 1.4.

Note that in the semi-classical calculations, MoS2 was assumed to be pris-

tine and suspended. A real MoS2 sample will behave very differently due to

presence of the localized states. The localized states are formed because of

imperfections in the crystal. Sulphur vacancies in the crystal are the major

source of these defects [24]. Adsorbed gas or water molecules, traps in the

supporting substrate, oxidation of molybdenum are some of the other defects

that create localized states. Temperature and carrier concentration depen-

dence of the thermoelectric properties has been experimentally measured on

mechanically exfoliated MoS2 samples [25] [26] [27]. These studies show the

presence of variable range hopping through the localized states [28].

The wide spread interest in the electrical and optoelectronic community

has resulted in the development of a chemical vapor deposition (CVD) method

[29] to grow MoS2 in a laboratory setting. The localized states in the MoS2

samples grown by the CVD process will depend on the growth process, and

will differ from the mechanically exfoliated samples. Therefore, the thermo-

electric properties are also expected to behave differently. Experiments have

been performed to study the Seebeck coefficient and the electrical conductiv-
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ity of CVD grown MoS2 samples [30]. However, the measurement techniques

used in the study can give erroneous results as a result of loading effects which

are discussed in detail in chapter 3. Furthermore, the inferences drawn from

these studies regarding the nature of the transport mechanism could be called

into question.

From the above discussion, it can be clearly seen that there is a need to per-

form a thorough study of thermoelectric properties of these two-dimensional

materials. Such a study will not only provide the magnitude of power fac-

tors in this material, but also provide fundamental insight into the transport

mechanism. The current study on MoS2 gains further importance as the

models developed for one material could be used as a benchmark for hun-

dreds of similar two-dimensional materials.

1.3 Thesis structure

The remaining chapters in this dissertation are structured as follows:

The focus of chapter 2 is on deriving the expressions for Seebeck coefficient

and electrical conductivity when the electron transport takes place through

the localized states. We begin by describing the differences between the

extended and the localized states, in terms of their wave-functions and their

transport mechanisms. Then, the problem of electrical transport through the

localized states is reduced to that of a random network of resistors called the

Miller Abraham’s network. We then describe the percolation theory method

that is typically used to analyze the Miller-Abraham’s network. Assuming

that MoS2 has a step function like density of states, we apply the percolation

theory method to obtain the expressions for the temperature dependence

of the electrical conductivity and the Seebeck coefficient. Finally, a brief

discussion on the temperature variation of Fermi level is provided.

Chapter 3 is focused on the experimental methods used to characterize the

thermoelectric properties of MoS2. We being by describing the steps that

were followed to fabricate the devices that were used to measure the thermo-

electric properties. Following that, we describe the AC and DC measurement

techniques and corresponding instrumentation employed to measure the See-

beck coefficient. Advantages and disadvantages of both the techniques are

described wherever relevant. Finally, the experimental results for the elec-

8



trical conductivity and the Seebeck coefficient are provided including their

analysis.

In chapter 4, we focus on the measurement of thermal conductivity of one

dimensional nanostructures. We begin the chapter with a description of the

thermal conductivity measurement using the suspended bridge measurement

platform. We then list the shortcomings of the measurement scheme and

present the solutions that we have implemented to improve the measurement.

In particular, we discuss an in house built transmission electron microscope

holder that enables us to characterize and measure the same 1D structure.

Finally, in chapter 5, we present the possible future routes the research

presented in this dissertation could take.
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CHAPTER 2

THEORY OF THERMOELECTRIC
PROPERTIES IN HOPPING REGIME

This chapter develops the theoretical framework within which we analyze

and interpret our experimental results. In section 2.1, a distinction between

extended and localized states is provided followed by a discussion on the their

electron transport mechanisms. In section 2.2, the electrical conductivity (σ)

and Seebeck coefficient (S) expressions for transport by the extended states is

provided. The corresponding expressions for transport through the localized

states are obtained by using the concept of Miller-Abrahams network and its

simplification by percolation theory in section 2.3. The case of a step like

density of localized states is considered in section 2.4 and the expressions for

temperature dependence of electrical conductivity and Seebeck coefficient are

derived. Finally, the derived expressions are further simplified by considering

the statistical shift of Fermi level with temperature.

2.1 Extended and localized states

Consider a monolayer film ofMoS2 as shown schematically in Fig 2.1a. Under

equilibrium conditions, the electrons represented by black dots in the figure

are distributed uniformly throughout the film. If a non-equilibrium condi-

tion like an electric field or a temperature gradient is applied, the electron

distribution will no longer remain uniform. When a temperature gradient is

applied across the film as shown in Fig 2.1b, the electrons on the hotter side

(left) will have more energy than the ones on the colder side. This results

in more diffusion of electrons from left to right than in the other direction

setting up an electron concentration gradient. By attaching an electrical

load, as represented by a resistor in the figure, this buildup of charge can

be tapped for useful work. Without any load attached, the electron concen-

tration gradient completely manifests as a voltage difference across the film,

10



which is nothing but the Seebeck effect.

(a)

(b)

Figure 2.1: Schematic representation of electrons in an MoS2 crystal in
equilibrium and non-equilibrium conditions. Top: Electrons distributed
uniformly throughout the crystal under equilibrium conditions. Bottom:
Temperature gradient results in electron concentration gradient which can
be used to run an electrical load

In the above description, the electrons have been described as if they were

classical gas molecules. However, the electron are quantum particles, and

per Paulis exclusion principle no two electrons can occupy the same electron

state. The energies of the states available for electrons to occupy can be

represented by dashes on a density of states schematic as shown in Fig 2.2.

The states within the red boundary constitute the conduction band and the

ones within the blue boundary form the valence band. The states right below

the conduction band within the black boundary is called the conduction band

tail. The terms ND, NS and µ will be discussed in subsequent paragraphs.

The electron states within the tail differ from the ones in within the con-

duction or valence band in terms of their wave functions and transport mech-

anisms. The wave function of the conduction/valence band states span many

inter-atomic distances, and in a perfect crystal they extend throughout the

11



Figure 2.2: Schematic of density of states in MoS2 crystal.The dashes
represent the states the electrons can populate. Conduction and valence
band states are bounded by red and blue lines respectively. The states
bounded by the black line are the localized states that are formed because
of imperfections in the crystal

entire crystal as shown schematically on the left in Fig 2.3. These states are

therefore called the extended states. On the other hand, the wave function

of a typical state in the conduction band tail is localized at a site and falls

exponentially with the distance from the site as shown schematically on the

right in Fig 2.3. An inverse localization length γ can be defined such that the

wave function of a localized states can be written as exp(−γR) The local-

ization of electrons is caused by defects like vacancies, adsorbed molecules or

reactions on the surface like oxidation etc. These defects trap the electrons

close to their location resulting in localization of the states.

In terms of transport mechanism, the extended states accelerate under

applied electric field till they undergo a scattering process with a phonon

and lose their crystal momentum (}
−→
k ). The transport of electrons in the

localized states takes place by hopping process. In this process, a trapped

electron absorbs or emits a phonon and hops to one of the sites that satisfy

certain selection rules.

Note that crystal momentum cannot be defined for the localized states.

The uncertainty ∆
−→
k of these states is of the order of lattice constant, a. By

Heisenberg’s uncertainty principle, the uncertainty in its wave vector should

12



Figure 2.3: Schematic of the wavefunctions of extended (left)vs localized
states (right). The wavefunctions of extended states span over the crystal
and are not localized to one site. The localized sites on the other hand have
wavefunctoins which die out within a few inter-atomic distances.

Figure 2.4: Schematic of the electron transport mechanisms of exteded
states (left) and loclaized states (right).
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be greater than 2π/a which is the entire width of the Brillouin zone. Thus,

these states cannot be represented on a band diagram (E vs
−→
k ) but only on

a density of states plot.

As the temperature of the crystal increases, the population of phonon

modes increases as per Bose Einstein distribution. This results in higher

electron phonon scattering events thereby reducing the conductivity of elec-

trons in extended states. However, for the localized states, the increase in

phonon population assists the hopping process thereby increasing the con-

ductivity.

As the number density (n) of electrons is increased in the solid, either by

doping or by applying a gate voltage (VG), the states in the tail are filled up

first and followed by the states in the conduction band. Therefore, at low

gate voltages where the localized states dominate the transport process, the

electrical conductivity should show an increasing behavior with rising temper-

ature. As the gate voltage is increased, the current is carried predominantly

by the extended states and the conductivity should decrease with increasing

temperature. This switch in temperature dependence of conductance as a

function of carrier concentration is called the metal insulator transition.

2.2 Semi-classical model for S and σ

The study of thermoelectric properties of disordered systems which have

both localized and extended states was first carried out by Mott and co-

workers [31]. In this approach, a differential conductivity function σ(ε) is

introduced such that current carried by electrons with energies between ε

and ε + dε under applied field E is given by dj = σ(ε)Edε. Integrating this

equation gives the total conductivity as
∫
σ(ε)dε.

The expression for differential energy flux carried by electrons follows as:

(ε− µ)
d(j)

e
=

(ε− µ)

e
σ(ε)E dε (2.1)

Integrating the equation gives the total heat flux carried by electrons,

which is simply jΠ. Here, Π is the Peltier coefficient which is related to the

Seebeck coefficient as Π = ST . The expression for Seebeck coefficient can

then be written as

14



S = −
∫
dε

(ε− µ)

eT

σ(ε)

σ
dε (2.2)

From Eq.2.2, we can see that once the function σ(ε) is known the ther-

moelectric properties can be determined. For transport by extended states,

σ(ε) can be defined using semi-classical approach under relaxation time ap-

proximation. Following Ref [32], the following expression can be written for

the differential conductivity function for extended states in a 2D material.

σext(ε) = e2N(ε)

∫
d2k

2π2
δ(ε− ε(k))τ(ε)(v(k))2

(
−∂f
∂ε

)
(2.3)

N(ε) and τ(ε) are the denote the density of states and the relaxation

time respectively of an electron at energy ε; v(k) is the group velocity of an

electron with wave vector k. Using Sommerfeld expansion, this expression

leads to the popular Cutler Mott Equation for Seebeck coefficient

S = −π
2kB

2T

3e

[
d(ln(N(ε)))

dε

]
ε=µ

(2.4)

This simple approach cannot be used reliably while considering conduction

by hopping process for various reasons. Firstly, it is not possible to define k

for localized states as discussed in the previous section. As a result, Eq.2.3

does not hold for these states. Secondly, an assumption implicit in the above

analysis is that an electron with energy between ε and ε + dε remains in

that interval as it travels. Since hopping transport is essentially a series of

inelastic electron-phonon scattering events, the assumption may break down.

Despite these limitations, the above analysis has been modified and applied

by some authors [33] for transport by localized states. In such an analysis,

the differential conductivity function is taken as

σhop(ε) = eN(ε)u(ε)kBT

(
−∂f
∂ε

)
(2.5)

u(ε) is the mobility of the electrons with energy ε and is defined by this

equation. This approach gives the following modified expression of Seebeck

coefficient.

S = −π
2kB

2T

3e

[
d(ln(Nu))

dε

]
ε=µ

(2.6)

15



The derivation of this expression involves Taylor expansion of (ε−µ)N(ε)u(ε)

about the Fermi level µ. The Taylor expansion is valid only near the ener-

gies close to the Fermi level and provided that there are no steep changes

to the function being expanded. Therefore, the above expression is invalid if

there are steep changes to the density of states function close to the Fermi

level. The validity of this expression is also suspect at intermediate to high

temperatures where the states far away from the Fermi level contribute to

the conduction.

Due to the above mentioned limitations, an alternative model which re-

duces hopping transport in a material to a random network of resistors is typ-

ically used. This random network of resistors called the Millers-Abrahams

network is then solved for the thermoelectric properties using percolation

theory methods as described in the following sections.

2.3 Miller Abrahams network and percolation theory

2.3.1 Miller Abrahams network

As mentioned in the previous section, an electron occupying a localized state

travels by hopping to other localized sites by absorbing or emitting phonons.

Consider two states localized at sites i and j separated by distance Rij with

energies εi and εj respectively. The probability of an electron hopping from

the state at i to a state with higher energy at j can be obtained using Fermi’s

Golden rule [34] as

Wij = W0 exp

(
− 2γRij −

εj − εi
kBT

)
(2.7)

The factor W0 depends on phonon deformation potential, phonon group

velocity and overlap integral between the sites, and is a weak function of site

energies compared to the accompanying exponential term.

Using 2.7, the electron transition rate Γij from site i to j can be written as

Wijfi(1 − fj). Here, fi represents the occupation probability of site i given

by the Fermi-Dirac distribution. Under equilibrium conditions, the electron

transition rate Γ0
ij can then be written and expanded (See Ch.10 in Ref [35])

as
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Γ0
ij = W 0

ij f
0
i (1− f 0

j ) = Aexp

(
− 2γRij −

|εi − µ|+ |εj − µ|+ |εi − εj|
kBT

)
(2.8)

The equilibrium transition rate from i to j (Γ0
ij) should be same as that

from j to i (Γ0
ji) due to detailed balance, resulting in a net zero transition rate

between any two sites i and j. However, when a non-equilibrium condition

like an external electric field E is applied, the net transition rate between the

sites (Γij-Γji) is no longer zero. In such a scenario, the occupation probability

of any given site i(fi) deviates from its equilibrium value f 0
i as a result of its

non-zero transition rate interactions with all the other sites. It also changes

with time if the applied field in time dependent. The rate equation which

describes this time dependence can then be written as

dfi
dt

= −
∑
j

(Wijfi(1− fj)−Wjifj(1− fi)) (2.9)

The applied field skews the electron scattering probability in the direction

opposite to that of the applied field. This manifests as an additional term

−eE.Rij/kBT within the exponential in Eq. 2.7. So, the scattering proba-

bility term in Eq. 2.9 differs from its equilibrium value as Wij = W 0
ij + δWij.

Secondly, the occupation probability can be expressed as fi = f 0
i + δfi. This

deviation appears because of the chemical potential µ in the Fermi-Dirac

distribution. The applied field introduces spatial dependence of the chemi-

cal potential as opposed to a uniform value under equilibrium. With these

considerations in mind, the rate equation can be linearized and written as

dδfi
dt

= −
∑
j

Γ0
ij

kBT
(Ui − Uj) (2.10)

with Ui − Uj being the generalized potential difference between sites i and j

arising because of the applied electric field and the resultant spatially non-

uniform chemical potential.

In physical terms, Eq.2.10 indicates that the rate of charge accumulation at

a site i is the sum of charge flow rates to all the other sites. This is analogous

to Kirchoff’s law for electrical circuits with current flowing between any two

sites i and j being (kBT )−1Γ0
ij(Ui − Uj). This implies that a resistance can

be defined between any two sites i, j as Zij = kBT/Γ
0
ij. Using Eq. 2.8, this

17



Figure 2.5: Miller Abrahams network formed by bonding each pair of
hopping sites with a resistance decribed by Eq. 2.11

resistance can be written as

Zij = Z0 exp

(
2γRij +

|εi − µ|+ |εj − µ|+ |εi − εj|
kBT

)
(2.11)

Every pair of sites in the crystal can then be replaced by a bond of re-

sistance defined by 2.11 as shown in Fig 2.5. This reduces the problem of

finding the electrical conductivity of the crystal to finding out the overall

resistance of the network [36]. Such a network is called the Miller-Abrahams

network.

Given the vast number of bonds and their random resistance and spatial

distribution, the Miller Abrahams network becomes difficult to solve in its

entirety. To this end, percolation theory is very commonly used to identify a

subset of the network called the critical network that can adequately describe

the thermoelectric properties of the entire network.
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2.3.2 Application of Percolation theory to Miller Abrahams
network

We start by introducing a variable ηij which is defined as

ηij = 2γRij +
|εi − µ|+ |εj − µ|+ |εi − εj|

kBT
(2.12)

Clearly, ηij will vary depending on the energies and the separation distance

of the sites. Assuming that this variation is uniform within a range [−η0 η0],
the bonds in the network will have an exponential resistance distribution

given by

Z = Z0exp(η) (2.13)

To solve the Miller Abrahams network by percolation theory, all the bonds

in the network are removed and then reintroduced into network in the as-

cending order of their resistance values. This process can be described math-

ematically by defining the so-called bonding criteria given by

2γRij +
|εi − µ|+ |εj − µ|+ |εi − εj|

kBT
< η (2.14)

In this description, as η is ramped up from −η0 to η0, the bonds which

follow the bonding criteria are gradually reintroduced into the network. It is

beneficial to define a metric representing the number of sites connected to a

site of energy εi at a given η as

v(εi, η) =

∫
dRij

∫
dεjN(εj)θ

(
η − 2γRij −

|εi − µ|+ |εj − µ|+ |εi − εj|
2kBT

)
(2.15)

where θ is the heavy side function to ensure that a bond is allowed only if

the bonding criteria is obeyed.

We refer to this metric as the connectivity of a site and represent the

connectivity averaged over all the sites of the network as v(η).

As shown in Fig.2.6, as the η value is increased and more bonds are added

to the network, the reintroduced bonds coalesce and form chains of bonds

called clusters. The average connectivity v(η) also increases with increasing

η as shown in Fig 2.6 a,b. At a certain threshold value of η = ηc, a cluster

spanning the entire crystal is formed as shown in Figure 2.6c. This cluster
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Figure 2.6: Schematic representation of the percolation theory method. All
the bonds in the full network shown in (d) are removed and gradually
reintroduced (a,b) till the percolation threshold (c) is reached.
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is called the infinite cluster. Below η = ηc, the conductivity of the network

is close to zero as there is no continuous pathway from one electrode to

another. As η value is further increased from ηc to allow more bonds into

the network, the conductivity of the network steeply increases from zero to a

value close to the maximum possible conductivity of that of the entire Miller

Abrahams network (Figure 2.6). Using numerical simulations, it has been

shown that the real conductivity of the entire network is very close to that of

the network formed at η = ηc + 1. The network at this juncture, composed

of one infinite cluster and numerous finite clusters, is called the critical sub-

network. Replacing the resistance of the bonds by the maximum resistance

Z0exp(ηc + 1) Z0exp(ηc), the lower bound of the conductivity can be written

as:

σ = σ0 exp(−ηc) (2.16)

The Seebeck coefficient of the entire network is obtained as that of the critical

sub-network and is given by:

S =
< ε− µ >
kBT

=
1

kBT

∫
dε(ε− µ)℘(ε)∫

dε℘(ε)
(2.17)

See Ch.5 in [37] for the derivation of this expression. Here, < . > repre-

sents average over the sites in the critical sub-network and ℘(ε) is the energy

distribution function of the critical sub-network. ℘(ε) can be written as the

product of the density of states function N(ε) and the probability p(ε) that a

site with energy ε belongs to the critical sub-network. The probability is usu-

ally taken to be proportional to the connectivity v(ε). This assumption makes

intuitive sense because as the number of bonds converging on a site increases

it becomes more likely to be included in the critical sub-network. In more

rigorous terms, if v(ε) is the average connectivity of a site, then the proba-

bility that it is connected to a specified number of sites is given by Poisson

distribution. p(ε) is approximated as the probability that a site is connected

to two or more sites and is written as p(ε) = 1−(1+v(ε))exp(−v(ε)) ∼ v(ε).

Based on these arguments, the above given expression for Seebeck coefficient

can be simplified as

S =
1

kBT

∫
dε(ε− µ)N(ε)v(ε)∫

dεN(ε)v(ε)
(2.18)
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2.4 Temperature dependence of thermoelectric

properties

We apply the percolation method described above to a 2D material with step

function density of states (DOS) as shown in Fig 2.2 withND << NS [38] [39].

The subscripts D and S stand for deep and shallow respectively. Note that in

a real sample, the DOS function will be a more complicated function than a

simple step function. The step functional form has been chosen as it results in

simple expressions for the temperature dependence of electrical conductivity

and Seebeck coefficient.

The condition ND << NS implies that most of the localized states are

shallow states which lie above the step location εs. In the model presented

here, we assume that all the hopping interactions take place between the sites

with energies greater than εS.

As described in the paragraphs above, we remove all the bonds and rein-

troduce them in the increasing order of their resistances. By substituting

|εi − εs| for |εi − εs + εs − µ| and simplifying, the bonding criteria given by

Eq.2.14 can be written as:

2γRij +
|εi − εs|+ |εj − εs|+ |εi − εj|

kBT
< η − |εs − µ|

kBT
≡ η′ (2.19)

where η′ is defined by this equation. It is easy to note that the site energies εi

or εj cannot exceed η′kBT for the bonding criteria to hold. So, the integrals

in Eq. 2.18 and Eq.2.15 will be solved within the limits [0 η′kBT ]

On further simplification, the bonding criterion can be written as

Rij ≤


η′
2γ
− εi−εs

2γ kBT
, if εi > εj

η′
2γ
− εj−εs

2γ kBT
, if εj > εi

(2.20)

depending on whether energy is lost or gained respectively during the hop

from site i to site j.

Notice that in the first line of Eq. 2.20, the energy of the destination

site j does not appear. It implies that a site i is allowed to bond with any

site j as long as its energy is lower (εj < εi) and it is within the radius

η′/2γ− (εi−εs)/2γkBT . This can be represented geometrically as a cylinder

of length (εi− εs) and radius η′/2γ− (εi− εs)/2γkBT on an energy-distance
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Figure 2.7: Geometry in a composit energy-distance space encompassing
possible desitnation sites j availbale to bond with site i under bonding
criteria given by Eq.2.20

composite space as shown in Fig.2.7 [40] [38].

Similarly, the bonds representing the hops from lower energy site to a

higher energy site can be represented by a cone of height kBTη′ − (εi − εs)
and the same base radius as the cylinder.

For a constant density of states NS, the connectivity of any site i at a given

η′ is then given by the product of density of states (NS) and the volume of

the object defined by the bonding criteria in Eq.2.20.

v(εi, η) = NS
π

4γ2

(
η′ − εi − εs

kBT

)2(
(εi − εs) +

1

3
(η′kBT − (εi − εs)

)
(2.21)

Note that for a more complex density of states functionN(ε), the connectivity

will be given by the weighted sum of the density of states over the volume.

The calculation in this case would be analogous to finding the mass of an

object with non-uniform density.

Eq.2.21 can be simplified and averaged over all the sites i such that εi ∈
[0 η′kBT ] to obtain the average connectivity v(η). As discussed in the
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previous section, the connectivity at the threshold condition v(ηc) should be

equal to vc, which is obtained from numerical simulations.

v(η) =
1

24

NSπkBT

4γ2
η′3 (2.22)

Equation this expression to vc gives us the value of η′ and η at threshold

conditions

ηc′ =
(

24vcγ
2

NSπkBT

)1/3

=

(
Ts
T

)1/3

(2.23)

with Ts = 24vcγ
2/NSπkB.

Strictly speaking, the averaging of Eq.2.21 over sites i should be weighed

by its occupation probability. This is because only the occupied sites will

contribute to the conductivity. However, as noted in Ref. [38], this additional

consideration will only change the numerical factor in Ts.

Using Eq.2.19 to find the ηc from ηc′ and substituting it in Eq.2.16, the

temperature dependence of conductivity is obtained as:

σ = σ0exp

(
− εs − µ+ kBT (Ts/T )1/3

kBT

)
(2.24)

From the above equation we can see that when the density of states func-

tion N(ε) has a step function variation, Knowing ηc, Seebeck coefficient can

be also calculated by using Eq.2.21 in Eq. 2.18as

S =
kB
e

[
εs − µ
kBT

+
3

10

(
Ts
T

)1/3]
(2.25)

Similar mathematical method can be applied for a more realistic density

of states function like an exponential function: N(ε) = N(µ)exp( ε−µ
εt

). Here

εt is the steepness of the exponential function [41] and N(µ) is the density

of states at the Fermi-level position. This function becomes as step function

when εt approaches zero. For such a density of states function, the electrical

conductivity can be written as σ = σ0exp(−EA/kBT ) with the activation

energy EA given by:

EA = εtexp(
8γ2kB

2T 2vc
πN(µ)εt3

) (2.26)

The activation energy is a weak function of temperature. Therefore, the

electrical conductivity should follow a straight line on an Arrhenius plot.
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Finally, the Seebeck coefficient for the exponential density of states is given

by S = −(EA − εt)/eT .

In the expressions given above, the Fermi level µ is a function of temperature.

So, the temperature dependence of the Seebeck coefficient depends on the

dependence the behavior of Fermi level with changing temperature. This

behavior of µ is called the statistical shift of the Fermi energy [42] and is

discussed below.

2.4.1 Statistical shift of the Fermi energy

In a highly doped semiconductor or in a channel under high gate voltages,

the thermally excited free carriers contribute very little to the overall carrier

concentration near room temperature. The overall carrier concentration is

fixed by the impurity concentration or the applied gate voltage. Consider

the equation for number density of free carriers given by

n = 2

∫
dεf(ε)N(ε) (2.27)

where f(ε) is the Fermi-Dirac distribution. If we now assume that the chem-

ical potential is fixed and does not vary with temperature, then the number

density has to change. If we assume a slowly varying density of states, we can

apply Sommerfeld expansion to Eq.2.4.1. We the obtain the number density

to be:

n = n0 +
π2 k2BT

2

3
N ′(µ0) (2.28)

Here,N ′(µ0) is the derivative of the density of states function at the Fermi

level position at absolute zero temperature, such that

N(ε) = N(µ0) + (E − µ0)N
′(µ0) (2.29)

The number density is however fixed by the doping concentration or by

gating. Therefore, the Fermi-level should shift to compensate the increase in

carrier density and keep it constant. If the Fermi level shifts by δµ, roughly

2N(µ0)δµ electrons can be reduced. Equating this term to the excess elec-
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trons term in Eq.2.4.1, the shift in Fermi level can be written as

δµ =
π2 k2BT

2

6

N ′(µ0)

N(µ0)
(2.30)

Substituting the shift in Fermi level µ0 − δµ in Eq. 2.25, the temperature

variation of Seebeck coefficient can be written as S = A/T + BT + CT−1/3

with B representing the difference between the step location εS and the Fermi

level at absolute zero temperature µ0. A represents the quadratic coefficient

of the rate at which the Fermi level drops as a function of temperature.

2.5 Conclusion

In conclusion, the theoretical framework required to analyze the measured

thermoelectric properties has been developed in this chapter. The differences

between the extended and the localized states in terms of their wave-functions

and transport mechanisms are presented. The expressions for the Seebeck

coefficient and the electrical conductivity for transport by extended states

is reviewed. For transport by localized states, the material under considera-

tion is reduced to a random network of resistors called the Miller-Abrahams

network. The expressions for the Seebeck coefficient and the electrical con-

ductivity are developed by solving this network using percolation theory for

a step function density of states and exponentially varying density of states.
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CHAPTER 3

EXPERIMENTAL INVESTIGATION OF
THERMOELECTRIC PROPERTIES OF

MOS2 MONOLAYERS

3.1 Introduction

Over the past decade there has been an enormous interest in atomically thin

two dimensional materials as they exhibit superior mechanical, electrical and

thermal properties compared to their bulk counterparts. Graphene has re-

ceived particular attention due to its easy preparation, high electrical and

thermal conductivity, and mechanical strength. However, the lack of band

gap in graphene limits its applicability in fields like electronics, optoelec-

tronics, and thermoelectrics which require semiconducting materials. This

requirement could be possibly met by a wide range [43] (nearly 600) of new

two-dimensional materials which exhibit a variety of band gaps. Further-

more, hetero junctions can be made by selecting and stacking appropriate 2D

materials to meet the requirements for any given application [44] [45]. There-

fore, for the research community interested in thermoelectrics, a wide array

of 2D materials and their hetero structures can be tested for their possible

applicability. However, the study and interpretation of thermoelectric prop-

erties of these materials is not straight forward. Complications arise because

of the presence of localized states which are formed by defects and exposure

to ambient. While these complications are also present in bulk semiconduc-

tors, here they play a more deterministic role in the electron transport. It is

therefore important to understand the role played by these localized states

to be able to engineer the materials for thermoelectric applications.

Here, we study the thermoelectric properties of chemical vapor deposition

(CVD) grown MoS2 monolayers and specifically focus on the role of localized

states in electron transport. We begin by describing the fabrication method

used to prepare the sample for the measurement. We follow that with a

description of the measurement technique and its limitations. Finally, we
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present the data and interpret the data using the theoretical frame work

provided in chapter 2.

3.2 Device fabrication and characterization

MoS2 monolayers are grown [29] on a 285 nm silicon dioxide surface thermally

grown on a heavily doped silicon substrate. The fabrication steps involved in

the preparation of MoS2 device for thermoelectric measurements are shown

in Figure 3.1.

Using an optical microscope, we identify a clean and continuous MoS2 film

to be measured. Care is taken to make sure that the chosen film has no grain

boundaries. Using e-beam lithography (PMMA 950A2-Microchem), we pat-

tern 300µm x 300µm contact pads and lines leading up to the selected flake.

A 5/200 nm Cr/Au film stack is used for pattering the pads and lead line. We

use oxygen plasma to clean up the exposed areas before depositing the metal

stack. The choice of the metal stack and the oxygen plasma step ensure eas-

ier ball-bonding process after the entire device is fabricated. Using a second

e-beam lithography step, we cover the MoS2 flake of interest with PMMA

and etch away the neighboring MoS2 flakes and any residue left over from the

growth process. This ensures that the measurement is not contaminated by

parallel flow paths though other MoS2 flakes. Finally, the electrodes required

for the measurement are patterned onto the MoS2 flake and are connected to

the lines leading to the contact pads. A stack of 5/10/200 nm of Ti/Pd/Au

is deposited and the device is annealed at 420 K overnight to obtain achieve

Ohmic contacts between MoS2 and the metal electrodes as shown in Figure

3.2.

After the measurement on the sample is complete, we characterize the

measured flake using Raman and photoluminescence (PL) to confirm that

the sample measured in indeed a monolayer. The characterization is done

after the measurement to prevent any possible damage to the flake due to

laser irradiation. Fig 3.3 and Fig 3.4 show typical Raman and PL spectra

observed for our samples. The peak difference of 19.28 cm−1 in the Raman

spectrum and the peak position at 1.85 eV in the PL spectrum indicate that

MoS2 grown is indeed in its monolayer form. We note that the PL spectrum

shown in Fig 3.4 was taken on a random flake on the sample right after the
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Figure 3.1: Images of the MoS2 device at various steps of its fabricationn
process
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Figure 3.2: Linear I vs VD curves at different gate voltages indicating
Ohmic contacts between MoS2 monolayer and Ti/Pd/Au metal stack
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Figure 3.3: Typical Raman spectrum observed for the CVD grown MoS2

monolayer used in this study. The black line represents the Lorentzian fit of
the Raman shift data shown in red
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Figure 3.4: Photoluminescence spectrum observed for the CVD grown
MoS2 monolayer used in this study

growth process. We observed that the full width at half maximum (FWHM)

of the actually measured samples is higher by around 30meV. The reason for

the increase is currently not clear. Oxidation of MoS2 or vacuum annealing

after contact depositions could be the possible reasons.

3.3 Measurement principle and Instrumentation

3.3.1 Seebeck Coefficient

The measurement principal is easily understood with the help of the schematic

shown in Fig.3.5. The device prepared for the measurement includes a heater

line highlighted in black, two sensor lines in four point probe (4pp) configu-

ration highlighted in red and blue, and two additional electrodes contacting

MoS2 channel between the 4pp sensor lines [46] [47]. The resistance of the

heater line, and the red and blue sensor lines are denoted by RH , R1 and

R2 respectively. A heating voltage VH is applied across the heater line. The
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Figure 3.5: Schematic of the device fabricated for the measurement of
thermoelectric properties of MoS2. The devices has a heater line (black) to
generate temperature gradient across MoS2. The red and blue lines in four
point probe configuration are used as temperature and Seebeck voltage
sensors. The inner gold electrodes are used to measure electrical resistance
of MoS2 without contact contribution

Joule heat VH
2/RH rises the temperatures of the red and blue sensor lines

from bath temperature (T0) to T1 and T2 respectively with T1 > T2. Due to

the Seebeck effect, the temperature difference T1−T2 creates a voltage differ-

ence of VS1−VS2 across the channel. The Seebeck coefficient is then obtained

as the ratio of the voltage and the temperature differences or equivalently

that of their gradients.

S = −VS1 − VS2
T1 − T2

= −dVS/dx
dT/dx

(3.1)

with x being the direction of the temperature gradient.

Note that the Seebeck voltage difference VS1− VS2 is an open circuit mea-

surement. That implies that ideally no current should flow through the

material under test during the measurement. Simultaneous measurement of

the voltage and the temperature differences will result in the violation of

the open circuit requirement. So, the measurement of Seebeck coefficient is

split into two separate measurements by rewriting the expression for Seebeck

coefficient as:

S = −d(VS2 − VS2)/dVH2

d(T1 − T2)/dVH2 = −β
α

(3.2)

By measuring the two proportionality constants α = d(T1 − T2)/dVH2 and
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Figure 3.6: Instrumentation used to measure α using the AC measurement
technique

β = d(VS1 − VS2)/dVH
2 and taking their ratio, we can obtain the Seebeck

coefficient. The measurement of these proportionality constants can be done

using an AC technique wherein the applied heating voltage VH has a sinu-

soidal variation in time VH = VH sin(ωt). Alternatively, a DC technique with

a steady DC voltage can be used. In the following sections, we discuss both

the techniques and highlight their advantages and drawbacks.

3.3.1.1 AC Measurement of α

As mentioned in the previous section, a sinusoidal heating voltage VH sin(ωt)

is applied across the heater line in the AC technique. In our measurement

technique, we use a lock-in amplifier’s (SR-830) internal oscillator to apply

the heating voltage as shown in Figure 3.6.

Keeping in mind that the lock-in reads and outputs root mean square

(RMS) values, the applied heating voltage can be written as
√

2VLI sin(ωt).

Using the definition of α, we can write the temperature difference across the

MoS2 channel as

T1 − T2 = 2αVLI
2 sin2(ωt) = 2(α1 − α2)VLI

2 sin2(ωt) (3.3)
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α1 and α2 defined in the above equation are proportionality constants just like

α, but correspond to the temperature rises T1 − T0 and T1 − T0 respectively.

By writing 2sin2(ωt) as (1− cos(2ωt)), we can see that the temperature rise

of the sensor lines and their difference oscillates at twice the frequency (2ω)

of applied gate voltage. As a result, the resistances of the sensor lines also

oscillate at 2ω as

R1,2 = (R1,2)0+
d(R1,2)0
dT

(T1,2−T0) = (R1,2)0+
d(R1,2)0
dT

α1,2VLI
2(1−cos(2ωt))

(3.4)

d(R1,2)0/dT ’s in the above equation are obtained as the slopes of the resis-

tance vs temperature calibration curves taken at the measurement temper-

ature T0. The subscript 0 in (R1,2)0 indicates resistance values measured at

zero heating voltage. The calibration curves are obtained by measuring the

resistances of the two sensor lines at various bath temperatures as shown in

Figure 3.7. To obtain the slope at any required temperature T0, we fit the

(R1,2)0 vs T calibration curves using the Bloch-Gruneisen model. However,

in the temperature range of our measurement (80 K and above), a linear

fit provides d(R1,2)0/dT values close to the values from the Bloch-Gruneisen

model.

Now, if a small sensing current Is sin(ωt) at the same frequency as the

heating current is passed through the two sensor lines, the voltage generated

across the sensor lines has a 1ω component and a ω component. The equation

for this voltage is obtained by multiplying Is sin(ωt) with R1,2 from Eq. 3.4

followed by trigonometric manipulations

V1,2 = R1,2Issin(ωt)

= (sin(ωt))

(
(R1,2)0Is +

3

2
α1,2Is

d(R1,2)0
dT

VLI
2

)
+ (sin(3ωt))

(
−1

2
α1,2Is

d(R1,2)0
dT

VLI
2

)
= (V1,2)ω sin(ωt) + (V1,2)3ω sin(3ωt)

(3.5)

In our measurements, we use Keithley 6221 current source to pass Is =

4mA of peak current through both the sensor lines. Since the resistance

of the MoS2 channel is of the order of MΩs, the current leaking through
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Figure 3.7: Sample R0 vs T calibration curves for the sensors in four point
probe configuration. Dotted lines are guidelines.

the channel can be neglected. The choice of 4 mA is made to ensure that

it is not high enough to disturb the temperature gradient created by the

heating voltage while being high enough to generate a strong signal for our

measurement.

Using two lock-in amplifiers synced to the Keithley 6221 current source

and operating at third harmonic, we pick up only the 3ω components across

the sensor lines in Eq. 3.5. We the plot the measured 3ω components as a

function of the squared of the heating voltage supplied by one of the lock-ins

VLI
2 as shown in Figure 3.8. The straight lines are as expected from Eq.3.5.

α1 and α2 can be obtained from the slopes of these lines as

α1,2 = slope1,2 .
2
√

2

Is d(R1,2)0/dT
(3.6)

The additional factor of
√

2 appears because the lock-in amplifier measures

RMS values while voltage terms in Eq.3.5 represent peak values. Finally, α is

obtained as α1 − α2 by repeating this measurement at various temperatures

as shown in Figure 3.9

Note 1: It is preferable to choose low heating frequency to ensure higher

penetration depth ∼
√

1/ω [48] [49], which in turn results in higher temper-
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temperature as a function of squared of the applied heating voltage. Dotted
lines are guidelines
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Figure 3.9: α vs T measured using the 3ω AC technique

36



Figure 3.10: Instrumentation used to measure β using the AC measurement
technique

ature gradient. However, for very low frequencies, the time constant of the

voltage measurement lock-ins need to be increased, which coul d slow down

the measurement. We chose 4.3 Hz as the frequency and use 1-3 second time

constant in the lock-in amplifiers.

Note 2: The applied voltage VLI does not appear fully across the heater line.

This is because the heater line’s resistance in our devices is comparable to the

lock-in amplifier’s output impedance of 50 Ω. So, the alpha values measured

could vary if an external oscillator with different output impedance is chosen.

It is important to use the same source for measuring α and β.

3.3.1.2 AC Measurement of β

The instrumentation used to measure β using AC technique is shown in

Figure 3.10. To measure β at carrier concentrations, we use Keithley 2600

source meter to apply gate voltage to the silicon chip. As in the case of α

measurement, the heating voltage is again supplied by the sine-out terminal

of a lock-in amplifier and sets up a temperature difference across the MoS2

channel.
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Figure 3.11: Lock-in amplifier reading of the amplitude of the Seebeck
voltage as a function of the square of the sine-out heating voltage. A
pre-amplifier gain of 10 is included in the y-axis readings. Dotted lines are
guidelines

The Seebeck voltage difference developed across the channel can be written

as:

VZ = VS1 − VS2 = 2βVLI
2 sin2(ωt) = βVLI

2 (1− cos(2ωt)) (3.7)

The factor 2 is to account for the fact that the sine out readings from a lock-in

amplifier are RMS values. Notice that the Seebeck voltage oscillates at 2ω,

twice the heating frequency ω. Therefore, this voltage is read by using a lock-

in amplifier under second harmonic settings. Furthermore, since MoS2 is an

n-type material, the voltage signal should be positive (more electrons on the

cold side) giving a positive β value. Rewriting −β cos(2ωt)) as β sin(2ωt −
90)), we see that the phase of the Seebeck voltage signal should be −90o out

of phase with the internal reference signal for the lock-in (sin(2ωt)). For a

p-type material, the Seebeck voltage signal will have a phase shift of +90o

and β would turn out negative.
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An additional instrumentation that becomes necessary in this measure-

ment is a pre-amplifier. This is because the resistance of the MoS2 channels

used in our study are as high as 10− 100MΩ at low gate voltages. When a

lock-in amplifier with an input impedance of 10MΩ is directly used to mea-

sure the Seebeck voltages, the electrons will flow through the lock-in amplifier

and the channel itself, violating the open-circuit measurement requirement.

Therefore, the Seebeck voltages read directly by a lock-in amplifier are erro-

neous at low gate voltages where the channel resistances are very high. The

use of an SR-550 pre-amplifier with an input impedance of 100MΩ in our

measurements allows us to measure Seebeck voltages at slightly lower gate

voltages. Note that this pre-amplifier adds a constant gain of 10 to the mea-

surement which needs to be accounted for during the analysis. If the control

of the gain is desired, SR-560 pre-amplifier should be used.

The Seebeck voltage measured in this fashion is plotted as a function of

the square of the heating voltage, VLI
2 as shown in Figure 3.11. We obtain

a straight line as expected from Eq. 3.7. The slope of this line can be used

to obtain β using the expression:

β =

√
2

10
slope (3.8)

Again,
√

2 is to convert the RMS values read from the lock-in amplifier to

peak values.

The advantage of using the AC technique is that it prevents the contam-

ination of the data due to leaks from the gate or from the heater line. This

is achieved because of the use of lock-in amplifiers which effectively filter

out DC leakage sources. While this technique is sufficient and preferable for

low resistance channels, it gives erroneous results when materials with high

resistances are being tested. Therefore, in order to study the thermoelectric

properties of MoS2 at low gate voltages where the localized states determine

the transport properties, DC techniques are preferred. In the following two

sections, we describe the DC techniques used to measure α and β.

3.3.1.3 DC Measurement of α

In the measurement of α by DC technique, a steady heating voltage VH is

applied across the heater line using Keithley 2612 source meter as shown in

39



Figure 3.12: Instrumentation used to measure α using the DC measurement
technique

Fig.3.12. This results in a steady temperature difference of T1 − T2 across

MoS2 which can be written as αVH
2. The resistances of the sensor lines also

increase to a steady values given by:

R1,2 = (R1,2)0 +
(R1,2)0
dT

(T1 − T2) = (R1,2)0 +
(R1,2)0
dT

(α1 − α2)VH
2 (3.9)

Now, if a sinusoidal sensing current at Is sin(ωt) is passed through the

sensor lines, the voltages in the sensor lines can be written as

V1,2 = R1,2Is sin(ωt) = (R1,2)0 Is sin(ωT ) +
(R1,2)0
dT

(α1 − α2)Is sin(ωt)VH
2

(3.10)

The sensing current is passed through the sensor lines using Keithley 6221

current source and is kept low (∼ 4mA) to prevent excessive Joule heating.

Two lock-in amplifiers synced to the current source are used to pick up the

voltage signals at frequency ω. The observed signals will have a quadratic

dependence on the heating voltage VH as seen from Eq.3.10. By plotting the

voltages measured as a function of applied voltage and taking the quadratic

coefficients, the values of α1 and α2 can be obtained. A sample voltage vs
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Figure 3.13: A sample plot showing the quadratic dependence of the
votlages in sensor line as a function of heating voltage. The quadratic
coefficient is used to obtain α.
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Figure 3.14: Measured α as a function of temperature using DC technique
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Figure 3.15: Instrumentation used to measure β using the DC measurement
technique

heating voltage plot is shown in Fig.3.14. We note that the curves in Fig.3.13

are offset by their minimum values to show the quadratic dependence more

clearly. The values of α obtained by repeating this exercise at different

temperatures is shown in Figure 3.14

We note that the sensing current is modulated at a frequency of 757 Hz in

our experiments. This frequency is chosen as it is high enough for the lock-in

amplifiers to filter out the DC leaks easily without having to resort to strong

filters with high time constants.

3.3.1.4 DC Measurement of β

The instrumentation for DC measurement of β is shown schematically in

Fig.3.15. Keithley 2612 source meter is used to apply the heating voltage VH

to generate the temperature difference and corresponding Seebeck voltage.

The Seebeck voltage has a quadratic dependence on the heating voltage and

can be written simply as:

VZ = β VH
2 (3.11)

The Seebeck voltage is then picked up using a Keithley 2182 nanovoltmeter.

The nanovoltmeter connects to the measurement setup through a cable with
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Figure 3.16: Seebeck voltage measured using a DC voltmeter plotted as a
function of the heating voltage. The departure from a perfect parabola is
the result of the contributions to the Seebeck signal from the gate and the
heater line.

copper lug endings. The copper lugs easily oxidize and result in erroneous

Seebeck voltage results. To prevent this, we replace the copper lug endings

of the cable with BNC plugs using a silver solder.

Another challenge in using the DC method for Seebeck voltage measure-

ment arises because of the leaks from the heater and the gate to the sensor

lines. In the AC technique, the lock-in amplifier operating at 2ω settings fil-

ter out the DC contribution to the signal from the gate and 1ω contributions

from the heater. However, the DC nanovoltmeter will not be able to distin-

guish the DC Seebeck signal from the heater and the gate contributions [26].

To overcome this problem, we sweep the heating voltage from negative

to positive DC values and plot the measured Seebeck voltage as shown in

Fig. 3.16. It is apparent from the figure that the curve does not completely

follow the expression given in Eq.3.11. The curve could be represented more

accurately as VZ = a+ bVH + βVH
2. In this expression, a is the net result of

43



Figure 3.17: Instrumentation setup used to measure the electrical
conductance of MoS2.

the leaks form the gate and the residual voltage reading in the nanovoltmeter.

This manifests as the non-zero reading at zero gate voltage in the VZ vs VH

plot. b represents the signal contribution from the heater to sensor line leaks

and manifests as the skewed nature of the parabola in the VZ vs VH plot. By

fitting a quadratic function and extracting the coefficient of VH
2, we obtain

the value of β.

Despite the challenges listed above, the DC method is the more reliable

method for the study of Seebeck coefficient at low gate voltages. This is

because of the high input impedance of the 2182 nanovoltmeter (> 10GΩ)

which is much greater than the channel resistance of MoS2 at all positive gate

voltages. This limits the current flow in the channel during the measurement,

in near accordance with the open circuit requirement.
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3.3.2 Electrical conductivity

Th measurement of electrical conductivity is done using the Keithley 2612

source meter the Keithley 2182 nanovoltmeter. Channel A of the source

meter is used to apply the gate voltage while channel B is used to apply drain

voltage across the two sensors lines as shown in Fig.3.17. Channel B also

measures the resulting current. The nanovoltmeter is connected across the

inner electrodes. The four point probe configuration removes the contribution

of the contact resistance between the metal electrodes and the MoS2 channel.

3.4 Results and Discussion

Figure 3.20 shows the temperature dependence of the measured electrical

conductance (G) of an MoS2 sample at various gate voltages. Notice that

the plot is an Arrhenius type plot with log(G) plotted as a function of 1/T.

We observe that at intermediate temperatures, the electrical conductivity

displays an activated behavior at all gate voltages plotted. At higher tem-

peratures, we observe a slight deviation with the conductance exceeding the

activated behavior and then decreasing with temperature. At low tempera-

tures, the conductance flattens out and deviates from the activated behavior.

These observations could be explained by two possible hypothesis. The first

hypothesis assumes that the activated behavior is due to the electrons jump-

ing from the Fermi level to the mobility edge [50]. Under these conditions,

the conductivity can be written as:

σ = neµ = eµ(T )NCexp(−
εC − εF
kBT

) (3.12)

Here εC , εF and µ represent the conduction band ege, Fermi level, and

the mobility respectively. NC is the density of states at the conduction band

edge. Strictly, speaking, εC is the location of the mobility edge above which

demarcates the localized and the extended states. The overall conductance

data can then be interpreted using this equation as follows: The exponential

factor contributes to the activation region in log(G) vs 1/T curve. The

deviation from the activation behavior at high temperatures is attributed to

the change in mobility. At higher temperatures, the mobility increases due

to impurity scattering which favors forward scattering [51] and then falls due
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to electron-phonon scattering which is a randomizing scattering mechanism.

At low temperatures, the conduction is carried out only by the electrons

occupying the localized states in the vicinity of the Fermi level εF and the

conduction band states do not contribute to the current flow. Under such

conditions, variable range hopping through the localized states is expected to

dictate the conduction as log(G) ∼ T−1/3, therefore explaining the flattening

in the log (G) vs 1/T curve. As the gate voltage is increased, the Fermi level

moves closer to the conduction band edge and the variable range hopping

mechanism fades out, thereby removing the flattening effect.

Note that the activation behavior persists till the maximum applied gate

voltage of 60 V, which should correspond to high carrier concentrations. How-

ever, the carrier concentration at 60 V is not very high in our sample due to

high threshold voltages as shown in Fig. 3.18. The threshold voltage (VH) for

this sample is between 20 V to 30 V depending on the temperature. Assum-

ing a nominal value of 25 V for threshold voltage, 60 V back gating should

give a carrier concentration of 2.58x1012/cm2. We obtained this number us-

ing a parallel plate formula for carrier concentration: n = Cox

e
(VG − VTh),

where Cox is the capacitance of 285 nm of silicon dioxide taken as 1.18 x

10−4Farad/m2.

Also note that the activation behavior is not perfect. In fact, the log(G)

vs 1/T fit gives different activation energy values depending on the range

of fitting. In Fig.3.19 two activation energy plots are plotted as a function

of applied back gate voltage. The top curve is obtained by fitting the data

between 200 to 260 K. The bottom curve is fit between 120 to 180 K. This

indicates that the activation energy is increasing with increasing tempera-

ture. This could be attributed to the statistical shift of Fermi level with

temperature as discussed in Chapter 2.

The second hypothesis attributes the activated behavior to the hopping

mechanism through the localized states in the band gap. As per the math-

ematical framework provided in chapter 2, the activation energy in such a

regime is given as: EA ∼ εtln(T 2/N(εF )), where εt is the steepness of the

density of localized states and N(εF ) is the density of states at the Fermi-

level position. The density of localized states in the band-gap has been

reported to be an exponential function using capacitance measurements on

CVD grown MoS2 films [50]. As a result the activation energy takes the

form EA ∼ const− εF . As the gate voltage increases, the Fermi-level moves
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Figure 3.18: Seebeck coefficient of monolayer MoS2 plotted as a function of
temperature at various gate voltages. The solid lines are the fits obtained
by using the Seebeck coefficient expression for transport by electrons
activated to the mobility edge
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Figure 3.19: The plot of activation energy as a function of gate voltage.
The activation energy slowly increases with increasing temperature.
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Figure 3.20: Electrical conductance as a function of temperature on an
Arrhenius plot. The electrical conductivity shows activated behavior at all
gate voltages

up thereby reducing the activation energy, consistent with our experimental

observation.

Similar explanation has been qualitatively given in a previously published

study [24]. In this study, the density of localized states was assumed to be a

steep function of energy and the activation behavior has been attributed to

nearest neighbor hopping. The activation energy is qualitatively described

as the average energy difference between the nearest neighbors. If N(εF ) is

the density of states at the Fermi level position, then the energy difference

between the nearest neighbors can be roughly estimated as 1/N(εF )a, where

a is the average distance between the nearest neighbors. If the density of

states N(ε) is an increasing function of energy, then the activation energy

should decrease with increasing gate voltage, as observed in the experimental

data.

While the description given above seems to separate the two hypothesis as

mutually exclusive processes, that is not necessarily the case. In reality, the

current measured is the result of motion of electrons in the conduction band

as well as the ones in the localized band tail. When the Fermi-level is in- or

under the band tail, the number of electrons occupying the localized states

(nL) is much higher than the number of electrons occupying the extended
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Figure 3.21: Seebeck coefficient of monolayer MoS2 plotted as a function of
temperature at various gate voltages. The solid lines are the fits obtained
by using the Seebeck coefficient expression for transport by electrons
activated to the mobility edge

states (nC < nL) in the conduction band. However, the electrons in the

extended states are itinerant and have higher mobility (µE > µL) than the

localized states. The mechanism which has the the higher value of neµ will

dominate the conduction mechanism.

The determination of the correct transport mechanism is not possible to

make from just the electrical conductivity data. The possibility of the con-

tributions from both the mechanisms further complicated the analysis. Mea-

surement of Seebeck coefficient (S) could however provide an additional in-

sight into the transport physics. The temperature dependence of the Seebeck

coefficient at various gate voltages, as shown in Fig. 3.21.

An obvious observation of negative Seebeck coefficient confirms the n-type

behavior of the MoS2 channel. Secondly, as the gate voltage is increased,

the magnitude of the Seebeck coefficient decreases at all temperatures, this

is because of the upward movement of the Fermi level εF with increasing

gate voltage, thereby reducing the average entropy carried by the electrons

< ε − εF > /T . As for the temperature dependence, at low gate voltages,

the magnitude of the Seebeck coefficient initially decreases with increasing
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Figure 3.22: Summary of theoretical expressions for electrical conductivity
and the Seebeck coefficient when localized and extended states are
considered in isolation

temperatures and then increases marginally at around 200 K. This is a novel

observation compared to what has been reported for the exfoliated films [25]

as well as for the CVD grown films [30]. At higher gate voltages, the Seebeck

coefficient increases monotonically with temperature which is commonly ob-

served in highly doped semiconductors/metals where the charge transport

happens by the diffusion of electrons occupying extended states. This ob-

served temperature variation of Seebeck coefficient can be used to obtain

further insight into the electron transport mechanism. The summary of the-

oretical expressions given in Fig.3.22 can be used for that purpose.

In this table, the theoretical expressions for electrical conductivity and the

Seebeck coefficient are provided. The expression given in the first row were

derived assuming that only the localized states are present in the system

and that the extended states can be ignored. Similarly, the expressions in

the second row represent the case where the localized states are absent and

the electrons occupy only the extended states. The ambiguity regarding the

transport mechanism discussed in conjunction with the electrical conduc-

tance data can be summarized from the electrical conductivity column, with

both the mechanisms giving an activated behavior. Looking at the column

for the Seebeck coefficient expressions, it can be seen that both the expres-

sions can be written as S = −C1/eT − C2T/e + C3. In this equation, the

second term C2T/e arises because of the statistical shift of Fermi-level with
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temperature. As seen in the 3.21, this expression fits the experimentally

measured Seebeck data really well. The fitting parameters C1, C2 and C3

can now be used to discuss the ambiguity in transport mechanism.

If electrons in the extended states dominate both the current and entropy

flow, the expression C1 + C2T
2 from the Seebeck coefficient fitting should

match the activation energy obtained from the electrical conductance data.

For similar considerations for the localized states, the expression C1 + C2T
2

should be smaller than the activation energy obtained from the electrical

conductance by 2εt. In Fig.3.23, the activation energies from the electrical

conductance data and the expression C1+C2T
2 from the Seebeck data fitting

are plotted together. It can be seen from the figure that in contrast to the

above discussed theoretical expectations, the electrical conductance activa-

tion energy is smaller than C1 +C2T
2. So, it can be inferred that the charge

transport and the entropy transport cannot be explained by considering just

the localized states, or just the extended states. In other words, there is a

mismatch in the mechanism that dominates the current flow and the entropy

flow. The fact that the Seebeck ”activation energy” is higher than that of

the electrical conductance indicates that higher energy electrons dominate

the entropy transport. Based on these inferences, the following description

of the electron transport mechanism can be given. In the MoS2 samples

measured, the electrons in both the localized and the extended states flow

from one side to another under applied non-equilibrium conditions. The non-

equilibrium condition could be an electrical field or a temperature gradient.

Considering the current flow under an applied electrical field, the electrons

in the localized states outnumber the number of electrons in extended states,

and therefore dominate the current despite being low in mobility. However,

when considering the entropy flow under an applied temperature gradient,

the electrons occupying the localized states near the Fermi-level contribute

very little due to smaller or negative (ε− εF )/T values. Therefore, the elec-

trons in the extended states dominate the entropy transport.

Similar arguments regarding the transport mechanism can be made by

observing the temperature variation of the Peltier coefficient π = ST . The

Seebeck data is replotted as the Peltier coefficient in Fig. 3.24. It can be

seen from the figure that at 15 and 20 V gating, the Peltier coefficient is

nearly constant at 80 mV and 40 mV respectively at low temperatures and

then transitions to an increasing as the temperature is further increased. It
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Figure 3.23: The activation energy or energy gap obtained from the
Seebeck coefficient fitting and from the electrical conductance data

can also be observed that the transition temperature decreases as the gate

voltage is increased. Recall that the Peltier coefficient is the average energy

carried by the electrons, < ε − εF >. Considering the magnitude of the

Peltier coefficient at 15 V gating, it can be said that the average energy

of the electrons carrying the heat is 80 meV above the Fermi-level. This

number is much higher than the activation energy of 16 meV obtained from

the conductance data.

This discrepancy can be explained again as follows: Both the extended

and the localized electrons carry the current. However, most of the current

is carried by the localized electrons close to the Fermi-level. When accounting

for the energy carried by the carriers, the localized electrons do not contribute

much due to their proximity to the Fermi level. In other words, the < ε−εF >
contribution from the localized electrons is small. In fact, this contribution

averages to nearly zero, if the density of states is a very slowly varying or a

uniform function near the Fermi level.

The near-constant followed by the increasing trend of the Peltier coefficient

can be explained by the statistical shift of the Fermi-level. As discussed
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Figure 3.24: Peltier coefficient of monolayer MoS2 plotted as a function of
temperature at various gate voltages.

in chapter 2, as the temperature is increased, the Fermi-level shifts down

resulting in a higher value of < ε − εF >. Assuming the contribution from

the localized states to be zero, the shift in Fermi-level with temperature can

be traced using the expression for the Peltier coefficient for semiconducting

materials.

π =
kB
e

(
εC − εF
kB

+ AT

)
(3.13)

Here A is called the kinetic term and it represents the energy transported by

the electrons above the conduction band edge. A is given by

A =

∫∞
0

ε
kBT

σ(ε)dε∫∞
0
σ(ε)dε

(3.14)

with ε being measured relative to the conduction band edge energy εC . In

two dimensional materials with constant density of states in the conduction

band, the value of A is 1. Assuming this value to be true in Eq. 3.13, the

position of the Fermi level can be traced as shown in Fig. 3.25.

We note that this calculation is an overestimation as it neglects the fi-
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shift under activation assumption.png

Figure 3.25: The position of Fermi level from the mobility edge calculated
from the Peltier coefficient measurements. The values are positive when the
Fermi-level is under the edge.

nite contribution of energy carried by the localized states. The decreasing

trend at low gate voltages indicates that the Fermi-level is moving towards

the mobility edge with increasing temperature. This upward movement is

only possible when the carrier concentration is influenced by the activation

of electrons across the Fermi-level, very similar to the intrinsic limit in sili-

con. This indicates the possible presence of a bump in the density of states

function at around 0.25 eV from the conduction band edge.

Finally, the power factor of MoS2 is plotted as a function of tempera-

ture at various gate voltages in Fig.3.26. The maximum power factor mea-

sured for the sample presented here is 1mW/K2m at 60 V back gate voltage

(Carrier concentration of 2.5x1012/cm2). We can observe from the figure

that the power factor increases with increasing gate voltage at all temper-

atures. This indicates that the low electrical conductivity is the limiting

factor in applicability of MoS2 in thermoelectric applications. This inference

can be further consolidated by comparing the experimentally obtained See-

beck and electrical conductivity values with corresponding predictions from

the semi-classical calculations [1]. The maximum power factor observed ex-
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Figure 3.26: Power factor S2σ of monolayer MoS2 plotted as a function of
temperature at various gate voltages.

perimentally is smaller than the theoretical prediction by a factor of 20 at

the same carrier concentration (60 V gating). Under these conditions, the

experimentally observed Seebeck coefficient and the electrical conductivity

are 280 µV/K and 6000 S/m respectively. Corresponding values from the

semi-classical calculation are 450 µV/K and 105 S/m. While the Seebeck

coefficient is smaller by a factor of 1.5, the electrical conductivity is smaller

by a factor of 15. Therefore, for successful use of MoS2 in thermoelectric

applications, the electrical conductivity needs to be improved, perhaps by

doping methods or by decreasing the trap states.

3.5 Conclusion

In conclusion, AC and DC measurement techniques for thermoelectric charac-

terization of 2D transition metal dichalcogenides are presented. Due to high

channel impedance in 2D materials, DC methods with high input impedance

instruments are preferable to AC methods. However, care must be taken to

prevent many possible offset errors in the DC methods.
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The electrical conductance and the Seebeck coefficient measured by the

described DC methods are also shown. The measured electrical conductance

shows an activated behavior at all gate voltages. Two plausible hypotheses

are presented to explain the observed electrical conductance data. Using the

Seebeck coefficient data and its fitting, the ambiguity in the electrical con-

ductance data has been resolved and an overall picture of electron transport

has been presented.

It has been concluded from the analysis that the electrons in both the

extended and the localized states contribute to the charge and the entropy

flow. However, the charge transport is dominated by the localized electrons

while the entropy transport is dominated by the electrons in the extended

states. Finally, a maximum power factor of nearly 1mW/K2m has been

observed which is comparable to the power factor of 5mW/K2m in Bi2Te3.

By comparing the observed power factor with the semi-classical calculations,

it has been shown that the lower electrical conductivity in real MoS2 samples

limits its applicability in thermoelectric devices.
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CHAPTER 4

THERMAL CONDUCTIVITY
MEASUREMENT OF 1D STRUCTURES

4.1 Introduction

One dimensional structures like nanowires are promising thermoelectric ma-

terials as they exhibit lower thermal conductivity values compared to their

bulk counterparts. Understanding phonon transport in these structures can

help in engineering them so as to push their thermal conductivities even

lower. Thermal conductivity measurement using the suspended bridge MEMS

platform [52],like the one shown in Fig 4.1, is a powerful method often used

to gain such fundamental insight into phonon transport in 1D structures.

For example, this platform has been used successfully to advance the un-

derstanding of phonon transport in silicon nanowires for thermoelectric ap-

plications. Initially, the platform was used to show [53] that silicon’s thermal

conductivity reduces from 150 W/mK in bulk to 40 W/mK in nanowires. A

further reduction in thermal conductivity was hypothesized [54] for nanowires

with rough surfaces based on experiments done using a similar platform. Our

group and others carried out systemic measurements [12] of the thermal con-

ductivity of silicon nanowires for various surface roughness profiles to test

this hypothesis. Using multiple scattering theory [55], we demonstrated that

the thermal conductivity can indeed be reduced by roughening the nanowires

such that the roughness correlation length is comparable to the wavelength

of the dominant phonon mode.

It is apparent from the above example that this measurement technique

is an effective way to understand the influence of microstructure engineering

on phonon transport. The benefits of this technique can be further advanced

and used for much more sensitive measurements if certain limitations could

be addressed. In this chapter, we describe the measurement principal and the

limitations of this technique. We then provide a description of the solutions
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Figure 4.1: Scanning electron microscopy image of the suspended bridge
platform used to measure thermal conductivity of one-dimensional
structures

developed by our group and others to address these limitations, along with

the results of the implementation of these solutions in our lab.

4.2 Measurement Principle

Fig.4.2 shows a higher magnification scanning electron microscope image of

Fig. 4.1. Using these two figures, it can be seen that the device includes two

suspended membranes, each supported by six long, thermally resistive silicon

nitride (SiNx) beams. These membranes are designated as heating (H) and

sensing (S) membranes. Each membrane has a 30nm thick platinum (Pt)

serpentine coil sandwiched between two SiNx films [12] that serve as resistive

heaters/thermometers. The platinum coils (with electrical resistances RH

and RS) are connected to the contact pads via Pt leads (resistance RL each)

that run through the supporting beams. The 1D structure to be measured

is placed between the heating and sensing membranes and the entire device

is kept at bath temperature T0 in a high-vacuum cryostat.
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Figure 4.2: Higher magnification SEM image of the heating and sensing
membranes at the center of the device shown in Fig. 4.1. The sample to be
measured is placed across the membranes

Once the entire device equilibrates to its bath temperature T0, DC current

(I) is passed through the Pt coil in the heating membrane. Joule heat is

generated in the coil (QH = I2RH) and two of the leads (2QL = 2I2RL)

connecting the coil to the contact pads. Half of the heat generated in the

leads reaches the membrane and the other half flows to the substrate at

temperature T0. The total heat in the heating membrane QH + QL now

flows to the substrate at T0 through two pathways. One pathway is directly

through the six beams supporting the heating membrane at temperature

TH . This pathway is represented by the lower branch of the thermal circuit

in Figure 4.3. The upper branch in the thermal circuit represents the second

heat conduction pathway and it includes the sample, the sensing membrane

at temperature TS and its beams.

By conservation of energy, the heat flowing through the first pathway Q1 =

GB(TH −T0) and the second pathway Q2 = GB(TS −T0) add up to the total

heat in the heating membrane QH +QL. Assuming the thermal conductance

of the beams supporting the heating and the sensing membranes to be equal

(GB), the thermal conductance of the beams is
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Figure 4.3: Thermal circuit representing the heat flow pathways from the
heating memebrane at temperature TH to the substrate at temperature T0

GB =
(QH +QL)

((TH − T0) + (TS − T0))
(4.1)

Finally, the heat flowing through the sample GS(TH − TS) is same as the

heat flowing between the sensing membrane and the substrate GB(TS − T0).
This yields the sample conductance GS as

GS = GB
(TS − T0)
(TH − TS)

(4.2)

The steady state temperatures, TH and TS, of the two membranes are

obtained by measuring the coil resistances, RH and RS. The heat flowing

through the heating membrane QH + QL is obtained as (RH + RL)I2 by

measuring RH + RL. To measure these resistances, small AC currents at

different frequencies are passed through the coils on the heating and sensing

sides, and the corresponding voltage drops measured using lock-in amplifiers

[52]. The resistance data can then be converted to a temperature rise using

the calibration curve for RH and RS. Figure 4.4 shows a typical temperature

rise measurement as the DC heating current I is swept.

The sample conductance obtained using this device includes the contact

conductance between the membranes and the sample. Care should be taken

to minimize this contact resistance by welding the sample to the membranes.

This is achieved with a large platinum patch deposited using e-beam induced

deposition in a focused ion beam tool.
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Figure 4.4: Temperature rise on heating (TH − T0) and sensing (TS − T0)
sides as the DC heating current is swept

4.3 Limitations and solutions

In this section, we list the limitations of the measurement technique as de-

scribed so far.

4.3.1 Sample mismatch between measurement and imaging

Consider the thermal conductivity measurement of a 1D structure like a

nanowire. The nanowire to be measured is placed across the membranes us-

ing a drop casting method or by using an omniprobe in a focused ion beam

(FIB) tool. Drop casting method is easier of the two methods as it just in-

volves placing a drop of isopropyl alcohol with nanowires suspended in it on

the measurement platform. However, in this method, it is very challenging

to characterize the microstructure of the same wire that has been measured.

Nanowires taken from the same suspension are used to characterize the mi-

crostructure and are assumed to represent the actual nanowire measured.

This assumption introduces an uncertainty in the study of influence of mi-
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crostructure on phonon transport.

In the omniprobe method, a wire placed on a holey carbon carbon grid is

first characterized for its roughness or other microstructure information un-

der a transmission electron microscope (TEM). The same wire is then trans-

ferred using an omniprobe from the carbon TEM grid onto the measurement

platform. This method is laborious and includes the risk of damage to the

nanowire by gallium ions used in the transfer process. The impact of the ion

irradiation is exacerbated when dealing with ultrafine wires.

To overcome the problems associated with the above two processes de-

scribed, we modified the fabrication of the measurement platform so that

there is a through hole underneath the membranes as shown already in Fig.

4.1. The through hole enables direct TEM imaging and thermal conduc-

tivity measurement of the same 1D structure while also allowing the use of

the easier drop casting method. The modified platform can be also be used

to perform in-situ measurement of thermoelectric properties under various

conditions like applied strain etc.

To fabricate the through holes under the membranes, we start with a lightly

doped 300 µm thick 4 inch silicon wafer. We protect the front side of the

wafer with a film stack of 30nm/30nm/300nm PECVD SiNx/SiO2/SiNx. we

then deposit 350 nm of PECVD SiN2 on the back side of the wafer. Using

photolithography (EVG 620 mask aligner) and CF4 Freon reactive ion etching

(RIE), we pattern 700µm x 700µm windows through the SiNx deposited on

the back side. Using 20 wt% potassium hydroxide (KOH) solution for 90

minutes, we etch around 90 µm of silicon through the windows on the back

side of the wafer. The protective stack on the front side is then etched away

using a combination of Freon RIE etching and buffered oxide etch (BOE).

Using one backside alignment and two front side alignment steps, we pattern

the Pt lines and beams on the front side of the wafer as usual [52]. During

the final step of suspending the membranes, the KOH etches silicon from

both top and bottom side of the wafer resulting in a through hole.

The fabricated devices are 1cm x 1cm in size and do not fit inside the

conventional TEM holder used for 3mm x 3mm TEM grid. To overcome

this problem, we use an in-house built Beryllium copper TEM holder, shown

in Fig. 4.5a. The holder is designed to accommodate the 1cm x 1cm device

chips and to align the through hole in our devices to the beam path in the

TEM. The alignment is apparent from Fig 4.5b which is a picture of the
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TEM phosphor screen taken as soon as the holder was inserted.

4.3.2 Measurement accuracy

It follows from the above discussion that the combination of the modified

thermal conductivity measurement platform and the associated imaging ca-

pability opens the door to undertake more precise thermal measurements.

One possibility is the measurement of thermal conductivity of ultra-fine

nanowires. Another possibility is to measure thermal conductivities of sam-

ples with subtle differences in their microstructure. Yet another possibility

is to modify the platform to apply strain on the sample and measure cor-

responding changes in the thermal conductivity. Since the changes in the

microstructure can be characterized precisely, valuable information regard-

ing the correlation between the material’s microstructure and its thermal

properties can be obtained.

Limitations in the accuracy and resolution of the thermal conductance

measurement hamper the implementation of the possibilities listed above.

Accuracy of the measurement is limited by presence of stray thermal conduc-

tance resulting from the radiative and convective heat transfer between the

membranes. These contributions become important and must be accounted

for while performing measurements on samples with very small thermal con-

ductances. To estimate the thermal conductance contribution from stray heat

transfer sources, we performed the measurement on an empty device without

any 1D structure across the membranes. Fig.4.6 shows measured stray ther-

mal conductances at room temperature and above. At room temperature,

the stray conductance is just over 600 pW/K. Therefore, it is necessary to ex-

perimentally estimate the stray conductance while performing measurements

on ultra-thin samples with conductances of the order of 1 nW/K.

We expect the stray conductance to vary from one device to another. So,

the stray conductance must be measured on the same platform on which the

1D structure is measured. This can be done by cutting the 1D structure

in an FIB tool after the measurement. Alternatively, the measurement on

the empty device can be done before the 1D sample is transferred onto the

platform. We also note that the heat transfer contribution due to convection

can be minimized by maintaining high levels of vacuum in the cryostat.
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Figure 4.5: Images of the in-house biult transmission electron microscope
holder that can accommodate the thermal conductivity measurement
platform and align it to the electron beam inside a TEM
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Figure 4.6: Thermal conductance measured on a platform without any
sample across the membranes. The measured conductance is the result of
radiative and convective heat transfer between the membranes

This measurement shows that thermal conductances as small as 500 pW/K

can be measured using the current measurement platform and instrumenta-

tion. This number does not represent the smallest conductance that can

be measured. The lower measurement limit can be pushed further down

by making the platinum resistance coils more resistive as long as the stray

conductances are accounted for.

Another source of systemic error is caused by the asymmetry of the mea-

surement platform, as suggested in ref. [14]. In the measurement principal

described in the previous section, it was assumed that the thermal conduc-

tances of the six beams on the heating and the sensing side were equal. In

other words, referring to Fig.4.3, 1/GB thermal resistance is assumed to be

same in the top and the bottom branch. However, in a real platform, the

beams do not have the exact same thermal conductance on both the sides.

While the difference is typically small, it follows from Eq.4.2 that it could

result in error depending on the temperature rise on the sensing side. For

example, if the temperature rise on the heating and the sensing side are 5

K and 1 K respectively, a 1 nW/K error in beam conductance 1/GB can
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Figure 4.7: Thermal circuits representing the measurement scheme that
accounts for asymmetry in thermal conductance of the beams on the
heating and the sensing side

cause an error of the order of 250 pW/K. Note that this error is minimized

while working with samples with lower conductances because of the lower

temperature rise (TS − T0) on the sensing side. As a result, this is not a

critical error contribution for ultra-thin nanowires. It’s contribution can be

further reduced by making the beams more resistive, perhaps by using four

beams on each side instead of six. In the following paragraphs, we describe

a simple method [14] that could be used to estimate this error contribution.

The asymmetry in beam thermal conductance can be taken into account by

switching the heating and sensing membranes and repeating the experiment.

Corresponding thermal circuits for the analysis are shown in Fig. 4.8. The

figure on the top is for measurement where the left hand side membrane

is used as the heating side. The reverse case is represented by the bottom

figure. In the figure, 1/GBL and 1/GBR represent the thermal conductances

of the left and the right side beams respectively.
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Applying conservation of energy at node TH in both the circuits, the fol-

lowing equations can be written:

QLR = (TS − T0)LRGBR + (TH − T0)LRGBL

QRL = (TS − T0)RLGBL + (TH − T0)RLGBR

(4.3)

The subscript LR represents the measurement in which left side membrane

is the heating membrane, and vice versa. These equations can be rewritten

as:

(
d(TS − T0)

dQ

)
LR

GBR +

(
d(TH − T0)

dQ

)
LR

GBL = 1

(
d(TS − T0)

dQ

)
RL

GBL +

(
d(TH − T0)

dQ

)
RL

GBR = 1

(4.4)

The terms in the brackets are obtained as slopes from corresponding plots.

Solving the pair of equations, we get the thermal conductances of the beams

on the left and the right side.

From the figure, it can be seen that the beams differ in their thermal

conductance by ∼ 1nW/K. The maximum temperature rise on the heating

and the sensing side for the sample measured were 4.1 and 1.3 K respectively.

These numbers imply that platform asymmetry causes an error of ∼ 0.5

nW/K. The sample measured had a room temperature thermal conductance

of 20 nW/K. For a 1nW/K sample, the error would be 25 pW/K.

4.4 Conclusions

In this chapter, we pointed out various limitations in the suspended bridge

measurement platform and present the solution to eliminate or estimate the

impact of these limitations. The most important limitation is the mismatch

between the sample that is measured and the one that is characterized. This

introduces a major uncertainty in correlations between material’s microstruc-

ture and phonon transport. This limitation is eliminated using a transmission

electron microscope holder that can accommodate and align the measurement
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Figure 4.8: Thermal conductance of the beams on the left and right side of
the measurement platform. The difference is of the order of 1nW/K

platform to the electron beam in the TEM.

The second limitation is the measurement accuracy of the measurement

platform which limits its applicability for ultra-sensitive thermal conductance

measurements. We estimated this uncertainty to be of the order of 500

pW/K. This estimate is obtained by measuring the thermal conductance due

of an empty device without any sample bridging the suspended membranes.

This measurement of the stray conductance also indicates that the platform

is sensitive to measure samples with conductances of the order of 500 pW/K.

Finally, the impact of the asymmetry of the beams on the measured sample

conductance and the method to estimate it is discussed.
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CHAPTER 5

CONCLUSION AND FUTURE WORK

Our investigation of the thermoelectric properties of one- and two dimen-

sional structures has been presented in this dissertation. For the study on

two dimensional materials, we focus on the measurement of Seebeck coef-

ficient and electrical conductivity of monolayers of Molybdenum disulphide

(MoS2). We observe a maximum power factor of 1mW/K2m from our mea-

surements on chemical vapor deposition grown MoS2 monolayers. The power

factor number is promising when compared to the power factor of 5mW/K2m

in Bi2Te3 which is a common material of choice in commercial thermoelec-

tric devices. However, the maximum power factor value quoted here was

observed at very high gating voltages (60 V). In our experiments, as the

gate voltage is increased, we observe a decreasing Seebeck coefficient (S) due

to movement of the Fermi-level closer to the conduction band edge. This

observation is accompanied by increasing electrical conductivity (σ) due to

increased carrier concentration. In light of these two observations and the

monotonically increasing power factor (S2σ) with increasing gate voltage, we

conclude that the low electrical conductivity is the limiting factor in appli-

cation of MoS2 in thermoelectric applications. Since gate voltages cannot

be applied in practical thermoelectric devices, doping methods need to be

developed to increase the electrical conductivity of MoS2 for its successful

deployment in thermoelectric applications.

Apart from testing the applicability of MoS2 in thermoelectric devices,

this dissertation also presents crucial insights into the nature of electron

transport process in MoS2 monolayers. We obtain these insights by using our

experimental data in combination with a theoretical framework developed in

this dissertation. The theoretical framework is based on a percolation theory

model that has been previously used to derive the expressions for the Seebeck

coefficient and electrical conductivity in 3D materials. We derive relevant

expressions for 2D materials in this dissertation assuming step function and
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exponential function density of states. The theoretical structure developed in

this dissertation could be used as a framework for analyzing hundreds of other

2D materials that belong to the category of transition metal dichalcogenides.

Using the theoretical framework and the experimentally observed thermo-

electric properties of MoS2, we show that the electrons in both the localized

as well as the extended states contribute to the current and entropy transfer

process. However, our analysis indicates that the electrons occupying the lo-

calized states dominate the current flow while the electrons in the extended

states dominate the entropy flow or the Seebeck coefficient. The domination

of the localized electrons in the charge transport process can be attributed to

higher occupancy of the localized states. On the other hand, the domination

of the extended electrons in the entropy transport process can be explained

by considering small or negative entropy contribution of localized states due

to their proximity to the Fermi level.

Further insights into the transport properties of MoS2 can be obtained

by extending the experiments presented in this dissertation. One immediate

direction is to study the influence of the substrate and encapsulation. In our

experimental studies, we observed deterioration of MoS2 over time. We sus-

pect that this is the result of oxidation of Molybdenum atoms when exposed

to ambient air. A systemic study of the variation of thermoelectric properties

with aging of the samples can be performed for bare and encapsulated MoS2

channels. Boron nitride is a commonly used insulator for encapsulating the

MoS2 channel to protect it from environmental effects [56]. Due to the ab-

sence of dangling bonds, h-BN is also likely to increase the mobility of MoS2

channel thereby increasing the power factor of MoS2.

Another possible future direction for this work is to study the influence of

intentionally introduced dopants/defects. Following the theoretical study of

Mahan and Sofo [57], dopants could be introduced such that a delta func-

tion shaped density of states is formed in the band gap. By controlling the

location and the intensity of the peak, the transport properties of MoS2 can

be controlled. Measuring the thermoelectric properties of MoS2 under var-

ious gas environments could also provide different density of states in the

band-gap resulting in different thermoelectric properties.

As for the one dimensional materials, the focus of the dissertation is on

the measurement of thermal conductivity using a suspended bridge plat-

form. More specifically, the focus is on removing certain limitations of the
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measurement platform that hinder its applicability for samples with very low

thermal conductances. In our earlier measurements on silicon nanowires us-

ing the platform, one of the biggest limitations was the mismatch between

the sample that was measured and the one that was characterized. In or-

der to carryout thermal measurement and microstructure characterization on

the same 1D sample, we modified the fabrication procedure to introduce a

through hole underneath the device platform. Additionally, we custom built

a TEM holder that can accommodate the 1cm x 1cm device chips and also

align the device platform along the electron beam in a TEM.

We also estimated the stray thermal conductance as a result of radiation

and convection between the two membranes to be of the order of 500 pW/K.

This establishes that while measuring samples with thermal conductance of

the order of 1 nW/K, the stray thermal conductance of the platform must be

characterized. The impact of the device asymmetry for samples of high and

low thermal conductances is discussed and a method to estimate this error

is provided.

The measurement platform can be improved in several different ways and

can to include several features. A first step would be to fabricate the samples

with four supporting beams instead of six on heating side. This will result

in an more heat to flow through the sample and the sensing side beams,

resulting in higher temperature rise on the sensing side. Such a feature will

be beneficial for measuring thermal conductance of samples with very low

thermal conductance. Furthermore, the beams on the sensing side could be

made wider to increase their thermal conductance to further amplify the

temperature rise on the sensing membrane. The error estimation scheme

provided in this dissertation could be used to estimate the beam asymmetry

could be used to easily extract thermal conductance of the samples.

With the TEM characterization capability on the measurement platform,

new dimensions could be added to the platform. In-situ thermal conductivity

measurements can be carried out to study phonon transport as a function of

applied stress [58] or under different ambient conditions.
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