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PREFACE

As this thesis was being completed, an article appeared in a 1local
newspaper. It anounced the introduction of an isolated word voice
reccgnition system, initially available for the IBM Personal Computer,
that sells for $995. At this price, it is still expensive; but it is
considerably less than earlier systems of comparable capabilities.
Thus, the realization of a practical system may be nearer than what I
had estimated.

It is interesting to note that in the past, in Advanced Digital
Systemg Laboratory, several projects in building a voice recognition
system Had been initiated. Although none of them were successful, they
provided much 'inéentive for building this one. As of now, this system
is able to recognize words and, thus, represents the next step -toward
Prof. Uribe’s eventual goal of placing such a s§stem onto a robot.

There are many interesting -aspects about this thesis. It
encompagses both pardwane and software. The hardware utilizes both
analog and digital technologies. The software is written using both
assembtly language and Pascal. In -addition, because of'the:proboco1
chosen foE communicaiion between the feature extractor and the MPT/100,
the hardware and software portions were atle to be debugged separately.
At times, a standard CRT terminal was used to 'simulate the system
hardware; at other times, it was simulating the MPT/100 software.

Overall, this has been a very satisfying experience..
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CHAPTER 1

BACKGROUNDS

1.1 Introduction

As more and more automatic machines and robots are becoming involved
in our 1lives, there ‘are increasing needs for coamunication between
people and machines. 7Traditionally, this has been accomplished by using
such devices as keyboards- and CRT displays. However, the most natural
method of communication for humans is probably through speecli. Thus,
much research and development has been done in both speech synthesis and
speech recognition, with the latter being significantly more difficult.

There are two main categories of speech recognition: discrete
utterance and connected speech. Discrete utterance recognition conterns
recognizing 1solated words. The application here, as an example, may be
for simple commands to a robot. C;nnected speech recognition extends
the recognition to complete sentences. An example of its application

may be an automatic dictation machine.




This thesis describes an implementation of a discrete utterance
recaognition system. There are wmany éoals for this thesis. One is to
design using stand;rd components of the 1latest techhology, thereby
simultaneously reducing the part count and cost. A second goal is to
keep the system relatively .simple, for easy debugging and better
reliability. & third goal is to make provisions for future expansions
and improvements. A fourth, perhaps the Mmost important goal, is to
design a working system, thus proving the practicality of speech input

to computers.

1.2 Problems in Voice Recognition

As with many other systems in science -‘and engineering, there are
problems to overcome in this system. These deal with the conversion of
speech input into a form usable by a computer, and with the process of
the computer ‘in its attempt. to recognize the input.

The solutions to the obstacles of the first category must -answer
many questions. One, what are the relevent components of speech
sign;ls? qu,_héw-ﬁre theSe'parameters to be collected by the voice
recogniton s&stem? And finally, in what forms should they be repre-
sented so the computer can process efficiently?

Similarly, many questions arise in solving problems of ‘the second
category. First, how can the computer associate a given set of input
parameters to a word? Second, what are the 'algorithms necessary for
recognizing the spoken word, since no person can speak any given word

identically all‘the time? And finally, would the computer have problems




recognizing words spoken by different persons, given that éVerone has
an uwique voice?

All,'or at least most, of these problems must be addressed and
solved before a practical voice recognition system can be realized.
This thesis deseribes this author’s -attempt in implementing such a
.system.

Chapter 2 gives an overview of this system, including discussions
about decisions on the approach taken. Chapters 3 and 4 deseribe the
hardware and software involved, respectively. Chapter 5 presents
performance of ‘the resulting system. Chapter 6 .concludes with
dicussions on possible improvements. The appendices inelude'schematic
diagrams, all the program listings, and the operating procedures for
this system.

It should be emphasized here that, unlike many other theses, this
one does not represent. a final nor a best solution to a problem.
Instead, this system should be considered as a starting point toward

realizing an inexpensive and practical voice recognition system.




CHAPTER 2
SYSTEM OVERVIEW

This chapter presents overviews of the voice recognition system from

two different viewpéints: functional and operational.

2.1 Functional Overview

Punctionally, this system has two major components, as shown in
Figure 1. The feature extractor detects the input voice signal. After
parameterizing, its representation. is passed to the host computer for

pr‘oc-essi-n_g..

Voice \fFeature - | Host. : Output
Input 7{Extractor jipompdter‘ 7 Results
Storage

Figure 1 - System block diagranm.




2.1.17 Feature extractor

The function of the feature extractor is to capture the. "essential"
parameters of the input voice signal. But first, some decisions must be
made as to what these parameters -are. There are two methods for
deriving them, based on either time~ or frequency-domain analysis.

Time-domain analysis is usually implemented in ‘hardware, producing
such parameters 'as 2ero-crossing density and fundamental frequency.
This approach suffers from one difficulty. Since a speech signal 1is
time-varying, any parameters rep?esenting it must vary with time.
Therefore, these time—based parameters- are necessarily representing
‘short=time Iintervals. The difficulty arises, then, in distinguilshing
components of the signal between long-time and short-time. Also, past
researches have shown that time-based pgrameters alone do not provide
adequate information for successful voice recognition [12].

Frequency-domain analysis extracts parameters such as energies of
spectral bands, gross spectral shape, and formant frequencies and
trajectories [12]), This is accomplished by first converting the speech -
signal into short-time frequency spectrum. Three methods are available:
bandpass filtering, Fourier transform, and linear predictive coding.

Bandpass filtering is ‘straightforward bﬁt has ‘many practical
constraints, 1limiting its frequency resolving capacity. Foufier
transform provides better resolution but requires large amount of
computation. Linear predictive coding does not improve spectral
resolution but is efficient in determining formant frequency; however,

it also requires a large amount of computation.




Since one of the goals of this thesis is to keep the design simple,
the bandpass f{iltering approach is chosen. It is also decided that the
energies of each passband would provide sufficient information for voice
recognition. Thus, the feature extractor has 3 simple job: convert the
outputs from these filters into parameters proportional to the ehergy in
each. This is accomplished by using pesk detectors tracking the
envelope, which relates to energy, of the signal in each band.

Since a digital computer is accepting the outputs from this device,
the outputs of the peak detectors must be in digital forms. This is
obtained using an analog-to-digital (A/D) converter.

For ease in development, this design makes the feature extractor,
the hardware portion of the system, independent of the host computer.
That is, it should be able to operate with most computers. Therefore,
some standard interface must be used to transmit the collected data.

A serial port is the most appropriate medium, since most computers
have such facility. This, however, introduces one problem. That-is,
this hardware must buffer the gathered parameters as the serial
interface may not be fast enough to transmit them in real-time.

The design of the digital portion of this hardware incorporates a
microprocessor-based controller. This controller has the responsi-
bilities of controlling the data acquisition and transmission. 1In
addition, the encoding of the parameters is performed by this
controller.

As will be described in Chapter 3, the design of this controller is
much ‘simplified by the choice of the microprocessor,; which is the Intel

8751 single-chip microcontroller. A bloek diagram of the resulting




feature extractor is shown in Figure 2.

Voice Mic| ~JFilter Peak ] A/D Micro- | \Digital
Input “lAmp Bank [ /iDetector| [Converter| ~|controller " Data

Figure 2 - Feature extractor.

2.1.2 Host computer

Because thé_featuregextracting hardware is designed to be compatible
with most computers, the choice of the host ébmputen for this thesis {is
quite arbitrary. In fact, almost any computer would be adequate, as
long as it has a serial port and .enough mass storage for storing the
vocabulary.

The host computer chosen 4s a desk-top model, the Data General
MPT/100. This computer has a 16-bit CPU with hardware multiply and
divide. Also, it has two disk drives, each capable of storing 358
~ kilobytes [21.

To allow the possiblility of using a different host computer in the
future,.the system software should be written in an easily transportable
‘lansuage, This should also be a complled language, to reduce
computation time.

‘The software in this thesis is written in Pascal. Hopefully, only a
minimum of modifications would be needed if a différent_host;computer is

used in the future.




2.2 Operational Overview

This voice recognition system 1is deaigned to respond reliably to the
‘'voice of only one person, for any one set of words. This simplifies the
task of the system since it does not have to compensate for the
differences in voices among different speakers. The person who 1is to
operate this systeﬁ; then, has to:train.the. system to his/her voice.
Therefore, operationally, this voice recognition system has two distinct
phases, as shown in Figure 3. During the training session, ‘the input
voice pattern is associated with the text word and stored into the mass
storage. During the recognition session, the input pattern is compared

against the stored patterns while trying to recognize the input.

Add to - | Text ' Phase 1 =
Vocab_ulap}'fJ Word Training
Session
i
Voice | Mass
Pattern Storage
N Phase 2 -
F; Pattern <} Display Recognition
| Mateher Results Session

Figure 3 - Operational block diagram.

2.2.1 Training session

The purpose of the training session ‘is to allow the system to

.associate a'wogd to its parameterized voice pattern. This is under the




control of two programs. One in the feature extractor, controlliing the
data collection, and the other in the host computer, controlling the
storage of the parameters and the input of the text word.

The first program, named LISTEN, monitors the input for. the possible
beginning of a word. Once the start of a word is detected, LISTEN
collects, encodes, and transmits the voice patterns to the host
computer. When the end of the word is found, a special marker is sent
to indicate such. Section 1 of Chapter 4 describes this program in
detail. Note that, as far as LISTEN 4is concerned, there 1is no
difference between training and recognition. That is, LISTEN is common
to both sessions.

The second program, named TRAINING, builds the vocabulary by, first,
prompting the user to enter each word at the keyboard. Then, it allows
the user to vocalize that word, whose parameters are captured by the
feature extractor and transmitted from LISTEN. This pattern, along with
the word typed at the keyboard, is stored into a disk file named VOCAB,
without any further processing. .

The reason for storing the raw data into VOCAB is to facilitate
program development. By not processing in TRAINING, the program in the
recognition session can use various algorithms essentially independent
of the ¢training sesaion. When a new algorithm is being developed,
TRAINING would, hopefully, remain unchanged. Therefore, the program
TRAINING is a simple one, as will be described in the second section of

Chapter 4.
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2.2.2 Recognition session

Similar to the training_session, the recognition session is also
under the control of two programs: one to collect the data and one to
perform the task of recosniﬁion; As mentioned, the first program,
LISTEN, is common to both sessions.

The second program, located in the host computer and named RECOGN,
is the heart of this system. It is responsible for reading in the
vocabulary file, allowing the user to say a test word, and attempting to
recogniize this input. The recognition is accomplished by comparing the:
test input against the vocabulary. After the voice pattern of a test
word is received from LISTEN, RECOGN computes the similarity scores
between this and the each of the patterns in the vocabulary. When a
score meets the decision criteria, the input 1s recognized and the
stored text word printed.

Section 3 of Chapter 4 will describe this program in full detail,
including dicussions on the various algorithms for matching the unknown

voice pattern to the stored patterns.
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CHAPTER 3

SYSTEM HARDWARE

The hardware of this voice recognition system is composed of two
major components: the -analog and the controller boards. These two
boards are physically located in one box and are connected by a simple

bus system.

3.1 Analog Board

This board contains the components for the microphone amplifier, the

bandpass filters, and the peak detectors.

3.1.1 Microphone amplifier

The 'microphone amplifier used in this thesis is designed for use
with a low-impedance dynamic microphone; specifically, the Shure
Brothers model 561. This amplifer is designed with an adjustable gain,
to be calibrated such that when a fairly loud sound is picked up, the

cutput éf this ampiifier is at about one volt amplitude.




12

This design uses two op amps from an LM324 quad op amp IC, as shown
in Figure 4. The first stage is a simple microphone preamplifier. The
second stage is an adjustable amplifier with a maximum gain of 200. The
_LM325 IC 1is chosen to minimize component count, since there are four
amplifiers in one package, and 1%t is quite readily available and

inexpensive.

Figure 4 - Microphone amplifier.

3.1.2 Bandpass filters

Since the spectral information of the speech input will be derived
using bandpass filters, .several design decisions must be made. Thesge
concern the numbérzof bands, the bandwidth of each, and the response of
each filter. These factors are very much interrelated.

In order to gather reasonably accurate spectral information about
the speech signal, a large number of ban&s should bhe employed. However,

unless a large amount of overlap is tolerable, a large number of bands
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implies narrow bandwidths and steep cutoffs, with the associated
requirement of precision components. On the contrary, if too few bands
are used, subtleties in the ‘frequency domain would not be detected.
Therefore, some compromise must be found.

From speech research, it is known that human speech spectrum covers
the range from just under 100 to about 3000 Hertz. This was confirmed
experimentally during the course of this thesis. However, the speech.
energies are not uniformly distributed: vowels are rich in low
frequencies and consonants in high frequencies:. Because of this, one-
may’ be inelined to .design the filters such that the more critical.
frequency- ranges are covered more thoroughly; that is, to use filters of
narrower bandwidths at strategic frequency ranges. .This,-however,
encounters one problem. The pitch of different speakers varies. Thus,
the: critical frequency bands would vary from speaker to speaker.
Therefore, nonuniform bandwidth may not be any better than wuniform
bandwidth.

| Ideally, each passband should have zero transition bandwidth. This
is not achievable in practice. Since it would be desirable to have a
flat passband response and as sharp a transition as -possible, some
high-order filter would be necessary. Filters of very high order,
however, are known to be difficult to design and very sensitive to
component varlations. Again, some sort of compromise must be achieved.

After some research into similar voice recognition systes of the
past, where the number of bands varied from about five_éq about thirty,
the decision is made at seven, somewhat arbitrarily. This number is

chosen since '.the frequency range of 100 to 3000 covers aboutisix
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oetaVeg. Just in case there is information at either extreme of this
range, the bandpass filters should cover a range slightly larger, say 60
to nOOO;-which is seven octaves, hence the number seven. In addition,
Ito simplify design and since nonuniform bandwidth may not be advant-.
ageous, béndpaas filters of equal widths, on a logarithmic scale, are
used. The resulting filters have bands covering seven octaves, with
center frequencies of 62, ‘125, 250, 500, 1000, 2000, and 4000 Hertz.
‘Based on some of the data collected, there are significant energies in
all seven bands.

‘To obtain the desired response of the filters, some prelimilary
filters of various designs were built. The criterion for choosing the
final design was a compromise between higher-order filter and component
count. Based on these experiments, the final design used in this thesis
is a fourth<order inverse Chebychev filter. This filter has the
desirable features of fairly flat passband response and fairly steep
cutoff. Also, the implementation of the filter is chosen to be of the
infinite~gain multiple-feedback (MFB) circuit, as shown in Figure 5,
because of its simplicity, good stability,_and low output impedance.

Using reference [6]; Ffor Q=1 (corresponding to octave filters of one
octave width), stopband rejection of 30 dB, and unity gain, the design
parameters are:

B = 1.413164

C = 1,031123
For order of four, two cascaded stages are used. To design each stage
‘using the MFB implementation, various auxiliary parameters are defined

as follows:




Figure 5 - MFB bandpass filter.
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b= C1.
ez (pb=r)C1

The resistors R1, R2, and R3 are then calculated using

[{z=-pb)C1+xC2]wg

1 [1 1
bwo LC2 €

where

¥y = 2Wfo
The calculated component values are rounded to the nearest standard
values. Table 1 gives the actual values for the components used in this
thesis, noting that C1°s and C2°s for both stages of each filter are aof

the ‘same value.

TABLE 1t - COMPONENT VALUES FOR THE FILTER BANK.

. stage #1 _ stage #2
Freq ' Ci=C2. R1 R2 R3 . R1 R2 R3
62 0.1 24 7.5 St 2% 24 110
125 0.1 12 3.9 21 12 12 56
250 0.1 6.2 1.8 13 6.2 6.2 30
500 0.1 3 0.91 6.8 3 3 13
1000 0.01 16 8.7 33 16 16 68

Notes: Frequencies in Hertz.
Capacitances in microfarads.
Resistances in dlohms.
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Since each stage of each filter requires one op amp and, as will be
described shortly, each :peak-detector of each: band needs two op amps,
the LM32%4 quad op amp IC’s are chosen for this thesis. By doing so, the
components for each Pilter occupy a minimum area on the analog board.

The actual responses of the filters are plotted on Figure 6. In

addition, a composite response of all seven bands is also made, to

0.02 &=

0.01

A S SR N I £ I T

T 3

-+ IR 2 ) i T

50 100 200 500 1K 2K 3¢ 10K
Frequency (Hz)

Figure 6 - Frequency response.
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illustrate the overall response of the filter bank. Looking at Figure
6, it can be seen that, although the center frequencies and gains of
each band are not. guite at the precise designed values, they are
reasonably close. Since the training and recognition phases would use
the signals passing through the same filters, these irregularities
should not cause problems. Also, the composite plot-is fairly flat from
about 60 to 4000 Hertz, indicating that this'filter.b;nk would: not favor

any portion of the usable speech spectrum.

3.1.3 Peak detectors

The -output from each of the bandpass filters 13 an AC waveform with
amplitude corresponding to that region of the spectrum at ‘any instanti.
What the voice recognition sYstem_neeﬂsg however, is the energy level
within each band. The function of the peak detectors is to convert the
AC waveform into some time~varying DC level proportionél to the energy
level in each band.

Several considerations are reidvent llere. For  one, since speech
waveforms tend to be asymetric with respect to :zero volt, as any simple
experiment would confirm, a simple half—waﬁe- rectifier circuit is
insufficient. Two solutions are available. One approach woﬁld be. to
have two peak detectors, one for positive and one for negative peaks.
The other would be to uée a full-wave peak detector. . The design here
utilizes the latter approach; though this solution may tend to lose some
information concerning the speech input. However, this is deemed to be

‘less important, as using cne peak detector needs fewer components than
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using two.
A second consideration 1s that an ordinary diode-capacitor peak
dgtectov; such as that shown in Figure 7, has the disadvantage of one

diode voltage drop. To ovarcome this, the op amp peak detactor design

o—

i

Figure 7 - Diode-capacitor peak detector.
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Figure 8 - Op amp peak detector.
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is chosen. The design in this thesis uses that from reference (9], as
shown in Figure 8, with sore modifications to be described presently.
The third concern is that the ceircuit as it is in Figure 8 would
biindly follow the peak waveform, as déemonstrated in Figure 9{a). This
has the unfortunate problem of tracking any noise spikes present in the
input waveform. The solution is to place a series resistor in front of
the capacitor to limit the rise time of the output waveform, with the

resulting waveforms as in Figure 9(b).

(a)

Figure 9 - Peak detection.

The final design ‘of the peak detectors is shown in Figure: 10. The
resistors R1 and RZ are chosen such that the rise and fall times of the
output would be fast enmough to track any speech signal and yet slow
enough such 2s not to track noise and no£ to track the AC waveform

itself. The.optimim values are determined experimentally.
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Figure 10 - Peak detector.

3.2 Controller Board

The function of the controller board is to convert the amplitudes at
‘each band into digital form. The digitized information is then encoded
and sent to the host computer for further processing. To accomplish
this task, this board utilizes a aicrocontroller, an A/D converter, and
‘a logarithmic amplifier. In addition; a clock ecircuit 1s responsible

for generating-all the clock signals required on this board.
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3.2.17 Microcontroller

The micreccontroller is designed a?ound an Intel 8751 microprocessor
chip. This IC contains 4 kilobytes of on~chip EPROM, 128 bytes of
oﬂ-chip RAM, 2 programmable timers, one serial I/0 port, and up to 32
1/0 port pins. _'The 8751 1s designed for controller applications with
many bit-oriented instructions to manipulate the port pins [41.

In this thesis, some of the I/0 pins are used to control the A/D
converter while some others control the serial port for communication
with the host computer. Due to the flexibility of this IC, the I/O
interfacing is very simple, 'as will be described later.

Since the controller has to buffer the digitized input before
sending 1t to the host computer, and since the 128 bytes of on-chip RAM
is not sufficient to serve this purpose, additional RAM IC”s are
’employed in this design. It is decided, somewhat arbitrarily, that 8
kilobytes would be the maximum need in - the foreseeable future.
Therefore, the external RAM decoding circuit is designed to handle a
maximum of 8 kilobytes.

Because the 8751 uses muléiplexed address and data lines, the lower
8 bits of the address sharing the same pins as the data lines, two
possibilities present themselves as candidates for the RAM IC°s. One
way 1s to utilize a latch to store the lower 8 bits of the address and
use conventional RAM chips. This has the advantage of low cost but has
the disadvantage of higher component count. The second method is to use
RAM. IC“s designed especially for this type of proéessor. Thia has the
advantage of .lower. component count and Simﬁler circuitry, but has a

higher cost.
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The design here is of the second approach. Using the Intel 8185 RAM i
chips, each IC contains 1 kilobytes of RAM,_gnganized as 1024 by 8 bits,
with builtein latch for the multiplexed add;ess lines [5]. Since a
maximum of 8 kilobytes of RAM is desired, c;rresponding to a maximum of
eight-8185 IC s, the decoding circuitry needs to decode the upper 3
address bits to enable the chip select circuit, which decodes the next 3
address bits to enable ¢ne of upto eight RAM. chips. The remaining 10
address bits are passed on to the selected chip. To simplify circuitry,
a single IC is used to perform the above function, the T4LS138. As
shown in Figure ﬁl, this decoder decodes an address range of hexadecimal
2000 te 3FFF, enabling one of the eight possible 8185 RAM IC”s.
Currently, 2 kilobytes of externai'RAM:are'available on this board, with

an address range of hexadecimal 2000 to 27FF.

7415138
ALS ——G2B  h L cso
Al4 ——G2A ) o
Al3 —gr ¥l osb
A1l2 ——C .

i B Y7 =t CS7
ALD cmomnnnt A

Figure 11 - Address decoder.

As mentioned before, the 8751 contains an on-chip serial port. This
port has two alternatives for its ciock input: from the internal clock
or from an external source. It is decided that in order to 1leave the
maximum number of port pins uncommitted, the internai clock is used,
since using external clock would tie up one port pin. This decision has

a major impact-on the choice of clock frequency for the 8751, as will be
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described later. ‘

It is also decided that the serial port ia to transmit at as high a
bit rate as the host computer can handle. This is determined to be 9600
bps (bits. per second) for the Data General MPT/300. (Although the

MPT/100 has a setting for 19200 bps, it could not handle serial input at

~ L e

this rate as such input- would ceuse severe performance degradation,

slowing the e?stem to a very, very slow rate! Also, during different

experiments, it was found that many CRT terminals are unable to handle
UL '

19200 bps witout occasionally losing characters.)

When using the internal clock input, the bit rate of the serial port

is determined by the following equation
; " -
384(256-z)

=

where f is the 8751 clock input and x is the value loaded into timer 1.
Additional contraints are that f <8 MHz, for this version of 8751, and

that i mﬁst be an integer. Following the above constraints, this design

- .
et

settles on a value of 254 for x. Thus, the clock frequency needs to be
| . £ = 7,3728 MH:z
How tﬁieﬁci;ek is generated will be described later in this chapter.
Since the on-chip serial I/0 is done at TTL levels, some level
translatiéne' must be made to drive the RS232C lines for commuﬁiqating
uithfthe”heeg-cemputer. This i1s accomplished using standard line driver
and feeeiber IC’s, the MC1488 and the MC 1489, respectively. The serial
I/0 lines are then brought to a DB25 connector.
Finally, the Intel 8751 IC has a built-in power-up reset circuitry.

Although Intel recommends using a 10 microfarad capacitor [U], a 33
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unit is-usemicrofarad unit is used, for generating a long reset pulse. With this

- a7l psusvxiuey-.the actual measured reset duration is more than one second.

snaverter: 3.2.2 A/D converter

-8 frea the «ZBis inputs from the analog board ta this board are 7 analog signals
. Yo ‘the erpreportional to the energy densities in each of the passbands. 1In order
o comput;er & tim drost computer to act on these, they need to be converted to

igital fequivalent digital forms. This 1is acccmplished by an A/D converter
(ApC).

1 harz uses Thel'design hers uses an ADCO816 single-chip 8-bit - converter. This
1flt.in ESabas a bduilt-in analog multiplexer of 16 channels, with 4 address

Ttk fopatilines. It has a typical conversion time of 100 microseconds, when
.ck frequedng a clock frequericy of 640 KHz. The conversion is done using a
nroxizatBurcesaive approximation method, with all operations performed on-chipj
1ly 2 sttt 1s, only a start signal needs to be sent to the IC and, when

3. comsgletecnveraion is complete, it signals by asserting an end-of-conversion

r . T2 4E0N:osignal. In -addition, the digital output is through an 8-bit

m

.ng tri-stegdstar having tri-state capability, allowing éirect connection to a
1 1. data bus [10].

s .:sign, the LIncnis design, the 4 address lines and the 8 data 1lines of the
hara‘tﬁe 2aABCHB6~tshare the same 8 port pins of the 8751. This is possible since
rsion is inwhempgeonversion is in progress, the 8751 can send the proper address to
15, lazchithe :ADCO816, latching it using the ALE input of the converter IC. At
{7e;. it icnfihétaamectime, 1t inhibits the output from this chip by sending a 1logic

JTPUT EIABLEeroWito OUTPUT ENABLE. When conversion is completed, the 8751 switches
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the port pins to input mode“;hd-enable the output of the ADC0816, thus
allowing for the data to r1§w from the converter to the 8751,

Since the ALE and START signals of the ADC0816 are triggered on the
leading and falling edge, respectively, they are tied together and
driven by a common signal from the 8751. This further reduces the usage
of the port pins. In addition; the EOC signal from the converter chip
is sent to one port pin of the 8751, allowing the 8751 to sense the end
of conversion, rather than waiting the maximum conversion time, making
more efficient use of the CPU time. The design here does not use the
EOC signal to interrupt the 8751, since it is of the wrong logic level
for such a purpose. It is, however, possible to use it as an interrupt
input to: the 8751: just add an inverter. This is not done because the
use of this additional inverter would add one more IC package to this
board.

To determine the clock frequency, a few contraints must be observed.
One is that, according to the specifications of the ADC0816, its
'permissible-clbck-range'is 10 KHz to 1.28 MHz. Another is that whatever
¢lock frequency, it must be. easily derivable from the system crystal. A
further consideratlion is that to insure the best accuracy of conversion,
‘the ADCO0816 should not operate at its maximum speed. .The'deaigned.ciock
frequency is 6153.% KHz, providing a maximum conversion time of 120

microseconds (74 clock eycles).
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3.2.3 Clock circuit

The function of the clock circuit is to generate all the necessary
clock signals for both the 8751 microcontroller and the ADC0816
converter. As mentioned above, the clock frequency for the 8757 IC 1is
chosen at 7.3728 MHz. If a crystal of this value is readily available,
then it would be easy: just conneet this crystal to the on-chip crystal
oscillator circuit. Unforturnately, this crystal is relatively rare.
To generate 7.3728 MHz, thenm, requires a crystal whose frequency is some
integer multiple of 7.3728 MHz. The lowest value where a crystal would
readily be available is 22.1184 MHz, three times the desired frequency.
Therefore, a crystal of this value is used as the primary clock.

UnfortUnately, with frequency as high as this, the standard
two-inverter oscillator,; such as one shown imn Figure 12, would not work.

Thus, another oscillator. circuit has to be used. Looking through

Figure 12 - Two-inverter oscillator.
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referende [11] reveals that there are IC’s designed for just such
purpose. A T4LS629 IC is therefore employed as the oscillator :circuit,
with the connections as shown in Figure 13. It should be noted here
that, although tlie oscillator as designed works beautifully, this IC 1is
only rated to operate at a maximum frequency of 20 MHz. Therefore, this
design is really only marginal, relying primarily on the conservative
ratings generally given for TTL IC’s. Consequently, if this IC needs
replacement in the future, one would have to be careful to make sure the

replacement would also operate at 22.1184 MHz.

+5V

M Me NE Ne. e
L L - L O

(76715 €13 211 16 9

) 4Ls 629
P 2 34 58 & T §

D__' — OUTPUT
| D A

22. 1184 MHy—

Figure 13 - Crystal oscillator.

To drive.the 8757, this clock of 22.1184 MHz needs to be divided
down. This is accomplished using a T4LS92 IC, operating as a a divider
by three. Note that the resulting clock has a duty cycle of 33%. This
is permissible, however, as explainea in reference ([41.

To drive the ADC0816, the 7.3728 MHz clock is further divided by 12,
by another T4LS92 IC, hence the reason for the seemingly odd frequency
of 614.4 KHz. A bldek diagram of this clock circuit is shown in Figure
14,
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Oscillator =+ 3 }-’ro. 8751

é s 12 ‘—_é, To ADCD816

Figure 14 - Block diagram of clock circuit.

3.2.4 Logarithmic amplifier

In order to provide wider dynamic range for the =speech signal, a
logarithmic amplifier (log amp) is utilized in this voice recognition
system. ‘Besides compressing the signals, the log amp also has the side
benefit of reducing any multiplication and division operations on the
digitized data into addition and subtraction operations, respectively.
‘This would speed up the processing.

There are two ‘logical locations for a log amp. Either one log. amp
per band is used ‘and placed in front of the multiplexer or only one log
amp i3 used by placing it between the multiplexer and the ADC. This
latter ‘approach is chosen for the obvious reason of economy. This
ghfortunately introduces one problem. That is, after switching the
multiplexer, the controller must wait for thé_log amp to settle before
starting the conversion cycle. This, however, is not really that bad,
‘as some settling time must already be allowed when the switching takes
placé.

The log amp design here relies on the faect that when the
collector-base voltage is zero, thergmitter-base voltage is proportional

to the collector current [7]. Thus, by using the circuit in Figure 15,
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V(.in)&_ AN ’—ﬁ\ l " o V(out)

Figure 15 - Simple log amp.

V(out). becomes

1 Y(ia)}
¥(out) = -~ 13
Q RP

where P and Q .are constants dependent on the characterics of the
tranaistor, and R 18 determined experimentally, so as to provide a
maximum output swing when the input range is about 0 to 1 volt. There
are two problems with this basic circuit. The first is that, if V(in)
becomes. negative, the op amp essentlially has no feedback, causing the
output voltage.to saturate to the boaitive supply. This 1s overcome by
connecting a diode in reverse parallel, as shown in . Figure 16,
introdueing a small, but hopefully insignificant, error. A second
problem 1is that at certain input voltage range, the oircuit +tends to
‘osciliate at very high frequency. This is suppressed by the output
capacitor of Figure 16, with the log amp having longer settling time as

a side effect.




1
TN
. .
V{in) O- AAA——- - R
o \.¥ &——ANA—9——OV (out)
°T

———
-

Figure 16 - Logarithmic amplifier.

Since the outﬁut voltage range of this log amp is only about «0.3 to
=0.7 volt, as determined experimentally using a value of R chosen aa
described above, when the input range of the converter is. 0 to 5 volts,
a translation ecircuit needs to be introduced. fhe resulting log amp
circuit is as shown in Figure 17. Notice that two diodes are added at
the. output of this log amp, since it is possible for voltages ocutside
the zero to five volts range to appear. They serve as a protectien for
the input of the ADC, limiting the outpit of the log amp to one diode
drop above 5 volta and one diode dfop-below ground.
| ‘The ZERO and GAIN adjustments are provided to obtain the optimum
voltage output of O to 5 volts for mnormal wvolume levels. The
calibration is made by placing the switch 4in the ‘TEST position ‘and
placing the test. voltage at the ‘point marked TEST. For the ZERO

-ad justment, the test voltage is O volt and 2ERO ADJ potentiometer is
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K

+i2V

, ZERO
AD3

# LM 324

Figure 17 - The log amp circuit.

rotated until the output is barely above -0.7 volt, one diode drop below
ground. For the GAIN adjustment, the test voltage is about 1 volt (the
normal maximum peak leval) and GAIN ADJ is rotated until output is at'
about 5 volts.

With all the calibrations made, this log amp has a response .as shown
in Figure 18. For comparison, the response of an ideal log amp is shown
on the same plot.

The complete schematic diagrams of +the entire volce recognition

hardware is included in Appendix A.
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CHAPTER 4

SYSTEM SOFTWARE

There are three programs in this voice recognition systenm,
controlling both the training and the recognition sessions. LISTEN runs
on the Intel 8751 microcontroller and controls the sampling process.
TRAINING runs on the MPT/100 and is in charge of the tralining session.
RECOGN also runs on the MPT/100 and performs the task of matching during

the recognition session.

4.1 Intel 8751 Software

The program LISTEN runs on the Intel 8751 microcontroller, in the
feature extractor of this system. It has three major tasks: sampling
the input. voice, dstecting: the bdoundaries of spoken words, .and

comnunicating with the host computar.
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4.1.1 Voice sampling

A voice signal can be modeled a3 a time-varying frequency spectrum.
To track this vavying spectrum, the input needs to be sampled at a
sufficiently rapid rate. Experimentally, it 1s determined that a
sampling interval of about 10 to 20 milliseconds is adequate for this
systenm. '

There are tradeoffs in deciding on the sampling rate. At ‘higher
rates, the need for buffering and the amount of computation increase; at
lower rates, time-domain resolution may not be sufficient for reliable
recogniton. This design uses a sampling period of 15 milliseconds, as a
compromise; partly because with it, the system performance’ 1s somewhat
better than when using 20 milliseconds. At this rate, the buffer RAM of
2 kilobytes could hold upto about 2 seconds of voice samples.

This sampling interval 1s timed using timer O of the 8751. This
timer is set up at the start of_ajsampling-period, to expire after 1%
milliseconds. LISTEN then determines its status by examining bit. TFO,
which is set-uhen'the desired amount of time has elapsed.

Although other researchers have indicated that time-smoothing of
voice signal has no benefits [3], it is found that averaging two
adjacent samplings provides somewhat more consistent recognition in this
systea. . Thersfore, each: frame of data produced by this program consists
‘of 7 averaged values (for the 7 filtera) computed from the corresponding
bands of current .and previous samples. The: first set of samples in a

word is suppressed and is used as the initial condition.




[ Set up first MUX address |

"3

|Lateh MUX address|

[Wait out settling time|

[Start conversion cvele]

[Wai-t for conversion completion|

]_Read and store converted worad|

[ Add to su'm[

[Next MUX address |

[Wait_: out remaining of sampling p’ericﬂ—‘

Figure 19 - Main loop of LISTEN.
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Thishportion-of.LISTEN.is implemented as indicated by the flowchart
of Figure 19. When the host computer is ready for a word, it Sends a
command éaqsing flag ST to be set; as will be described later. The
sampling then takes place by scanning each of the 7 bands, converting
the log amplitudes into digital data, WNote that after switching the
\multiplexer and before starting the A/D qonverSion, a settling time of
100 microseconds is allowed. Also, as each chamnel is sampled, it is
added to a running sum, for calculating the total energy of this set of
samples. This sum is later used by the boundary detection algorithm.
Furthermore, while. not in the middle of a word, i.e., the start of a
word has not yet been detected, the scanning takes place at a very rapid
rate (at intervals equaling to ‘the total conversion &times for 7
channels) instead of at 15 millisecond intervals. When all 7 channels
have been scanned, LISTEN invokes the detection and output procedure,

then waits for timer 0 to expire before starting the next scan cycle.

¥,1.2 Boundary detection

The algoriﬁhm-for detecting the Ddoundaries of a word is .quite
simple. When the input energy exceeds a preset thresholdifa word has
started. When several frames having total energy below the threshold
are. encountered, the word has ended. This latter is done to accomodate
words with embedded silent intervals, such as the word ™it" where there
is a short pause between the "i" and the "t" sounds.

Various threshold values were tried in ‘this thesis. 'The value

currently mused is determined from experimentation. Similarly, the
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silence interval allowed is also chosen empirically, compromising
between false detection of word ending and noise pickup. These two

values are defined at the start of the source program as THR and SPCC.

4.1.3 Communicating with the host computer

There are four aspects in communicating with the host computer:
comunication protocol, data encoding, buffer management, and interrupt

service routine.

4.1.3.1 Communication protocol

For communicationg with the host computer, a simple protocol 1is
used. When the host is ready to accept a word input, it informs this
program by sending a STCMD character. Then, for each frame of data, the
host requests the frame by sending a RQCMD character, upon which time,
this program sends one complete set of data, terminating with a NL
character. LISTEN then waits for the host to request data before
further transmission. This continues until the end of the word, when an
EOWM character and a NL are sent. |

Currently, STCMD is "i" (exclamation mark), RQCMD and NL are

linefeed codes, and EOWM is "¥m (asterisk).




5.1.3.2 Data encoding

The 8-bit data from the ADC are encoded for two.veasons.‘ One, most
high 1level 1languages could not handle.pure binary data. And, two, if
displayable codes are used, this program can bYe debugged using a
‘terminal as a host.

Thus, each é-bit word 18 encoded into 2 ASCII characters. The
format used 1is simple hexadecimal digits: O through 9 and A through F.
This encoding incurs a reduction of effective data rate, since each

8-bit word is now transmitted as 2 characters.

4,1.3,3 Buffer management

A circular buffering scheme 1is employed im this design. Two
procedures are responsible for its management. One to put in data,
PUTIN, and the other to pull out data, GETOUT. PUTIN sets a flag, XMT,
40 indicate the: presence of data in the buffer. It also checks the TIF
flag (see below); if it is set; a character is transmitted immediatély,
to start the tranémitten.- GETOUT, after obtaining one character out of
the bufret,_checks-fbr existence of more data. If none is left, XMT is

reset. Note that all data to the host are routed through the buffer.

4.1,3.4 Interrupt service routine

In the 8751, interrupts from the serial transmitter and receiver are

handled by -a commoa service routine, as flowcharted in Figure 20. The
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Figure 20. - Interrupt-gervice'routine.
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source of interrupt is determined by the status of the TI flag, which ‘is
set when the transmitter interrupts.

When a transmitter interrupt occurs, the serial port is ready for
the next -output character. The transmit portion of the interrupt
service routine first c¢hecks for both HCRDY (host computer ready) and
XMT (data available in buffer) béfore sending the next .data byte .from
the buffer. The flag TIF is used to indicate transmitter availability,
if no transmission takes place during this interrupt. This is to cover
the case where the transmitter is ready but the buffer contains no data
(PUTIN routine is then responsible for restarting the transmitter).
Aiso, if'the.data transmitted. is the end of one frame, HCRDY flag is
reget to indicate that the host is busy procesSiné this frame.

When the receiver interrupts, there is data from the host.
Normally, this can only be one of two commands: STCMD and RQCMD. The
appropriate flag is set to ‘reflect the command received: ST for SICMD

and HCRDY for RQCMD.

4,2 Training Software

The program TRAINING, written in Pascal to run on the MPT/100,
controls the training session of this system, in conjuction with LISTEN

program above.
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4.2.1 Vocabulary file

As explained in ‘Chapter 2, the voecabulary file VOCAB contains
essentizlly the raw data from the feature extractor. This file is made
up of records representing each word in the vocabulary. Each record

contains the text word itself, the encoded data frames, and a separator,

One
77575C4800004Y
2799B100000000
3FA1C238340000
3FB9D382830000
60CADEABA50000
86D6E9BBBA090S
8EDAEDC1C1221C
8FDYECC2C13A39
8BD7EACACIOSTUD
86D1ETEOEQTB6O
86CBEAEDEESFSE
B80C9EEE1E28F 71
TACTEECFD 19275
TCCTEFCDCFAST8
TCCAF 1CCCDAT6E
TICEF4C8CIA260
75D 1F6CSCBALYUF
TAD7TFBC8C8AAN 1
87DFFFCBCBAE3B
8FEMFFC6C6971B
8FESFFBDBD7600
87ES8FFB5BU45400
5FEOFASC9B2000
3FD9F278790000
3JFD6ED545C0000
3FD2E83B330000
3FCFE6160C0000
3FCEE600080000
3FCFE600080000
3FCDE400000000
58CCE300000000
$8CTDB00000000
2FBSCA00000000
2F9FB0C0000000
%

Figﬁre-21 - Sample vocabulary record.
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as shown in the example of Figure 21;;'_Eéch record is  stored

sequentially in this file,

4.,2.2 Noise rejection

To prevent noise from being stored as a word, this program checks
. for minimum and Imaximum word 1length, in number of frames. When a
received "word®” contains too many or too few frames, it is rejected
immediately. In addition, before storing into VOCAB, TRAINING secks
confirmation. This way, the user has ‘a chance to ignore .an entry,

either because it was noise or because it was not vecalized properly.

4.2.,3 Operation

When this program is invoked, it first prompts for ‘the minimum
sample length and the silence period count. Thé first value should be
large enough to reject most noises, such as a bump on the microphone,
but s=mall encugh not to ignore a legitimate word. A value of 15 seems
to be a good -compromise. The. second corresponds to the .maximum
ailowable silence period. It i3 used to truncate the last few received
frames which correspond to silence. This value should agree with SPCC
of the LISTEN program, currently set at 8.

After the above initlalization, TRAINING prompts Ffor the user to
enter one vocabulary word or a session-ending command. If a word is to
ve added to the vocabulary, it is typed inj then TRAINING waits for its

vocalization. A confirmation prompt is presented when the end of a
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valid word is received, as explained above. . When thé entire set of

words have been trained, the user enters a "*" to exit this program.

4.3 TRecognition Software

The program RECCGN is central to this voice recognition systenm. In
conjuction with LISTEN and the file VOCAB, this program attempts to

recognize any spoken word.

4.3.7 Voice pattern representation

The voice patterns of the vocabulary in this program are represented
using an array of records, one record for each word. Each record
contains three fields. TEXT contains the text of the word., N stores
the number of frames in this word. And, DAT is a 7-by-N array of
integers representing the amplitudes of each band in each frame.

Because the vocabulary flle contains only raw, but encoded, data,
gsome  transformation is needed. Thus, each record is processed as
follows. The text word is read in and st;red in the TEXT field. Each
frame of the pattern is converted into 7 integers, representing each of
the 7 bands, and placed into the array of the DAT field. This continues
until ¢the separator is encountered. The actual number of frames found

i3 then stored in the' N field.
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4.3.2 Energy normalization

Since no one can enunciate any given word with the 'same amplitude
all the time, energy normalization i1s needed. There are many methods to
accomplish' this: average energy, .peak energy, proportional, and
equal~sum normalization.

Average energy normalization attempts to compensate for the energy
variation at the frame level. The average energy of each frame is first
calculated using

- z X(frt)
N

E(t) , for f=1,..,N

where X(f,t) is the amplitude of band f at time t and N is the number of

bands, 7 in this case. Each value in the frame is then adjusted using
X*{f,t) = X(f,t) - E(t)

The effect of this normalization is to adjuét the total energy of each
frame to zero. That is, each frame has zero sum.

Simitarly, the peak energy normali;ation also adJjusts at the frame
level. This is accmplished by

E(t) = MAX X(f.t), for £=1,..,N
X'(£,t) = X(£f,t) — E(¢)

using the peak level of each frame. The theory is that now the peak
amplitudes in each frame ara equal: all are zeroces.

Instead of normalizing at the frame 1level, the proportional
normalization attempts ‘to preserve the frame-to-frame relationship.
This algorithm first finds the maximum average energy, A, of the ‘entire

word. Then, each value of each frame is adjusted aceording to

[E(t)-L][M-A]
X'(f,t) = X(£,t) + , if EltDDL
A-L

X'(f,t) = X(£,¢), if E(t1L




us

where E(t) is the average energy of each frame, and M and L areg preset
constants to be determined as follows. M is chosen such that M>E{t) for
all t, representing the ceiling where all values are being scaled up. L
is chosen to be a noise level, below which the input is considered as
silent [1]. |

Two of the above. algorithms were actually tried in the work of this
‘thesis, namely average energy and proportional normalizaticns. Both of
them, however, suffer from a threshold effect existing in this feature
extractor: all input signals below a certain amplitude, the threshold,
are always represented as zero <after the A/D conversion. The
normalization methods just described treat this zero value as any
‘others. Referring to Figure 22(a), two spectra of identical shape but
different energies are detected as shown by the solid lines, due to the
threshold effect. After normalization, shown in Figure 22(b), the two
do mot 1look alike. Thus, unreliable operation results. Although the
peak’ energy algorithm was not tried, it would also suffer from this same
problem.

To overcome this, an alternate algorithm is used. The equal-sum
normalization attempts to normalize, at the frame level, by shifting the
spectrum of higher ‘energy downward, clipping at the threshold; until
both areas under the curve are equal, as shown in Figure 23. Note that
equal ared -in the continuous case becomes equal sum in the discrete
case, as is the situation here; hence the name equal-sum.

This algorithm is implemented as follows:

1.. Calculate the sums of the two frames to be compared.




Pattern 1 Pattern 2
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Figure 22 - Effect of conventional normalizationm.
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Figure 23 - Effect of equal-sum normalization.
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2. Determine the smaller of the two and use that frame as the
reference for the remainder’ of this algorithm; the other
becomes the test frame.

‘3. Compute the absolute difference, D, of the two sums.

4. Find the number of non-zero bands, N, in the test frame.

5. If N=0, the normalizaton is done.

6. Calculate the adjustment factor, A=:D/N.

T+ If A=0, the algorithm terminates.

8. For each non-zero band of value V in the test frame, if V>A,
then V=:V-A and D=:D-A}; otherwise, D=:D-A, V=:0, and N=:N-1.

3. Repeat steps S to 8.

Experiments, done as part of the work for this thesis, showed that
this {ncreases the correct recognition rate (to be defined later) from

31 to 78 percent. In RECOGN, the function NORM handles this algorithm.

4.3.3 Local disatance function

The puréése of a local distance function is to generate a number
representing the similarity of twe frames of voice patterns. The
smaller this value, the more similar they are. There are various ways
of computing this: Euclidean distance, Chebychev norm, p-power distance,
and maximum magnitude.

The Euclidean distance function usas the analogy of distance ‘in
n-dimensional space, where n=7 in this case. This is calculated by

2},
TIX(1)-2)]17 | 3

d = 2 fOt i’l:o-p“
N
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where X(1) and ¥(i) are amplitudes of band i for the two frames, and N
is' the number of bands. This function has one significant drawback:
square and square-root operations are time-consuming.
Chebychev norm distance function is computationally more efficient.
.It is calculated by
4= T IxCi) =2( 1) |
N

r Ect i-lloth

This method was tried during the work- of this thesis. However, the
results were not too encouraging, when compared to the one actually
implementad.

The preceding two functions are actually- special cases of the

p-power distance function, where the distance is determined by
1

- Y - g p
RS IETT ol A

N

d =

where p is a real number. The Euclidean distance is simply the case of
p=2; the Chebychev norm, p=1. Again, this method is not computationally
efficlent. In addition; past researches have shown that p other than 1
did net yleld better performance [11.

The local distance function employed in this program is the maximum
magnitude function,

d = ¥AX |x(i)-X(i)l, for i=sl,,..N

This function tends to emphasize the difference between ‘two frames,
without using a p value other than 1. (This would seem to contradict
the results of past research [1], however.) Computationally, this

algorithm 1s about as efficient as the Chebychev norm function.
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The. local distancs function is implemented in RECOGN by the function
DIST.

4,3.4 Matching algorithm

The heart of %the recognition software 1s the matching -algorithm.

Its function is %o return a measure of similarity between two voice
‘patterns. Again, there are several methods available. All of them take
into consideration that the lengths of the patterns may not be the same.
The common algorithms are: linear time normalization (LTN), LTN with
boudary adjustment, dynamic time warping (DTW) using dynamlce programming
(DP), and DTW using band DP.

LTN is the simplest algorithm. One pattern is simply mapped onto
the other. Then, the local distances between the corresponding frames
are summed. The similarity score is the sum divided by the number -of
frames compared. Since the two patterns are wusually of different
lengths, the shorter one is "stretched®” to match the length of the
longer {this swas found, from past research, to be better than the
converse method). This 1s accomplished by either mapping some frames of
the shorter pattern onto more than one frame of the reference or by
using interpolation. The first method is computationally more efficient
than tha second; ¢thus, it was tried in tﬁia thesis. The results,
however, were not very good, especially for patterns other than the one
used in trairing. The reason may be erroneous bouandary determination.

Therefore, LTN with boundary adjustment algorithm was attempted.

This was implemenﬁed by repeating LTN matching several times, truncating
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different number of frames from the beginmning and from the ending of
each of the two patterns. Figure 24 illustrates 3 éossible'matching'
paths, with the path 1 being the same as no boundary adjustment. (A and
é are the lengths of the patterns.) But again, the result was not good.

The reason for the poor performance of LIN is that when words are

vocalized at different times, a phenomenum kmown as time warping occurs.

PATH 2. el

N o A

b — e -

\ A

PATH 1
Figure 24 - Linear-time nommalization with boundary adjustments.

search region

.\______W,al'p ing
path

Figure 25 - Dynamic-time warping.
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That is, part of the word is vocalized at faster 'speed relative to other
parts. To compensate for this, the DTW algorithm is used. In DTW, the
matchingttakea place in a warping path. Refaerring to Figure 25, the
horizontal and vertical axes represent the time domains of the reference
.and the test patterns, respectively. The matching is on a path of
einimum local_distance, subject to slope constraints and bounded by the
search region. The accumulated sum of the local. distances at any point
(x,y) is given by the DP equation
D(x,y) = di(x,y) + MIN[D(z~1,y).D(x-1,y-1).D(zx-1,5-2)1

where D(x,y) is' the accumulated distance and d(x,y) is the local
distance [1]. 'The net effect of this method 1s to move along the two
time axes at different -rates@ corresponding t¢0 the stretching" and
compressing of time. More details of DTW and DP are found in reference
(81.

DIW as described above assumes dccurate boundary determination,
which may not be true. Therefore, a modified DTW algoriﬁhm'is'used in

this thesis. This method is called band DP since the search region has

search Tegion

initial

warping
path

Figure 26 - Band DP.
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been modified to resemble a band, as shown in Figure 26. The marked
region near the origin is the initial condition. The value r is chosen
to ‘window the search region, which also has the effect of adjusting
boundarigs by a maximum of r frames. Past research indicates that this
method is superior [1].

In this program, the matching takes place by wusing the longer

pattern as the reference. The algorithm is implemented by the function
TOTAL _DIST.

4.3.5 Recognition criteria

Once the scores between the test pattern and the reference patterns
had been determined, some criteria must be used to decide on the matched
word, if any. The criteria used in this thesis are twofold: the 'score
must be less. than a. threshold, and it must also differ from the next
best score by a differentiating factor.

This approach is taken mainly to provide protection from false
recognition, when a test word not in the vocabulary is spoken. By
adjusting these two values, it is pessible for this program to be
tailored, i.s., to achleve a higher correet recognition rate at the
expense of higher error rate (these two terms will be defined in Chapter

5).
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4.3.6 Operation

When RECOGN 1s invoked, it first prompts for the silence .period
count; which should be answered with the value of SPCC from LISTEN,
currently set at 8. The vocabulary is then read iato the array XWORDS.

There are several commands available to the. user: A to adjust
parameters, L_to-list vocabulary, R to run a test input, and @ to quit.
The adjustable parameters are: minimum sample length, threshold value
for decision, aifferentiation factor, boundary adjustment (size of the
search region of band DP), and -normalizaticn (whether 1t should be
performed). These are provided for experimentation. The best settings
seex to be that listed in Table 2. «

The -Gomplete listings of all three programs is found in Appendices.
B, €, and D. 'Also, the complete operation instructions are outlined in

Appendix E.

TABLE 2 - BEST PARAMETER SETTINGS OF RECOGN.

(1) Threshold factor: 35
(2) Differemtiation factor: 5
(3) Boundary adjustment: 1
(4) Mini{mum sample count: 15
(5) Normalization: Y




CHAPTER 5

PERFORMANCE

To find out the effectiveness of this voice recognition system,
measurements of its performance are made. In this chapter, the resultas
of* these measurements are presented, using both recorded and 1live

voices.

5.1 Measuring Performance

For measuring the performancs, several terms are defined here. When
a word from the vocabulary i1is spoken as the test input, a correct
recoggitidn occurs if it is correctly identified, an error if it is
matched %o the wrong word, and a miss if the system does nat return a
match. When a word not in the vocabulary is the test imput and this
system returns a match, a false ‘recognition takes place. The
performance measurea used in this thesis, then, are the rates at which

these events occur, expressed in percentages.
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5.2 Parformance of Recorded Voice

For this set of'measﬁreménts, a recording of several words was made

on a caésette tape. These are the digibs;d to 9 and the number 10.
Also, to test the rejection of noise by this system, two "words™ of
noise were recorded, by blowing air into the microphone. Each word is
vocalized 4 consegutive times, separated by time intervals of
approximately 5 seconds. This' recording was made in a fairly noisy
room, where an airconditioner was operating. The voice was that of
this author, a male voice of average pitch with moderate accent.

The training session employed the first replications of 7 of the 11

words?
ONE FIVE
TWO SEVEN
THREE TEN
FOUR

The playback of the tape was from a bocket cassette player, using a
volume level of 4, as indicated on its dial. . The microphone was placed
approximately. one half inch from the speaker of ‘this player.

Three sets of measurements were made using this same vocabulary
file, using all the recorded words. The first set (test A) used
playback level of 4, identical to the training session. The second and
third sets (tests B and C) had different playback levels, 5 and 3,
respectively. All three used parameter settings of RECOGN from Table 2.
of the preceding chapter.

The data taken from.these 3 set of measurements are recorded 'in
Tables 3, 4, and 5 (pp. 59-61). Notice that in addition to the returned

results, the two highest scores for each test word are included for
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‘comparison. The resulting performance measures are summarized in Table
6 (p. 62).

Referring to Tables 3, 4, and 5, ‘the number ;tén" was never
recognized correctly, except for the one utterance trained. This would
seem to indicate a bad pronunciation of the first "ten." To test the
effect of not using the recordings of |"t'.en," the four test words "ten”.
are ignored; plus, any matches to it are removed, using the next best
word, instead. The effect of this manipulation is a much improved
performance, as shown in Table 7 (p. 62). Notice that, with this, the

error rate is down to zero.

5.3 Performance of Live Voice

To get an idea of how this system would perform 1In a real-life
situation, measurements were made using live voice. This was done by
first training using the same set of words as above, in a quiet room
where only the fan noises .of the MPT/100 computer and of the room
ventilation system were present. Again, the wvoice used was ‘this
author“s. During training, the microphone was hand held at about one
inch from the mouth (no attempt. was made: to precisely maintain this
distance).

Several recognition sessions were conducted. One immediately after
training (test D), a second one an hour later (test D°), and a ‘third 2
days later (test E), Extensive measurements were made only for tests D
and E; test D’ was Just a quick check. The parameter settings for the

program RECOGN were the same as above. And, attempts were made to
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pronounce the words as closely to the trained ones as possible; that is,
a cooperative speaker.

The measurements are presented in Tables 8, 9, and 10 (pp. 63-65).
The performance measures are summarized in Table 11 (p. 66). Comparing
the results of recorded and live tests, it is seen that when recognition
occurs immediately after tvaining, ‘the performance of live voice is
almost as good as recorded voices. ‘However, with elapsing time, the
performance of live voice degrades, presumably because the user forgets

how the words were pronounced during training.
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TABLE 3 ~ RESULTS OF TEST A.

3 H %

not in vecabulary
same as test ‘word

ambiguous: result

est Second

Test. Word Result Score Word Score Word

¥ONE C 10 = 34 FOUR
ONE. C 20 = 32 FOUR
ONE c 23 = 32 FOUR
ONE ? 28 FOUR 3 =

* WO c 10 = 45 SEVEN
TWO o] 19 = 37 SEVEN
WO [v 19 = 41 FOUR
WO c 22 2 39 FOUR

* THREE o 10 = 50 FIVE
THREE c 15 = 50 FIVE
THREE c 33 2 u7 FOUR
THREE c 25 = 58 FIVE

% FOUR c 5 = 33 ONE
FOUR c 15 = 29 ONE
FOUR X 37 = 41 ONE
FOUR c 18 s 35 ONE

® FIVE c 10 = 49 ONE'
FIVE X 36 = 46 ONE
FIVE c 27 = 45 ONE
FIVE € 24 = 46 ONE

# SIX X 39 TEN 47 SEVEN

# SIX P 35 TEN b5 SEVEN

# SIX ) 4 43 . TEN 50 SEVEN

# SIX X 47 SEVEN 55 TEN

® SEVEN c 7 = 34 TEN
SEVEN c 17 z 36 TEN
SEVEN c 19 = 34 TEN
SEVEN c 20 = &1 TWO

# EIGHT F 32 TEN 42 FIVE

# EIGHT b & 37 TEN 40 FIVE

# EIGHT X 36 FIVE 43 TEN

# EIGHT b & 38 FIVE 4o “TEN

# NINE F 34 ONE 46 TWO,FOUR

‘# NINE X 38 ONE, TWO

# NINE F 32 ONB 4y TWO

# NINE X .43 FIVR 47 ONE

# ZERO ? 31 TWO 34 FOUR'

# ZERO P 25 FOUR 37 ONE

# ZERO X 45 FOUR 51 ONE

# ZERQ ? 35 WO 37 FQUR

* TEN ¢ 10 = 37 SEVEN
TEN X 36 SEVEN 37 =
TER E 33 WO uy =

 TEN E 27 'TWO 35 ‘SEVEN

# noise X 62 TEN 73 _SEVEN

# noise X 53 TEN 63 SEVEN

NOTES: * - trained version C = correct recognition

F - false recognition

X = no match
E - error




TABLE 4 - RESULTS OF TEST B.

D I %

not in vocabulary
same as test word
ambiguous result

Béat Second

Test Word Result Score Word Score  Word

¥ ONE C 15 3 37 FOUR
ONE c 25 = 38 FOUR
ONE cC 33 =z 39 FOUR
ONE ? 33 FOUR 35 2

3 WO c 22 = 46 FOUR
WO c 22 = uy FOUR
WO c 26 = by FOUR
TWO c 27 =z 43 FOUR

# THREE c 18 = 45 FIVE
THREE c 28 s 48 FOUR
THREE X 37 = 45 FOUR
THREE c 29 = 4y FOUR

% FOUR c 18 z 46 ONE
FOUR ¢ 18 = 38 ONE
FOUR X 39 s 50 ONE
FOUR c 34 = 50 ONE

* FIVE c 18. = y7 ONE
FIVE X 36 s 4y ONE, FOUR
FIVE c 23 = 16 ONE
FIVE c 25 e 47 ONE

# sIX: X 4y SEVEN 49 TEN

# SIX X 37 TEN 41 SEVEN

# SIX X 42 TEN 46 SEVEN

# sIX X 42 SEVEN 54 TEN

# SEVEN c 17 = 39 TWO
SEVEN c 17 2 37 TWO
SEVEN C 24 z 4o TEN
SEVEN c 24 = 35 TWO

# EIGRT X 38 FIVE 4y ONE

# EIGHT b 4 40 ONE,FIVE

# EIGHT F 35 FIVE 40 ONE

# EIGHT X 36 FIVE 41 ONE

# NINE F 31 ONE 41 FOUR

# NINE ? 35 FOUR 39 ONE, TWO

# NINE ? 35 ONE 36 FOUR

# NINE X 37 FOUR 40 ONE

# ZERO X 38 FOOR 39 ONE

# ZERO X 37 FOUR 4y ONE

# ZERO X 45 FOOR 51 ONE

# ZERO X 36 TWO,FOUR

& TEN c 25 = 32 SEVEN
TEN E N THO 43 SEVEN
TEN B 27 WO 4y SEVEN
TEN E 27 WO 4y SEVEN

# noise p 4 59 TEN 69 SEVEN

# nolse X 50 TEN 61 SEVEN

NOTES: # - trained versionm , - correct recognition

c

F - false reacognition
X - no match
g

- error

60




TABLE 5 - RESULTS OF TEST C.

Best Second

Taest Word Result Score Word Score Word

* ONE c 30 = 39 THREE, FOUR
ONE X 54 FOUR 63 z
ONE ? 24 2 28 FQUR
ONE ? 22 FOO 24 =

* TWO c 14 = 28 FOUOR
TWO c 18 = 28 FQOR
TWO Cc 16 = 37 FOOR
WO c 18 = 27 FOUR

® THREE (¥ 20 = 51 FOUR
THREE c 25 = 46 FQUR
THREE c 34 = 33 FOUR
THREE- c 30 = 50 FOUR

2 FOUR Cc 8 ] 28 ONE
FOUR X 46 = 56 ONE
FOUR c 23 = k) ONE
FOOR c 14 2 28 ONE

8 FIVE c 27 =z 39 ONE
FIVE ? 34 = 38 ONE
FIVE C 24 = 42 ONE
FIVE ? 30 = 31 ONE

#SIX X 38 FIVE 42 ONE

#sSIx ) 4 36 FIVE 39 ONE

# s1X F 28 TEN 45 SEVEN

# SIX F 31 “TEN ug SEVEN

* SEVEN C 10 C 26 TEN
SEVEN c 15 = 34 TWO
SEVEN c 15 = 33 TEN
SEVEN ? 22 = 26 TWO

# EIGHT F 35 ‘TEN 53 ONE

# EIGHT F 35 TEN 49 ONE

# EIGHT X 36 TEN 46 PIVE

# EIGHT X 41 TEN 47 ONE

# NINB F 33 ONE 43 SEVEN

# NINE ¥ 35 ONE 1 O

# NINE ¥ 34 ONE ° 43 FOUR,SEVEN

# NINE X 42 ONE 45 FOOR

# ZERO X hy ONE 46 FOUR

# ZERQ ¥ 27 FOUR -39 ONE

# 2ERO X 36 FOUR 4 ONE, TWO

# ZERO ? 35 FOUR 37 ONE, TWO

& TEN c 28 = 41 SEVEN
TEN X 38 TWO 40 SEVEN
TEN E 30 WO 37 SEVEN
TEN E 30 TWO 43 SEVEN

# noiae X 63 TEN - Al SEVEN

# ncise X 53 TEN 64 SEVEN

NOTES: # - trained version - correct recognition

c.
not in vacabulary F - false recognition
same as test word X - no match
ambiguous rassult E - error

o ows
1




TABLE 6 - PERFORMANCE OF RECORDED VOICE.

Performance Measure Teat A Test B Test C
Correct racagnition 78,6 75.0 64.3
‘Miss ratio. 14.3 14.3 28.6
Error rate T 10.7 To1
False recognition 24.8 1.1 4.4

TABLE T - PERFORMANCE OF RECORDED VOICE WITHOUT "TEN.™

Performance Measure Test A Test B Test C
Correct recognition 87.5  83.3  70.8
Miss ratio 12.5 16,7 29.2
Error rate 0.0 0.0 0.0
False recognition 16.6 11.1 22.2




TABLE 8 - RESULTS OF TEST D.

Best Second
Test Word Result Score _ Word Score _Word
ONE C 13 = 32 WO
ONE. ?. 25 FOUR 26 =
ONE (o] 18 = 28 FOUR
ONE c 14 =z 29 FOUR
TwWO c 17 z 25 ONE,FCUR
THO (o 19 z 27 FOUR
TWO c 16 = 25 FOUR
TWO c 18 = 24 FOUR
THREE c 28 = 38 FIVE
THREE X 39 2 40 FIVE
THREE Cc 27 a 36 FIVE
THREE c 22 = 32 FIVE
FOUR o 25 z 30 SEVEN
FOUR c 20 = 25 WO
FOUR C. 25 = 31 SEVEN
FOUR ? 22 = 23 SEVEN
FIVE c 19 = 28 SEVEN
FIVE o] 18 = 27 SEVEN,TEN
FIVE c 24 = 29 SEVEN
FIVE ? 18 = 21 TEN
# SIX ? 17 FIVE,SEVEN
§# SIX ? 12 TEN 15 SEVEN
# SIX ? 23 FIVE 29 SEVEN
# SIX F 31 FIVE 36 SEVEN
SEVEN c 12 = 26 FIVE
SEVEN c 25 z 30 FIVE
SEVEN c 17 E 30 FIVE
SEVEN ? 26 z 30 FIVE,TEN
# EIGHT X 46 TEN 47 SEVEN
# EIGHT X 33 FIVE 45 SEVEN
# EIGRT X %4 SEVEN 48 TEN
# EIGHT P 34 FIVE 419 SEVEN
#- NINE F 27 FIVE 37 FOUR
# NINE F 19 FIVE 31 THREE,TEN
# NINE ? 28 TEN 31 FIVE
# NINE ? 32 FIVE 33 TEN
# ZERO ? 27 TEN 28 FIVE
# ZERO ? 23 SEVEN 28 TEN
# ZERO ? 30 ‘TEN 34 FIVE
# ZERO X 49 FIVE 50 TEX
TEN c 25 = 38 SEVEN
TEN X 36 = yr SEVEN
TEN C 35 = 42 SEVEN
TEN c 21 L 30 FOOR
# noise X 43 SEVEN 4s FIVE
# notse ? 33 SEVEN 34 FIVE

NOTES: # - not im vocabulary
= = same as test word

C. - correct recognition
P

? - ambiguous result X
E

false recognition
nc match
error




TABLE 9 - RESULTS OF TEST D’.

64

NOTES: # - not in vocabulary

-~ Same ‘as test word

? = ambiguous result

WY O
131

_ Best Second

‘Tast Word Result Score Word Score Word
ONE - C 10 =, 26 ™0
™WO c 20 = 31 FOUR
THREE c 22 = 40 FIVE
FOUR c 24 = 29 THO
FIVE C 22 = 35 SEVEN

# SIX X 37 FIVE 38 SEVEN
SEVEN ? 26 FIVE 27 z

# EIGHT X 40 ‘FIVE 48 SEVEN

# NINE ? 23 FIVE 27 TEN

# ZERO 2 28 TEN 30 F1VE,SEVEN
TEN X 50 ‘SEVEN a7 =

# noise 7 32 SEVEN 34 TEN

correct recognition

error

false recognition
no. mateh




TABLE 10 =.RESULTS OF TEST E.

85

, Best Second

Test Word Result = Seore _ Word Seore Word

- "ONE X 38 = 43 FOUR
ONE E 29 FIVE 38 T®O
ONE X 38 TEN 41 FIVE
ONE c 24 z 40 FOUR
TWO c 23 = 32 FOUR
WO c 19 iR 26. ONE
TWO ? 29 = 33 FOUR'
WO c 21 = 32. FOUR
THREE- G 30 = 49 FIVE
THREE c 33 ‘= 41 FIVE.
THREE X 36. = 50 FIVE
THREE C: 20 = 40 FIVE
'FOUR ? 31 ONE, = ,
FOUR ? 34 = 36 ONE
‘FOUR. E 28 ONE: 35 z
FQUR X 41 ONE 46 =
FIVE ? 22 SEVEN 25 =
FIVE ? 22 = 23 SEVEN
FIVE o] 23 = 29 SEVEN
FIVE c 19 = 27 SEVEN

# SIX X ho FIVE 49 SEVEN

# SIX X 47 SEVEN 43 FIVE

# SIX X ua. FIVE 55 SEVEN.

# SIX F 23 FIVE 34 ‘SEVEN
SEVEN c 23 = 28 FOUR
SEVEN c 24 = 34 FOUR
SEVEN c 25 s 34 FOUR
SEVEN ? 26 FIVE,=

# EIGRT X 39 FOUR,FIVE

# EIGHT X 53 SEVEN 64 FOUR, TEN

# EIGHT X 50 SEVEN 52 FOUR

# EIGHT ? 34 FQUR 35 SEVEN

# NINE. F 20 FIVE 34 THREE

# NINE X 36 .FIVE 38 TEN

# NINE F 31 FIVE 37 TEN

# NINE P 22 FIVE 38 TEN

# ZERO e 26 ‘FOUR 31 'FIVE,SEVEN

# ZERO ? 2T FIVE 31 FOUR

# ZERO ? 24 SEVEN 27 FIVE

# ZERO X 37 FIVE,TEN
T X 16 SEVEN 47 =
TEN ? 22 FOUR 25 SEVEN
TEN ? 30 SEVEN 31 2
TEN X 38 SEVEN 45 -FQUR.

# noise X 39. SEVEN 44 FIVE

# noise X 38 FIVE 41 SEVEN

# noise ? 8 ‘ONE, TEN

NOTES: # - not in vocabulary ¢

= - 3ame as test word
? « ambiguous result

F
X
E -« error

correct recognition
falge recognition
no matech




TABLE 11 - PERFORMANCE OF LIVE VOICE.

66 °

Performance Measure = Test D Test D° Test E
Correct. recognition 78.6 '-_71.13 12.9
Miss ratio 21.4 28.6 50.0
Error rate 0.0 0.0 7.1
False recognition 22.2 0.0 26.3




CHAPTER 6

FUTURE OF THIS SYSTEM

6.1 Future Improvements

As is seen from the preceding chapter, tha-perrorﬁance of this voice
recognition system is less than perfect. Based on the experiences with
the current-sygten, many poasibilities for improvements exist. For onea,
the number of filters may be Increased to provide better frequency
resolution. This may be accomplished by adding more analog filters, or,
bet.ter still, using digital filters. A second possibility is to segment
the: input pattern into phoneme-like umits. This would allow the aystem
to discriminate uaing different sounds, rather than stnictly on the
pattarn 1ltself.

Possibilities also exist for reducing processing time. Using
-phoneme-like' units, as mentioned above, can speed up processing. Also,
other data reduction methods need to be investigated. Furthermore, it

‘is  possible. to operate a recognition system with a network of




68

microprocessors. Then,; the processors can. be searégihg' in paraliei,
thereby_qigniricantly reduce the computation. time. |

At the pre:ent,-this system is speaker-dependent. This 1limits the
applications of this system. Investigations into improvements may
achieve speaker 'independencyu_ This  would probably involve
‘frequency-domain. manipulations. |

As stated before, this thesis represents one more step toward
realizing a practical voice recognition system. By implementing some of
the suggested improvements above and possibly many otheﬁs, Just such a

system should become a reality in the near future.

6.2 Concluding Remarks

The :Sﬁbject of machine recognition of human speech has been
investigated for a 1long time. Thus far, there is really no practical
system. This thesis provides some inaights into ‘practical éspects aof
building such a system..

Although this system is only capable of recognizing 1isolated words
spoken by the person who trained the system, it is the first step to
realizing a more sophisticated system. The actual hardware of this
system 1s relatively simple, thanks to the use of microprocessor-based
input system. With increasing availability of microprocessors and
single-chip digital signal processors, there is no doubt in this
author’s mind that a practical voice recognition system is not far 1in

the future.
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‘TABLE A.1 - BUS DEFINITION.

Connector Controller Analog
Numperr .  Board Board
1 Channel 0 - 62 Hz
2 Channel 1 - 125 Hz
3 Channel 2 - 250 Hz
4 Channel 3 - 500 Hz
5 Channel 4 - 1000 Hz
6 Channel 5 - 2000 Hz
7 Channel 6§ - 4000 Hz
9 - Mic 1
10 - Mic 2
19 -12 ¥ =12 V¥
20 Serial out -
21 +12 V +12 ¥
22 Serial. in -
A +5 ¥ +5 Vv
A GND GND

Nohez All other comnections unused.
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3CE-31 NACRG ASSSHBLER

LIav

N

{SI5-11 NCS-31 MACRT ASSEMBLER 2.0
N0 QB3JEET NOOULE REQUESTED
ASSEMBLER [HVOKED BY: ASNS! LISTEN.SRC NOOBJECT NOPAGING PRINT{:70:)

LoC 033 LINE

O NG A s 43—

aumo—‘oom~ln-_u.uotnr—o~a

()

3

<l G oh b b Cd RN AR
P = - I

&Y

-4

s = oB= e Be C
B O N O

SCURCE

-—tme

. mm ab e we e s cme wd el B e GaE R smp e e YR e B Sd s teS ME e e we e lms e W4 s twe a0 W e tam cas s e

1333233333 2823388318

TR8383838322583833888 VYoice Recognition Systaa
$33332238333333333388

1333438333832338¢821831 LISTEN
153338333333322883888

R3EE28 23022302288 0220220000800 8080 00080088230 30R332088 30808833438

13333383 883¢8338888481

TITRLIILILLLLRLITLNS

1235233282228288823838
[3322332328822883334421
PITTIAIIILLLLNLTINLNNG

Ripheetheesseaspestpteitastetsdeseasinsiesiispaitespssacidisgiisbetisi

Date:  May 5, 1983
Updates July A, 1963 - fevisian 3.2}

Authort Thomas Liu

Source: LISTEN.GRC
Shiects LISTEN.CBJ

Furpase::

coasunicating with the host. cpsputer,

Nota:

garlisr test prograocss

This progras is responsible fcr scanning the outputs af
tha filter bank, detzcting the boundaries of words, and

T™his versian of this pragras i3 bas=d on and aodified froa

TESTY. SRC - Jia Kepler (ZE 246 - Spring {953}
YOICE].SRE - Carl Stainer (EE

498 - Saring 1783}

13383 CONSTANTS 23312

SPER  =Caapling jeriod value, fcr laading into tismer ) {Z Sutes),

SPF. =Musher of handpass filtars.

aw
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3000
0607
0020

90C0
0008

9021
0008

000A
GOZA

2000
2390

15
b
47
48
49

€
v

3
2

o
Cl

a4

(3
vy

g7
58
53
80
&1
62
83
&4
LH]
86
&7
58
89
70
A
12

g
78

v

78
79
30

32

83

RL
33

ar
38
89
90
#
92
RS
94
3
58
7

-
4

M WY RS el S WS smE MAE AS WA wWs S we Wd ‘ws 'mE 48 4é e WO mp WA ‘ma 4P we Hm

~a

TL7M =Settiing tise constant for log asp, use 102 us (1 aytal,
THR  =Threshold valua for for detecting Soundarias (2 byies).
SPCC =Silence period count constant, in units of ;anplinq pericd.
STEND =Ccmaand frea host to start looking for a word.

ROCND =Coasand from 7ast to transait cne frame af data.
KL ‘=Character to hast to indicata end of record.
g0t <End of word aarker,

XMBEG =Beginning of external ceacry.

XNEKD -2End of e’éternal aeaory+|,

NUXST =Address of the first channel of the auitiplexer.

H
SP

" $11LY ROAUTES t383s

£Qu 00C30H 3 Saspling perisd far iS5 33 rate
BRF Ecl 7 3 Nusber of bands :
STLTM  EdQU 204 ;. Settling time for lag sap {100 ue)

¥

i
THR £ g0CeH
SFCC EQY g

mn e we

Ell
RUCND  EQU 10

.
§
.

3
ML gau. 19
EoW  EAU g

.
b
.
]

;
IMGES EOU  2000H
MBI EAU 27FEM

.
?
s
L
.
0
b

Parassters for boundary detection

Threshold lavel iMax = 25S857F!)
Silence geriod count canstint

.o ws

Coamands fraz tha nost

1)1 I L tart saarchiag for a werd

Reguast for next fraae of data

Special characters sent Sy this prograe

Marks end of frame or end af word sarkar
Snd ‘at word sarker &5 host casputer

we ~am

3uffer RAM space

Start of esternal aemary
Ead of axternal asaory + i

-e: an

Start addrass for the aeitisiazer

UxsT s 9 i First chanmel of WX




9000
9901
9002
003
0004

9

100

101
102
193

104

109
196
107
198
109
110
1
12
13
14
s
116
1
118
119
120
121
2
124
128
124

127

8

129
130

131
132

133
13%

135

13
157
138

139

4%
1
142
143
144

115
146
147
143
13¢
130
5

LS d

bl

TR e S WeT mr s WE MR we M e wE MR e ST e E R d WME i WA e We’ ME Mms Wa er AP 'S4 R4 res s wd

cmm ham S0 e e we wmE ‘e ‘W we Wa aE =

233

START

ST

HCROY

INT

TIF

FLAGS $3118

alndicates the beginning of 3 ward has besn found. it is
initialized to zera, and controied by the subroutine DETECT.

alndicatis the pragras is looking for a ward. Initially it is
zero, It is set by the interupt rogtine INTR. ([t is clezarasd
by the ‘subroutine DETECT,

alndicates the host computer is ready for a fraee of data
iritially it is zero. [t is controled by the interupt routiae.

slndicates there is data in the buffer ready for transaission.
Initially it is zaro, It is set by the subrautine PUTIN. and
¢leared by the subroutine GETJUT.

s[ndicates the transsitter is raady to transait data,
Initially it is set, It is cleared by the subroutine
DATAGUT, and sst by the interupt routine INTR.

¢113

-

START:
TIFs
HCRDYs
4181

3

BIT ADDRESS SPACE 3188

BSES

BIT 1 ; Flags a word has een datected

i) QD } Transaitter ready

/Tt ; Host coeguter ready to raceive

BIT 1 ; Data in huffer amaiting trinsaission
BIT 1 3 Look #or start cf 2 word

1333

. TBHEN
3L

it

YARIABLES 3113

=Tagporary Bufser for currant samgies.

sTgaparary huiise for arevious sasples.

=%us 5f Sandpass filters 13 bytes?,
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0030
0037 -
003E
2049
0041

3800
7300 HI8492

pAes iwa Gw das M e e \ee ma s

;
+ CaUNT

77 .

sed by_DETEﬁT to count the nusber of tises 3UNCTHR

i when in the aiddle of 4 word.

1

1

i

1

i =

; 13331 DATA AODRESS SPACE $s13

i

i L . : .
USEE AT 30i 5 Start data addresses at hav 30

. . _ .

TBNEW: IS 8PF 3 Current saaples

T80LD: 2§ BPF. 4 Previous saspies

SLiMs s 2 ; Sus of band, (low, high) hytes

COUNT: DS t j Nuaber of -silent fraaes

STACK: DS 1 ;- Start of stack space

13338

REGISTER USAGE (BANK 0) 13238

DPTR -Paints ko the next availabie space in the Buffer,
-R7,RA -Paints to the next character to be pullad-out of the huifer
3 iR7=high arder hyta, R&*low srder bytal,
¥
3 R0 -Pointer into tesporary buifer.
i
i R -Mulliplexer address fer the ADCJ3!s.
H
i R1,®5 -Scratch registers,
i
} _ :
1 Y8133 (BANK 1) risws
; :
i
3 RO,RL -Beratch rogisters.
i
i
i
H
]
4 ¥33%3 PONER-UP RESET 1113
i

Anen

C3Ed
ORE Q. i Power-do recet staris hers
thiz 2aN 3 dcap tn start of prcgrae




0109

0100 758148

0103 753921

0104 7EI0FE
109 7588FE
010C 758340

30F 759830

0112 754850
0115 758810

0118 902000
011B 7720
(0110 TR0C

01LF C202
0121 £203
9123.C260
3125 0201
0127 C204

9129 3004FD

231
252
%83
26%

263

266
27
268
269
270
271
m
273
774
215
27
77
78
m
280
28!
282
283
284
285
786
287
288
289
250
291
292
93
2%
295
2%
297
298
299
300
301
202

-+ 33

304
305
206
307
308
209
310
318
32
313
4T

wd twe cew

- e e

79

CRE 1004
3
BEN: MOV 5P, $3TACK s Tnitizlizae stack pointer
i
; Configura tisers O and 1:
y tizer 9 <> 16-bit counter
H tirer | -) 8-bit auto-reload
H
MOV TNOD, 2001000018 ; Set up tisers
; '
; Set up serial port clock rate
i
] THY, 30FEH 5 Saud rate=9400
Hov TL1,30FEH
hiy] TCON, $40H + Start: tiger {

Set up serial port zode {8-4it UART)

e ew ee

v SCON,2010100008 ; s>sode I, enabie serial raception

§ . :

;. Enable intarrupts fros serial port enly

}
v IE, #50H 3 Enabie interrupt from gerial port
Hov 1P, $10H ; Serial port has high priority

Initialize buffer pointers

MOV DPTR,4XMBEE
NOY  R7,H(HIGH XNBES)
N0V Re,$(LOH 1NBEG)

Put pointer o
Get nointar {R7=high-arder)
{Rb=low crier)

e ves we

Initialize flags

CLR HERDY 3 Initialize to host aot raady
CLR T 3 Initializa ta o data in buffer
CLR  START j Initialize to word not yet startad
5878 TIF ; Initializa to transaittar ready
GLR ) + Initizlize to nat looking far word
H
5
H
3
i
;- 33133 MAIN LOGP tIse
H
§
i This is the sain loop. At every saspling intarval, all 3PF chammals
"3 dre scanned, placed into teagorary buffer, and calculsted the =ua of
; these sasples,
|
LGoPo:  Jud ET.§ ;. dait untill host cosputer says &0
1

+ Set-up tiser for sampling pericd




9126 £25C
J1ZE €280
0130 738C3C
0133 753400
0136 D26C

0133 7830
9134 753600
9133 753700
0140 7R00

0542 8A70
U144 D283
0134 7026
148 ODFE
0144 €283
13C 7590FF
014F 0282
9131 3082FD
0154 0234
0154 ES90
0158 C234
0134 Fé.
0458 253
015D F33E
0{SF ESIF
0161 3400
a3 FI3F
0155 0A
0166 08
3187 3A0708

016h 3173
015€ 306088
936F 3080FD
$172 2029

38
M)
7
318

38

320
2

Q2.

A
324
328
32
327
32

329
330
3
32
353

334

338
3
g

337

338

=
340

341

342
3

344

345
346,
347

34
49
330

£H18

332

353
354

338
33
57
R
33

350
361

362

383

34

365

388
.
22/

233

s e caa

CLR
- ELR.
NOV
bl
SETB

initialize for each ‘outer laop

Ll
oV
HOV
nQy

Inner loop. to

LooPss. AoV

- ee

SETB
noy
0INZ
(LR
NG
SETD
JNB
SETB
oY
e
XV
D0
10y
Moy
ABGC
W
e
INC
CINE

RO
o
THa, iLsH

TLO, #{LOW SPER) ;

RO

RO, $TONEN
5U%+0, 40
SUN+1, 40
A2, $MA2ST

read each band

P1,A2
P3.2
RS, 457U

F3.3

1, $0FFH
P2
P3.2,%
FS.4
G121
P3. 4
3R0,A

Ay SUM+0
SUR+,A
A ,SUHH
A, 30
sum+1,A

R2

RO

R2,35PF,LICP1

Gaa we e cas w@ ad e we we

-

H

e

3.0isable tiser O while i%’s being resst
i j Clear tiser O averflow
SFER)}

Load tiner 9 so it overflows aftar
ona. sagpling pericd
Start tiger ¢

; Init teaporary buffer sointer
- [nit sus

Initial X zddress

Send MUX AQDRESS

~Log asp settling

_Start. conversion

Port ¢ far imput

P32 is input

Wait until end gf conversion
Enable output fros ADC

-Read data

Disable output froa AC

-Store inta teaporary Luifer

Add to sua

Next channei

3 Until all 5ands sasplad

Call tha detwct .and output pracadure

ACALL
1HB
JNB
AJNP

JETECT

GTART,LOOPO

TFO,$
LI0PO

3
]
.
]
’
1

ard ar g word??
Loop fast uniil start of word

3 %ait for tiaer overflow

e e R A TmE e WA mA Cmd Ams s

13238 DETECT 3332

This routine detacts the siart and end of a scrdi & sord has Sagin
when tha tstal snarqy exceeds threshold, that iz, SUNG > THR, 3TERT
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81

389 5 R0 is normalized, converted to ASCII and thep put into the huffer in
38y external RAN {ACALL SEND). Shen START=1 but SUMO ¢ THR, COUNT is
37 + incresented, COUNT counts the nusber of consecutive tiszes 3UNO { THR,
in i If COUNT < SPCC, silance paraid count, than the data 3R0 is norazalized
373 ; converted and put-into the buffer (ACALL SEND). [IF COUNT2GPCC, clzar START
7 ; to-indicate end of a word. The end of word aarker is placed into the
378 ; buifer (ACALL WORM).
374 H
0174 COED 37 DETECT: PUSH  ACC
38
379 s First decide if SUM ( THR
380 }
2176 ES3F 381 il A, StiNet ; Check high byte +first
0178 C3 382 CLR t
0179 9400 383 SUBB A, #(HIGH THR) ; Cst. when SUN ¢ THR
017D 7004 384 JINL. bLo ;7 1f-not equal, coaparisan -result known
0170 ETE 385 xav A, Sti+d ; Note C=0 here
017F 94C0 386 SUBB A, H(LO¥ THR}-  ; C=t when SUM < THR
0191 4200 387 bos i€ OLs 3 Jump if Cal
388 5
38 ; Hera SUM )= THR
390 H
0183, 754000 39t %0V COUKT, $00K s Initialize count
0184 -300602 392 N8 START,DLIST ; Skip-if this is first saeple of word
0189 3148 393 ACALL  SEND ; Put data into huffer
0168 0200 394 DLIST: SETB  START ; Indicate start or aiddle word
0185 00ED 398 pop ACC
016F 22 39 RET
397 :
398 s Here SUR < THR
399 H
0590 200093 460 oLy 38 START,DL2 ; Jusp if START=!
0193 DOEO 301 PP aCC o
0195 22 502 RET ; Return since START=0 and SUX § THR
403 H
404  ; Hers START=1 and 3UM < THR
403 H
0196 0340 40  DL2s  INC  COUNT
4198 7308 87 it A, 4SPCC
019A BS4009 409 CINE. . A,COUNT,DL3 3 COUNT ¢> SPCC-then jump
309
410 ; Here START=1, SUM < THR, and COUNTsSPCC
411 §
915D €200 412 CLR  START
0197 3JICE 13 ACALL  WORNM ; Put end of word aarker in bufder
01A1 C204 414 CLR st } Yo longer at start of word
9143 0020 313 PQP acC
08T 22 414 RET
7 , .
418 ¢ Here 3TART=[, SuM < THR, and COUNT ¢ 3PCC
' 49 i _
91As 31A3 . 120 O3 ACALL  SEND i Put data in buffer
148 90ed 421 AP ACC
JiA8 22 322 (i3




9148 COED
518D 0203
91AF 7630
0131 7937
0185 7407

0185 E8
0188 C7
0137 28
0188 I3
0139 3400

0188 C20%

0180 3tFd
01BF D203

01ct 08
J1C2 U9
01CS DAFO
10T 7404
91C7 5199
01C9 20E0

Q188 C203.

01Ch 22

1CE COE0
01007428
0102 3199
o104 7404
106 399

433
124
EP]
426
827
428
429
430
431
432
LA
433
435

136
437
438
439
140
44
442
4“3
44
.21
444
447
448
439
450
EN|
432
493
454
435
435

43T

438
439
480
44i
462
383
464
365
444
447
448
449
470
37!
472
73
474
473
478

Amm b e WP s am

me e as

L} ‘== we as

Loap ‘converts

oE s ‘eas wp

Tame we we

13388 SEND 3¢

This routine convert to -ascii using CONVERT SPF comsacutiva bvtes of data.
The first byte is pointed to by STTRO.. The data is then put into external
RAN by PGTIN.-

ACT

RS0 3 Bank 1

RO, #TBHEW ; [nitialize for loop
R1,3780L0

R2, §8PF s Nuaber  of bands

and then puts data into buffer

8,980 i A has data

A eft 7 Stores as previous saaplz
A,3R0 ;. Average the two saaples

f ; Divides by 2

4,40 i Round off

RS0 i Reset to reg bank 8 for cails
CONVERT ; Data is now ascii, and in A
RS0 ; Return ta reg. bank 1

Data is put into buffer {ext. RAN)

RO ; Inc to next data yte
Ri

R2,4L2 t Loop uatil all -bands

A; INL

FUTIN 7 Put a line feed in bué<,
ACC

RS0 ~; Return ta reg. bank ¢

wE Amp A mE e e, ShE ae. e e

i

34323 WORN PR332

T™his routine ‘puts an ond af word aarker iata the huiier

acc

A, 3ETHN ; Put in end of word zark
PUTIN

A,3NL ; NL charactar

AUTH




108 Dog0 A77 poe ACC

¢10A 22 478 RET
479 3
489 }
481 }
82
483 $
484 3 SB133 NAYBE i3
485 $
388 Hi
447 5 This routine checks to sap if a data.can be ‘ransmittad
LE: |- I

0108 300304 189 MAYBE: INB TIF, Mt 3 Transaitter ready?

912E 300207 399 JNB HCRDY, N1 ; Host ready?

O1EL 500304 391 JNB XAT, M ; Ddat to transait?

01E4 512t 492 ACALL  GETOUT ¥ Yes, get data rroa bufter

D1EE 31ET 433 ACALL  DATROUT § Send it

01E8. 22 494 Bl RET
455 ]
438 }
497 3
478 :
499 3
500 3 3838 DATACUT ¥xsae
30t H
302 5
303 3 Output data froa the ACC through ‘serial i/a
S04 .

0187 €299 505, DATAQUT:CLR  TI.

91€3 €201 206 CIR  TIF

01ED 537 v 507 Noy SEUF, A

91EF 22 308 RET
399 ;
310 ¥
511 3
512 H
3t3 }
514 ; 313% CORVERT 33182
518 5
518 ;
$i7 s Converts data tyte in ACC ints two ASCII characters and puts thea
o18 ; into the huffar
319 §

Q1FQ COED 520 CONVERT:PUSH  ACC ; Save byte

§1F2 C4 - 52t WAP A ; Shift to right 4 bits

ALF3 3iFE 322 ACALL  QUTHEX 3 Qutput high order hey igit

31FS DOEY 23 pop ACC s Get sriginal byta

J1F7 COZ0 24 RUSH  ACC ; Save it again

O1F7 SiFE 528 ACALL  OUTHEX i Lawe arder digit

01F3 T0E0 ¥ PGP ACC ; 38t original ayte hack

0170 22 a7 RET
52 H
529 3

53




91FE 3407
4200 2490
0202 o4
0203 3440
9205 0%
5206 5109
0298 22

0209 F9
0204 0203
9200 83
0200 COED
020F E583
0711 42808
9214 €582

0214 B40OLS

0219 502000
021C DoEd
)21€ 3108
0220 22

0221 Ci83
0223 0082
9225 5793
9227 6637’
9279 £
D228 A3

53¢
532

533

533

533
53

538
339
540
541
542

543

545
43

544
547

348
549
vi0

§52

383
354

358

338
337

528

559
360
8!
362
343
384
543
S&6
b7
Ja8

69

570
7t
€72

N

374
313
376

317

578
579
380
59t
982
583
<84

T e tme we We A s A wn e wa e

]
.
J
i

i

: $3318 QUTHEY 13238

UTHEX: AL A, 30FH
ADD A, 1904 1 Canvart
WA
AO0C A, H40H
hEy A
ACALL  PUTIN

RET

84

H

i . . .

: Convert and send the lower 4 hits as hex digit in ASCIl
i

b

; Retain lcower 4 Hits

ta ASCIT hex digit

38388 PUTIN s3333

sust remain ingide our gesory liaits.

UTIN: MWK GOPTR,A ;
SETB  IaT :
NG OPIR
PUSH  ACC ;
MY A DFH :
CINE: A, B(HIGH XAEND),DONEP
AV A,0RL

CINE A, #(LONW YNEND),DONEP
MV DPIR, 4XNBEG
DGNEP: POP  ACC
ACALL  MAYBE
RET

s

Maves byte in ACC o buffer RAN’s, OPTR holds the [8bit address which

Yove the data into RA

- 3asething is now in Bufter

Save
Chack that DPIR is stiil within
liaits

;- Reset IPTR- i outside liaits

flestore
See if can send Soaething

- 33333 GETQUT 13133

Transfers ane data byta From the buifer
_pointer to the data hyte

.
L
»
)
i
.
¥
a
I
]
!
.
1
'
2
3

GETOBT: PUSH  OPW

PUSH  DRL
N0V OPH,A7
AW OPL,Re
AT A,SDPTR
me  PPR

to the ACC. Uses R7, Ré ag

-3ave DFTR
Set up DFTR for gata iranster

get data fram SAM




5228 AFBS
7220 AES2
022F 9082
1231 J083
0223. EF2307
1236 BEY004
04239 7F20
923D 7E90
923D COEY
225F EF
0240 853308
0293 EE
0234 558202
06287 C203
0249 0OEO
0243 22

38§
588
<87
338

<89

590
391
552
393
394
595
398
597
398
399
400
601
502

603
04

405
504
607

MY A7,0PH
MY Re,0RL
PP DPL
POP  SPH

CINE  R7,8{HIGH XNEND),DSNES
CINE  Rb,#{LOW XNEND) OONES
NV R7,$(HIGH- XNBES)

av Ré, H(LON XNSEEB)

OONEG: PUSH  ACC

sV A,R7 i
CINE A OPH,COATS |
AoV A,RS

CINE  A,DPL,COHT!
CLR X7

CONTI: POP  ACC j

s e we We igw

RET

wm ~we wp vea —

- \was

‘tead incresentad paintar bazk

into R7, R&

Restare

Check that 7, RS are aitkin
1iaits

Else gust reeet

3ave data
See if. any aore data

‘Restare data byts

85

116183-12:28-tcl

END




S7MBOL TASLS LIETING

NARE

ﬁcnl LA

BEN. .
PF. .

CGNTL. .
CGNVERT,

COUNT,

.

JATAQUT. .

DETECT

pLo. . .
R S

ILIST,

2. .
03, o

DONES.
JOHEP. .

D?“. "

3 R

EOwM .
SETOUT
HCRDY.

IS'.J'

I'Z-- .
I#' »
iE..
iNTR .

...

LOGPO,

LOOPt.:
P
MAYBE,
AUXST.

Mo

B2, .
OUTHET
8. .

P3 . l v

W, .

PUT N,
]I . .,
RACHD.
RS0, .
SBUF .
SEND .

P v

3CE
R
T, .

s & a4 & 4 e 4 & ™ e a 4 =

N & w» o= e 4w m o o=ow

LR T S A

*« = = o ® =

TYPE

3 ADDR
C ADDR

NUNB
C ADIR
C A20R
D ADR.
C 4DIR
C 4008
€ ADIR
¢ ADIR
C ADDR
€ A0
C AGDR.
¢ ADIR
€ ADIR
B ADDR

D ADDR-

HURD
C ADDR
B ADDR
C AODR
C ADDR
€ ADDR
0 ADDR.
€ ADER'
2 AR
C ADDR
€ DR
C ADDR:
C ADOR

NUNB

i)
C ADDR
€ ANR
D ADIR
D ADIR
D ADDR.
c ADDR;
B AUDR

NUMB
8 ADDR.
D 300R
D ADDR
T ADIR
D ADDR,

NUKB

NiNg
3 5CR

VaLy

00EOK
0100H
0007H
0249H
0!FOR
50408

0LETH -

0t73H
0151H
01304
0168k
01344
01844
023DH
9216H
90834
00825
002AH
yadty
0020K,2

003EH

00374
0051H
(0ABH

0023

0088H
01234
01424
01€3H
108K

10000

000AH
0185H

O{FEH
0090H

2080H
0000K
02094
9093H.0
COOAH
0600H.3
20594
0098K
01ABH
00314
50084
ICO0H

E

-00204. 4 A

A
A
A
A
A
4
A
A
A
8
A
3
A
A
A
A
A
A
A
4
A
A
A

A
A_.
A
A

A

f

A
A
A
:

A
A

A

A
A
A
A
A
A
A
A
A

A
A
A

ATTRIBUTES




STAEK. . . D ADOR 004IH A
STSRT. . . B ADBR  DO20H:Q A
STEMI. . NUMB 002 A
STLTM. . . NUMB 0020H A
SUX. . .. DADBIR  GO3RH A
TBHEX, . . DADOR  0O3OH A
THOLD. . . DADDR  QO37H @

A

TEON. .. DADIR  Q086H

0. . .. B.ADOR  0088K.S A
THo. . .. DADR  00CH @&
ML oo, . TAMR  00BIH A
THR. ... NUMB QOCOH A
T, ... 3ADOR  Q098H.1 A
TiFe oo . BADDR  0020H.1 A
MO, ... DAIDR Q0EAH A
Tl ... DADDR  O0SBH @
™MD ... DADR 00B%K A
TR0, v .. BADDR  00SEH.4 A
WORN . . . CADIR OIEH A
XNBEG. . .  NUSB,  2000H A
XEND. . . NUMB  2BOOH A
IMT. ... BADDR  0020H.3 A

AESISTER BANK(S) USED: 0, TARGET WACKINE{S): SOS1

© AGSENSLY CGNPLETE, NO ERRGRS.FOUND
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P/Pascai Rev  3.00 e 07-JUL-83 20131:27

8 % _
2,0 ARIaRIITIIIAIBLTSLIS SIS RTLISLILILALIILILIRASLIILILLIALIIIRINILLLL )
3. f rrssaansasLLRaLLLLLLE It!lt&ttt!t!ttt!!t;t:i 3
£, ( t33333333338323283388  Voice Recognition System $32333333333313333233
S. L ssrriressssssenssigg 1239222832238 8222832 0,
.Y A $§38258322827 82833 8¢ TRAINING: 1333385333 02833302238 }
PO R 3335050280 2Rdvis s FIBXTIILLITTSIILLILILL |
P R § o0 00828 R8s sRtienotRacdiiatoesitsatiaetiaciscpiititidtsataslsiticay
9.

{0.  PROGRAN TRAINING ( INPUT, CUTRUT J;

{1,

12. { Date: dpril 22, 1983}

13,

14, { lpdateds July &, 1983 - Revisian 2,12 }

15.

16, { Author: Thosas Liu }

17'

{8. ( This is the TRAINING phase of the Yoice Recognition Systza,

19,

20, ( - }

21.

22, CONST VOCAB_FILE = 'VCCAB’; { File of prototypes for vecabulary }

23. [R_PCRT_FILE = °*3TTIL’; ( Input'device fram F-E bax }

24, OUT_PORT_FILE = 977017 ;{ utput devica tq F-E box }

28, END_CND = 1812} { End. of input comcand, including ML }

25, END_WORD.= 3”3 { End -of word marker i

., FE_START = %3 { Start ccamand %o F-€ box }

8. FE_RESET = °17; { Resat coasand to F-E box }

29.. ¥AX_SANPLE = &9; { Maxiaua nysber of saaples per word 2

30, ML= 7C12¥ ¢ WL character ) ‘

3. ) .

32, TYPE  LINE_TYPE = ARRAY [1..201 OF CHAR;

3. { Input line buffer type ;

3,

35, VAR YGCAR : TEXT; { Yocabuiary file }

34, IN_PORY : TEIT; { Input data from F-E bex }

7. QUT_PORT : TEXT; { Gutput control o F-E boz }

he: ¥ORD : STRING.30; { Input word or end coamand }

39, SAMPLE : ARRAY [1..MAX_SAHPLE] OF LINE_TYPE;

40, - { Tata for each saspie )

&, DUMNY : LINE_TYPE; { Used when sampie size toc large }

42. TOD_LARGE : BCOLEAN; Indicatas saaple sizs too long }

. N> INTEGER; { Husher of saaples ia this word }

34, I, ¥ & INTEGER; { Lacp-count }

45, ACTIVE s 300L=AN; { Indicates activity from F~E bax }

6. CH : CHAR; N { fngner ta yes/no quastion )

i7. MIN_SANPLE & INTEGER; { Minisum nuager of sasples jer word }

48. SPC : INTEGER; { Silance periad count fros FE box 7

19.

3¢, { )

5L,

en
wh

89




53.
3.
55.
S6.
a7
38,
59,
80,
al.
82,
&3
b4,
83,
6.
a7,
ad.
589,
n.
71,
72.
73
74,
7%,
75,
.
78.
19.
80.
at.
92,
93,
84,
g1,
36.
87,
838,
9.
qo.
9t.
92.
93.
54.
95_-
36,
$7,
98,
99.

100.

1ot,
102,
13
104,
105,
108

1 ’ T
Initialization procedure }

BEGIN *
RESETCIN_PORT, IN_PORT_FIL€); ~  ( Reset imput port )
REYRITE(QUT_PORT,GUT_PORT_FilEl;  { Reset autput port }

_-FILEAPPEHD{VOCAB,YOCAB_FILE}; { Agpend %0 vocab file }
YRITE{QUTPUT, ‘Enter miniaua sasple count: *3;

READLN{ INPUT, MIN_SANPLE) ;
4RITE(OUTPYUT, "Enter silence period count: '
READLN (INPUT, SPC)

END;

{ — ' 3

PROCEDURE READLINE ( VAR F 3 TEXT; VAR LINE : LINE_TYPE J;

{ Reads in ore line into array of char, terainating with (NL3-)

{ Null characters are ignored, gince for scae reason, the MPT/100 will 3
{ razceive thes even though thay weren’t transamitted, or weren’t thay? }

CONST NULL .= 7¢0)’; { Null charactsre 3

VAR [ & INTEGER; { Index inte array }
E_0.L : 30OLEAN; { Indicatas M. recrived }

BESIN

1:30; . { Init ?

REPEAT 3
P21+ { Keep tracks of chars }
READ(F,LINEELIN); { Get one char ¥
E.Q.L := (LINE[I)=NL}); ¢ Check for NL character }
IF LINETI1 = NULL { Ignore null chars }

THEN [ 52 1 - §
UNTILE QL { Ta end of line }
EHDs
( 3

BEBIN ( Main progras }
WRITELNCQUTPUT, ’Training sessian started...”);

INITIALIZE; { Initialize this progras }
REPEAT { Cassand laop }
WRITE(QUTPUT,” Input ward ("3°:to exitds ')
READLY{ INPUT, 4ORD) { Get input word }
[F RORD <) END_CMD THEN { Only if not end of comaand j
BEGIN
Nz { Initialize cgunt !
RITELH(QUTRUT,Say the word typed above iato the aicrophcne.”);
WRITE(QUT_PORT,FE_STARD); { Tell F-E hoxr to start saspling. }
TOO_LARBE :5= FALEE; ¢ Init flags 3
ACTIVE := FALSE;
DURRYELT 3= 7 7y { init dusmy }
REPEAT '
WRITELN(OUT_PORT); ¢ Send a <NL) to signify ready }
IF-N ¢ MAX_SANPLE THEN { Checks saaple size }
BEGIN
Nz Nely { Keap ‘rack of coun% 3

REHGLKNE(EH;PGRT,SAHFLEIH]],\ Itput sasple ¢rca 7€ bax }
IF HOT ACTIVE THEN { Qnly when activity Segins B
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167, SESIN

168, YRITELN {GUTFUT, “Input active!’);

1%, ACTIVE := TRUE

130, END

L N

112, ELSE

113, BEGIN |

118, READLINECIX PORT,DUNNY); (' Throw away this reading ¥
115, TGO_LARGE := TRUE { Set flag }

115, = _

{17, UNTIL {SAMPLELN,1]=END WORD) OR { Until end of word prototype
118, {CUNMYT11=END_YORD) 5

119, IF N-¢ ¥IN_SAMPLE THEN. © Too few sasples 3

120, WRITELN (CUTPUT, "Word too short! Input ignored.’)

2L, ELSE iF TOD_LAREE THEN { Too.sany sasples

1228 WRITELN(QUTPUT, “Ward too long® Input ignared.’)

123 ELSE '

128, BESIN

128, WRITE(QUTPUT,’Store this prototype?. *};

124, READLNCINPUT,CR); { Get answar

127, IF (EH*’Y’) OR (CH="y'}

128, THEN

125. BESIA.

130, WRITE{GUTPUT,’Staring *,WORDI;

131, KRITE (VOCAB, WORD) 5 { Store into vocabulary }-
132, FOR I := § 10 §-3PC-{ DO { Store the prototype
133, BEGIN '
134, d s o;

135, REPEAT

136 EER R ¢ _

137, WRITE {VOCAB, SAXPLECT,J1)

138, UNTIL SAMPLECI,J1=NL

139, END; _

140, HRETELN{YOCAB,END_KCRD} 1 tnd-of-word aarker 7
{41, ‘&ND

142, ELSE WRITELN(QUTRUT,’ Input ignored!’)

143, END: . '

143, ~EKD

145, UNTIL WORD =°END_CMD; { Until end comeand detected 3

186.  WRITELN(QUTPUT, Training ended,’)
147, END C 7/6/B3-16:27~tcl 1.




147 source lines were tospiled.-in 2 sinutes 30 secands

Progran area

Size in words

Prograa code

Progras literals

Global initialized varjables
§icbal non-initialized varjables

Ne Cospilation Errars

71
203
22
818
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#P/Pascal fey- 3.00 07-JUL-83 20:21:41

L - =
2. ¢ u‘xt't‘xx_uxx:txx’xum'txxxx_txx’:xu_t'xx:’x_xmxx‘tmmmt_xmmu_xxx_m }
3.0 { TINRAsIsLIILsILINNS _ _ 13338334133233133381 )
A, T IBRRRSIRTLSRIANRILLLY Voice Recognition Systes ~3spstaRjpLIITIIINILL D
5. { AIIIRTITITLLLLIIILLINL TTRISILRITLALITLLLINL }
8, { I3TITIIRILIALILILLLLS RECOaN 133333222828333323333 )
7. { 3E33RI233TIIILL3I8LS BILTIIITIIIITITIALNLL )
8. { Xliﬂ!ﬂ!ilt_iﬂl!lttlt!_!t‘lltxl;}_!}t!t!!!xlt!t!t-!!uXt!!t!l!!ﬂ&tt!!tt!- )
3,

10,  PROGRAM RECOGN ( INFUT, OUTPUT 13

1L )

12, { Bate: April 28, 1983 }

13.

14, {-Update: July §, 1983 ~ Revisian &.01 )

18,

16, { Authar: Thoeas Liu 3

17.

18. { This is the recagnition program of the Veice Recegnition Systes. }

1.

20, < 3
L. _

22, CONST  INF_DIST = 32747; Largest value, this. is infinity! }

2. MAX_SANPLE = &0; { Maxisum sasples per word }

1, N_BPF = 7; { Nusber of bands }

28. BAX_VOCAB = 10; { Maximus vacabelary size }

2%, VOCAB_FILE = °VOCAB®;  { Yocabulary-file nage }

27, IN_PORT_FILE=’TTIL’;  { Isput pert name }

.28, QUT_PORT_FILE=’QTT01”; ( Cutput port nase }

5. FE_START = 7173 { Starts F-E conversion )

3. ERD_KORD = °37; { End of word marker }

3. ML o= "(12%75 ¢ Hew line character )}

32, '

33.  TYPE  DISTANCE = INTESER; { distance zeasureaent

u, ‘TINE_SANPLE = ARRAY [1..N_BRF} OF INTESER;

33, ¢ Each tize sagple }

T5. SAMPLE = ARRAY (1..%AX_SAMPLEI OF TIME_SAMPLE;

T { Saspleg values }

38, LINE_TYPE = ARRAY [1..201 GF CHAR;

39. ¢ Input line buffer type-}

40,

41, AR YOCAB ; TEIT; { Yacabulary file }

32, IN_PORT ; TEXT: { Input port !

8. QUT_PGRT 5 TEXT: { Qutput port } :

M, X_WORDS : INTEGER; {-Husber of wards in vacabulary }

5. WORDS @ ARRAY [1..NAZ_VOCABY GF

45, AECIRD _ { Repressntation for each word )

&7, N : INTEGER; { Nuaber of sampies }

48, TXT 5 STRING 20; ¢ Text string of this word J

19, DAT : SAMPLE { Prototype of vocabulary 3

30, END; '

{Ccamand character 7

sl

whaa

CMR.CH : CHAR;
AE

{
- )
COGN_THR & SISTARCE: < Maxiasua scare for recognition §
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3
4.
35,

26,

S8.
9.
a0,
&l.
82,
&3,
84,
&S,
bé.
67,
48,
&%,
70.
.

72..

3.
74,
73
78,
.
78'
79,
80,
a1,
82.
a3,
84,
§5.
86,
7.
Ba.
89,
90,
91.

2.

93,
94,
%,

96‘

?7'

98.

q?l.

100]
j01.
102.

103l

e,

108
1061

RECOGN_DIF : DISTANCE; ( Miniaue differemce to nest best }

¥_ADJ ¢ INTEGER; { Maxjaue boundary adjustaent )
NIN_SAMPLE : INTEGER; ( Minieum nuaber of caspies per word }
SPC : INTEGER; { Silénca period count from FE dox }

NORM_FLAG : BOOLEAN;  { Iadicates norsalization desired )

{

PROCEDURE READLINE { VAR F : TEXT; VAR LINE : LINE_TYPE );

{ Reads in one line'into array of char; terainating with (NL) )

{ Null characters are ignored, since for some reason, the MPT/100 »ill
{ receive thes even though they weren®t transmiited, or weren't they? )

CONST RULL = *¢0); { Muil character }
VAR I ¢« INTEGER; ( Index into array »
E.0_L : BOOLEAN; { Indicates NL received }
BEGIN
[ s=04 { Init }
REPEAT _
[ 141 { Keep tracks of chars }
READ(F,LINELIY}; { Get one char } _
£.0.L := (LINECI3=M);  { Check far NL character ;
IF LINECIT 3 HULL ( Ignore null chars }
THEN T 2= 1 -1
UNTIL E_B_L { To end of line }
END3

{

PROCEDURE CONVERT ( LINE -: LINE_TYPE; VAR ARY & SAMPLE; G @ INTSGER iy
(. Convert the input line into internal representation
YAR I : INTEGER; ( Loop variable J
FUNCTIDN HeX ( CH : CHAR ) & INTEEER;
{ Convert hax digit in ASCII to integer )
BEGIN.
IF {CH}=*0’} ANB. {CH(='9"}
THEN: HEX = GRD(CH).~ SRD{’0°) 10..9.)
ELSE HEX := QORD(CH) - ORD(°A’) + 105 { A..F !
END;
BEGIA .
FOR I ¢= 1 T8 H_BFF 50 {-For each band 3
RRYLS, I 4= HEXCLINELI+I~13) & [& « HEXILINELI+I1)
END;

{

PROCEDURE INITIALIZE;
{ Recat 1/0 gorts -and read in prototypes froa vacabulary fila 3

VAR I 1 INTESER; { Caunting seepies per-word }
LINE ; LINE_TYPE; { Sach line representing saspies ;
SEBIN

RESET{IN_PCRT,IN PORT FiLE);
REWRITE (DUT_PORT,LUT PERT_FIiLE);
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107,
103,
105.
110,
1.
142,
113,
118,
115,
116l
$i7,
118.
119,
120,
121,
122!
23,
128,
1251
126,
127,
128,
129,

131 .
132.
133.
134,
(35,
138,
137,
128,
135,
149,
141,
142,
143,
144,
-145,
146,
147,
148,
145,
13&.
ist.
352.
1539
154,
Issl
1548,
157,
l\l\t L]
auYa

140,

{

4
RESET {¥QCAB,/GCAB_FILE);
RECOGN_THR := 35; { Default thresheld }
RECOSN-DIF := 53 1 Default differentiation #actor

LIERD AR { Default boundary adjustaent }
NIN_SAMPLE 1% 15;
NORM_FLAG := TRUE; { Defaukt is to norsaliza 3
‘N_WORLS := 05 { Initialize word. count }
WRITE:OUTPUT, Enter silence period counts ’);

REABLN{INPUT, SPC),

WRITELK(DUTPUT,’Reading in vocabulary, Please wait...'l;

REPEAT {.Loop io read in voeabulary }
N WORES 3= N_NORDS + Lj
READLN (YGCAB,KORDSTN_WORDS1.TXT); ( Read. in one word }

WRITE (QUTPUT, HORDSCN_HCROSI. 7XTi; | debug }
1= { Initialize sample-ccunt }
EEPEAT {.Loup far each sampie’}
READLINE (VECAB,LINE); { Read in each szt of sasples ?
IF LINE[) < END_WORD THEN ( Check ‘far end of word. }
BEGIN
Tizl+]; { Saaple count
CONVERT-(LINE; HORDS LN _¥CRDS3. DAT, [j

f Change to internal representaticn 3

EHD .
GNTIL LINE[I] = END_WGRD;
#ORDSIN_KORDS1.X := I
UNTIL EOF (VECAB) { Until end of all vocab words }
END;

{ Untii end of word }

FUNCTION TOTAL_DIST ( ARYL : SRMPLE; A i INTEBES;

s
v
¢
£

ARY2 : SAMPLE; B : INTESER ) QISTAHCE‘

procedure to calculate the total distance J
NOTE: A shoud be greater than or equal to B. 1
Sose saaples froa the saaller srray ar@ cuplicated, }

TYPE- SUM_GF_BANDS = ARRAY [1..%AX_SANPLEI OF INTEGER;
(-Sus o4 hands for each tiae saspie ¥
NON_IERO_BANDS = ARRAY '[1,,MAX_SAMPLE] OF INTEGER:

{ Counts nuaber of .non-zero bznds )

VAR VAL 1 DISTAHNCE; { helds distance caiculation result '}
X; ¥ @ INGEGER; {"array indices )
8 : REAL; { .slope of band lizjts }

D+ ARRAY [l..MAX_SAMPLE,l..MAX_SAMPLE] OF DISTANCE;

{ holds %otal distanca thus far }
Y_AIN, Y_NAY : ARRAY C1.,MAX_SANFLEI OF DISTACE;

{ Bourds of y as function of ¥ )
CUML, SLMZ : Sum_CF_GANDS;
NIl NIZ s NON_IESD BANIS;

{ e e}

(PROCEOURE UMNARITE ¢ SHPL » 2A¥SLY

1

{

{ Detauit ninisua saaplz per aord }

( Xeaps tracks of nuaber of words }

{ Read in the word and store size 3

-
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tat,
182,
163,
188,
185
186,
147,
148,
189,
170,
7L
172,
173,
478,
t75.
176,
l??l
178,
1.
189
181,
182,
183
184,
183,
186.
187,
188
189,
190,
91,

1924

193.
194,
195,
196,
197,
{98.
199.
200,
201,
202,
203,
204,
208,
206.
207,
208,
209.
210,
211,

|

Lade
17

2100

a9
~A%v

97

N+ THTEGES;
VAR SUM : SUM_QF BANES;
YAR NZ : NON_IERC_BANDS );
{ Sus all bands .wé each sappie, alsa count nusber of nonzero hands }

VAR I, J : INTEGER; { Loop variables }
3ESIN '
FIR I :=1TON DO { For eith saepla }
BEBIN
SUMEIT &= O { Initialize }

HIL13 := N_8RF;
FOR J := 1 70 N_BPF 20
IF SMPLLI,d3=0
THEN NILI2 1= NI[1}-1
ELSE SUMEIY s= SUMLIZ+SNPLLL,]
END
BiD;

FROCSDURE NORMALIZE ¢ VAR SMPL : TIME_GAMPLE; SUM, NI i INTSEER )
{ T™his algoriths is an equal~sua normalizaticm, }
{ Noraalize pach tiae saapie so the sus is approzisatlaly eguals to SUX 3

VAR 1 : INTEGER; { Index into tize sasple }
ADJ : INTEGER; { Reduction factor }
'S 1+ INTEGER; { Hotds value of SUY passed I
N ; INTEEER; { Holds value of NI passed :
BEBIN
3= SUNY; { So S ¢an be changed }
N .= N { So-N can be mdified }
IF N)O THEN { Only for non-zero N 3
AD iz § DIV N; { Calcuiate reduction factor 7
¥HILE (ADIDQ)AND(NY0) DO ( Only if factor is non-zere }
BEBIN

FUR 1":= 1 70" N_BRF D0 _
IF SWPLLII2Q THEN  C Only if level in this band is ncn-zero )
IF SHPLII3)AD] { dant to leave rasult non-negative and
{

THEN reducing froa S orly actual reduction }
BEEIN
SMPLIIT 1= SHPLLII-ADY;
S s=-5-AJ
ENT
ELSE )
BEGIN

§ 1= -GAPLIII;
SAPLLIT 1= 0

N = N-L
END;
_IF M) THEN ADJ := S OIV/N
END
END;
{ : }

FUNCTZON DIiST ( If, IZ : INTESER ) 1. DISTAKCS;




8.
. 26,
27,
2189
219,
220,
21,
2,
5.
224,

225.

225.
a1,
228,
29,
230,
B
232,

253,

24,
735.
236,
7.
238,
739,
240,
1.
%2,
2430
244,

y/

245,
241,
<48,
249,
250.
258,
252,
253,
258,
255,
236,
257,
258.
259,
260,
381,
22,
263,
2564,
265,
24k,
287,
T8E.

98

{ Calculates the. distance between two puints indexed by If and 12}

( New apthod: return the.aaxiaus of absslute diiferances. 3

VAR VAL s DISTANCE; { Holds distance value sg far }
3IF : DISTANCE; { Holds the distance calculated }
T : INTESER; { Loop variaila, index into bands }
T1, T2 : TIME_SAMPLE; { Samples at this instant in tiae ¥
BEBINK
FOR [ s=-1 T8 NBPF D8  { Capy tise samples #ros bath arrays }
-BESIN

TILIT = ARYIDNLIL;
12080 s ARY2(12,11

END;

DIF. 3= SUNITT11-SUA2[121; { Difiersnce-of sum }

IF NORH_FLAS THEN € Only if norsalization desired 3
iF DIFX0 { Norealize the [arger )

THEN NORMALIZE(TY,DIF NIILILD)
ELSE NORMALIZE(T2,-DIF,HI2LI2D);

VAL 32 05 - DIait)
FOR I :s 1 TO XBPF DD  { For each band }
BESIN

BIF :a ABS{TI{II-T2INY;:
IF DIF ) VAL THEN YAL 3= DIF

N
DIST 3= VAL { Return the result )
END4
€ . b

FUKCTION 870 X, ¥ : INTEGER ) ; DISTANCE;
{ Contralied fetch from the array D)
BEGIN s
IF (YC=Y_MAXLX1) AND (Yi=y NINIXD)
THEN GET_D := DLEL,YI
ELSE BET_D := INF_DIST
END;

{ i 1

FUKCTION OP_FEN ¢ X, Y : IKTESER ) & DISTANCE;

( This is the dynamic prograssing function }

VAR VAL : DISTANCE; { Holds the siniaus of function }
T s DISTANCE; { Tesporarily holds distance }
BEGIN

VAL := GET_D{X-1,Y); { Find the sinimua 3}
T s3 BET_D{X~f,¥-1};
IF T ¢ VAL THEN VAL == T;
T 1= GET_Dix=1,Y-2);
AP T ¢ VAL THER VAL 1= T3
IF VAL ¢ INF_DIST :
THEK DP_FCX s= DIST(X,Y) + WL
FLSE DP_FCN 2= INF_DiST
£4D;

r
3




289.
270, BEBIN { TOTAL_DIST 3

1. { use band dynamic grograasing norzalization )
272, SUMMARIZE (ARY1,A,SUMS N11) { First 7ind sums and non-zeros }
273. SUNMAREZE(ARYZ,B, SUN2,N12};

274, { Calculate slape } '
278, § := FLOAT(B-%_ADJ~1)/FLOAT (A~N_AD~1];

276, { Calculate lisits on y-axis 3

7. FOR X := 1 70 %_ADJ+1.DO

78 BEGIN

279. Y_NINLXI 22 f;

230, Y_NAXIX] := ROUND{SBFLOAT(X=1})+1+M_aDJ
z81, END; '
282, FOR X == M_ADJ+2 T A-N_AD3-1 DO

283, BEGIN

264, Y _MINCXT s= ROUND(SBFLOAT(X-N_ADI-1)}+1;
283, Y_HAXCX] s= ROUND(SIFLTAT(X-1)}+1#N AD]
28b. Ehng

287, FOR X 3= A-M_ADJ TO A DO

288. BESIN

289 Y_MINLXT := ROUND{SSFLOAT(X-M_ADS-1))+1;
290, Y NAX[X1 22 B

291, - END;

292..  { Calculate initial points }

293, FOR'K := 1 T3 K_ADJ+! 0O

294, DI, 41 := DIST(R,1);

295. FOR ¥ 3= 2 10 X_ADJ+! DO

296, Di1,YY = DISTIL,Y);

297. { Main caleulations 7}

298, FIR X 5= 2704 00

249, FOR ¥ := Y_MINIX] TO Y_MAX{X] 00

300, DEX, YD i3 DP_FON(X,Y);

201, { Find siniaus }

302, YAL = DIA,BY;

303, FOR X :=. A-M_ADJ TO A-1 00

304, IF ¥AL > [CX,87 THEX VAL := DLX,3]¢

308, FOR Y 5= B-M_ADJ TG 8- DO

306, IF VAL > DLA, 71 THEN VAL := DIA.YY;

307, IF YAL < INF_DIST { Chezk for "infinity* ?
368, THEN TOTAL_DIST = (YAL + A 2IY 2) DIV A
309, ELSE TOTAL_DIST := INF_DIST

310, ERD;

31,

312, € i
313,

" 314. PROCEMURE 60_RELOGH:
318.  { The actuai recognition routine 3

3la,

7. YAR TEST : SAMPLE: ' { Test word array }

348, N & INTESER; { Nuaber of saaples in test word )
319, LINE & LINE_TYPE; { Input iine buffer )

320, BEST : [NTESER; { Index of best score found !

pral SECOND : INTESER; { Index of second gest zcara }
322, I+ INYEDER: f Inder isto vocabulary 3
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38, TOO_LARSE 1 BGELEAN; ¢ Indicates if toc sany sasples )
324, ACTIVE : BOCLEAN; . { Indicates active input )

325, DIST ¢ ARRAYL1..MAX_YOCABI OF DISTANCE; { Teaporary stores distance :
326, '

327, { - — ' - }

328,

329, FUNCTION SCORE ( [ : INTESER ) @ DISTANCE;
330. { Cosputes the score for each word in the vocabulary }

331, VAR VAL : DISTANCE; { Holde value 1}

332 BEGIN

333, 1F WORDSTIIN ¢ N { Check the longer -axis ¥

R4, THEN VAL := TOTAL_DIST(TEST,N,4ORDSL!1.24T,¥ORESII. )

358. ELSE VAL := TOTAL _DIST(WORDSC13.DAT,#ORDSTIL.N, TEST,N);

338, HRITE(UBTPUY,’Hord:",HGRDSEI],TXTT; { debug ?

331, WRITELN(QUTPYUT,” Distance: 7,VAL); { debug }

338. SCORE = VAL

339, END;

3440,

348, { - - ¥

342

343, BESIN { GO_RECOGN :

348, WRITELN{QUTPUT, Say the test word.’);

345, WRITE{OUT_PORT,FE_START); { Tell F-E hox ta start saspling !
346, N i3 0; _ { Initialize )

347, 100_LARGE 3= FALSE; £ Init 3

348. ACTIVE 3= FALSE; { Init}

349, REPEAT ‘

3%0, " RRITELN(OUT_PORT); {'Send a <NL) to signify ready ¥
Jal. READLINE (IN_PCRT,LINE}; { Get one saapie }

352, IF NOT ACTIVE THEN { Only it no input received yet )
5. BEBIN _

Sads © WRITELN(OUTPUT, *Input: ackivei’);

35, ACTIVE 3= TRUE

336, EhDy |

337, IF LINECIT ¢) END_¥ORD THEN { Check for end of word 3

358, IF N < HAX_SAMPLE THEN '{ ‘Make sure nat too large }

359, BESIN

360, Nz N+ 83 { Keap track of count } .
MAR 'CONVERT (L IHE, TEST,N). { Convert to inteenal rapresestation }
382, £ ' _

363, - ELSE TOO_LARGE 3= TRUE  If tco sany saspies )

b4, UNTIL (LINEZLI=END_XORD); { Until end of word prototype )
353, IF N < NIN_SAMPLE THEN { Too few saaplas }

k6. BRITELN (OUTPUT, “¥ord too short! TInput ignored.’)

367, ELSE IF TOO LARGE THEN { Too gany samples }

388, #RITELN(QUTPUT, "Nord too fong! Input ignored.”)

359. ELSE ‘

370, BEGIN { Try to satch }

373 WRITELN (QUTPUT, *End-of-word detected.’);

372, N 1= N - SPC; _ , € Chep off silence perisd 3

37 FOR 1 := 1 TO N_WORDS 20

173, - DISTLI] == SCORE(I)y { For each resereace word }

378, IF 9JS7TLT O DISTI2Y { Init 29T and SESOHD 3

374 TREN




377,
378,
NP
SBO:
<381,
382,

3/,

384,
383,
Eé.
387.

388,

389.
399,
391,
392.
293,
394,
395,
398,
391,
398,
399.
400.
401,
402.
403.
404,
405,
406,
407,
408,
405,
410,
a1,
412,
313,
14,
418,
414,
317,
418,
319,
420,
421,
322,
423,
424,
425.
42¢,
427,
428,
39,

430,

REGIN
BEST :3 2
SEEOND := |
END
ELSE
BEBIN
BEST := {;
SECOKI 3= 2
ENDs
FOR I s=3 7O N_WORDS 5O { Assuees H_dORDS > 2}
IF DISTII1 < DISTIBESTI
THEN
BEEIN s { New BEST value }.
SECCND := BEST
BEST 3= I
END
ELSE IF DIST(IJ ¢ DISTISECONDI
"THEN
SECOND :=:{; { New SECOND value }
HRITELN(BUTRUT);
IF DISTCBEST] ) RECOGN_THA { Check for aatech )
THEN WRITELN(OUTPUT, No aatch.’]
ELSE
IF DISTCSECONDI-DISTIBESTI ¢ RECOGN_DIF
THEN WRITELN (QUTPUT, "Aabiguaus input!?)
ELSE WRITELN(DUTPUT,’Word satched is: /,¥ORDSIBESTI.TXT,
' "Score is: *,DISTIBESTI)
END
END;

(

PROCECURE LIST_YOCAB;
{ List currently defined vocabulary )

Y8R 1 : INTEGER; { Index into vocabulary !
BESIN

WRITELK(OUTRUT)} .
WRITELN{DUTPUT,’Current vacabulary:'};

FOR 1 221 7O H_4ORDS DO { For each word in the vocab...

#RITECOUTPUT,® *,WBRDSEII.TIT);
WRITELXIOUTPUT)
END;

I
.

PROCZDURE DISPLAY_PARAMS;
{ Dispiays the adjustable paraaseters !}
BEBIN
¥RITELN{OUTRUT, 43} Threshold factor: * \RECOGN_THR);
WRITELN{OUTRUT, (2) Differsntiation factzrs °,RECIGH_DIF):
ARTTELN(OUTFUT,” ¢3) Boundary adjustaent: % AQiL;
ARITELNICUTPUT, ¢4 Minisua sasple count: - 7, dIK_SANFLEN;

101

-

-




131,
432,
433,
434,

4%

Wl B

436..

437.

438,

439,
0,
141,
442,
"5,
44,
3435,
446,
447,
448,
449,
490,
451,
452,
433,
454,

4%,

435,

437.

458,
459,
‘489,
481,
452,
443,
4pd,
469,
56,
467,
458,
449,
479,
471,
o
{73,
474,
375,
476,
477
473,
477,

480, .

481,
482,
48z,
134,

WRITE {CUTPYT, * (T) Norsalizaticn: 1
IF NORN_FLAG
" THEN “RITELH{GUTFUT,'YES’)
-ELSE ARITELN (DUTPUT, Ne’}}
HRETELN(BUTPUT) ;.
* ENDy

{

FROCEDURE ADSUST;
{ fdjust threshold value }
YAR SELELT 3 INTEGER; { Selacts option }
CH : CHAR;
BEGIN
REPEAT )
HRITELN(QUTPUTY ;-
WRITELN(QUTPUT,’ (0) Np change’}; °
DISPLAY_PARANS; '
MRITE{DUTPUT, *Select parasster to adjust: ’)j
READLN{ INPUT ,SELECT);
CASE SELECT OF
8 F { Nothing done here }
! : BEBIN ' _
WRITE(QUTPUT, New threshold: ’);
READLN (INPUT,RECOGN_THR}
END;
"2 & BEGIN
WRITE (DUTPUT, "New differentiation factor: *);
READLN ¢ INPUT ,RECOGN_DIF)
EHD; '
3 : BEBIN .
HRITEZQUTPUT, *New boundary adjusteent: *);
READLN(INPUT,H_ADI)
END;
4 : BEEIN _
SRITE(DUTPUT, "New ainiaum szaple count: );
READLN { INPUT, MIN_SANFLE)
END;
5 : BEGIN
WRITE (QUTPUT, 'Do you want rormalization? 7);
READLNCINPYT,CH); _
NORN_FLAG 1= (CK=’Y') OR (CH="y")
END;
OTHERWISE WRITELNCOUTPUT, *Hhat?")
END
UNTIL SELECT = 0; {-Look for exit aption }
WRITELH(QUTPUT) ;
8311

'
T

BEGIN { Main grograa }
HRITELN(DUTPYT, 'Secognitian phase started...”);
INITIALIZE; { initiaiize }

~
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48¢,
484,
487,
488,
489,
190,
451,
492,
193,
494,
495,
495,
497'
498,
499,
5001

ARITELRIBUTRUTY ¢

WRITELX(OUTPUT, “Default paraseters are:'};

WRITELR(OUTRUT) ;.
DISPLAY_FARANS;
REPEAT

WRITE(QUTPUT, Cosaand {R=Run, L=List vocab, A=Adjust paraas, 2=Quitl: '};

READLM ( INPUT, CND_CH) 3
CASE CMD_CH OF
'R", "¢” ¢ GO_RECOSN;
'L, *17 ¢ LIST_VOCAB;
A, 72’ ¢ ADJUST;

{ Displays paraater settings'}
{ Cosaand laop }

{ Check coasand’ }
{ Go try reccgrinition 9§
{ List vocabulary }

{" Adjust parameters }

@, *g* ¢ WRITELR(QUTPUT,’Ending recagnition phase.’);

'OTHERRISE RITELN(OUTPUT,’%hat?’}
END '
UNTIL (CMD_CH="0") GR (CND_CHs’g")
END { 7/6/83<16:30-tel 3. '

¢ l1legal cosmand }

£ Until guitting tize }
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- 500 source lines were coapiled in 7 ainutes { second

frograas.area

Size in words

Prograa code

frogras literals | _

‘Blobal initialized variables
Blobal non-initialized variablas

N Compilation.Errors

2545
479
4710
g
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APPENDIX E

OPERATING INSTRUCTIONS:




106

This appendix centains the operating instructions for this voice
recognition system. The instructions and sample seesions are for the

current versions of the programs:

1. LISTEN revision 3.21
2. TRAINING revision 2.12
3. RECOGN - revision 6.01

Also, it is assumed that the user is familar with the operations of the
MPT/ 100 using MP/0S.
The instructions are divided into two parts, for training and

recognition . sessions.

Training Session

1. If the VOCAB file already exists and new words are not to
append,. then remove the old vocabulgry by

DELETE VOCAB
2. TInvoke the training program by
XEQ TRAINING

3. Answer the minimim sample length question, typically with 15
(see Table 2).

¥, Answer the silence period count question with the value of SPCC
defined in LISTEN, currently 8.

5. At each command prompt, enter the text of the vocabularb-word.
6. Say the word into the microphone.

7. If the word is too long or too short, TRAINING will ignore; go
back to step 5.

8. If the word is of valid length, TRAINING asks for confirmation
before storing the prototype pattern. To store it, answer with

Nyﬂ‘ .

9. Repeat stebs 5 to 8.




"10. ‘When all words are entered, type "#*" at command prompt.

Note that TRAINING doesa not limit the size of the vocabulary,

though there is a 1limit of 10 for the current version of RECOGN.

sample training session is included in Figure E.1.

Recognition Session

1. Make sure: the file VOCAB exists.
2. Commence recognition session by

XEQ RECCCN

3. Answer the silence period count question as in training

sassion.

4, As VOCAB 13 being read in, each word is printed.

5. Default parameters ares displayed.

€. At the command prompt, -commands may be entered in lower or

upper casge. The available commands are:

1« R - %o rup a test input

2. A - to adjust parameter settinga.
3. L = to list vocabulary
J, Q - to exit session

T« The commands ars self-explanatory.

A sample recognition session is included in Pigﬁ}e E.2.




we¢s trainine

Trairnine seszion started...

Enter minimum samprPle count: 15

Enter silenge period count: 2

Input werd ("#" ta exit)? One

Say the word tyeped above intce the microrphone.
Input active!

Sture this protatvea? v
Storing One _
InPut word ("%#" to exit): Two
Tay the word twveed above into the microphone.
Input active!

Word too short! Ineput isnored.

Input word ("*" to exit): Two

Say the word tvred above into the microrhone.
Input activel

Store this pretotyee? v

Storins Two

Input word ("#" to exit): Three

Sav the word tymed above inte the microphione.
Input active!

Stere this prototype? v

Storing Three. _

Input word ("#" to exit): don’t store this
Say the word typed above into the microphone.
InPut active!

Store this pPrototryre? n

Input ignored!

Input word ("*#" %o exitl)? too lons

Sar the werd tveped abave inta the microephone. |
Input active!

Word tno lang! Inpot ioncred..

Tnput woerd ("#™ to exit)r #

Trainina ended.

-
i

Figure E.1 - Sample training session.
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Yeq reCodn

Recoanitian phase started...

Enter silence periocd ceunt:
Readins in vecabutarv.
Une

Two

Three

Liefault parameters are?

(1)
(2)
(3D
(4)
(5

Threshold factor:
Differentiation facter:
Poundary adiustment:
Miriimum sample ceunt:
Mormalization:t

Command (R=Run,
Bay the test word.
Input active!
End=of—-word detected.
Words: QCne
Distance:
Word: Tuwo
Distance!:
Words Three
RDigtanceas

68
%
29
Word matched is: Three
Score ist 29
Command (R=Rurn>,
‘Savy the test word.
Input active!
End—c¥f—word detected.
Word: One
Distances
Word? Two
Distanca:
Word:s Three
Bistarces

33
S2
4
Word matched is: One
Scoere iss 32
Command (R=Runy
Say the test word.
Input active!
End-of-word detected.
Word? "One

DNistance:
Word: Tuwo

Distance?
Word: Three

Distance:

44
50
72

No match.

L=L1$t vacab,

L=List wvorcab,

L=List vecab,

=
=

Flease wait...

<+ = U)W
n wn

S

A=AdJjust params.

A=AdJiust erarams.

A=Adiust params;

109

H=Cuit)s r

Q=uitys r

A=Ruit): r

Figure E.2 - Sample recognition session.




Emmmand (R=Run, L=List vocak, A=Adjust params. G=Ruit): r

Zay the test word,
Ineut active!
End—of-word detected.
Word: One
Distances
Word: Two -
Distances
Words Threw
Distance: 75

64

&6

No match.

Command (R=Runs, L=List
‘Say the test word.-
Input active!
Word too short!
Cammand (R=Run»
fay the test ward.
Input active!
Word too ltonal
Command (R=Run,
Say the test word.
InPut active!

Ineut

(1) Threshold factor:?

lL=l.ist

vocab,

isnore
vecab,

=AdJust Paramss

da

A=Adiust pParamss

Input isnored.
L=List voecabs,

A=fdjust pParamss

Figure E.2 (continued).

A=Quit)z

fi=Cluit) s

I=fyit)s

r

r

r

rot a

End=of-word detected..
Words One
~ Distance? S2
Word:z Twe:
Distance: 59
Werd: Three
Distances &2
No match. )
Command (R=Run, L=List vocad, A=AdJjust Params, Q=Qyit): 1
Current vocabulary: :
Cne
Two
Three
Command (R=Runs L=List vdcab, A=Adiust Params, GQ=Cuit):
What? _
Command (R=Run, L=List vocab, A=AdJust params, Q=GCuit}: a
(0) No chanse _
(1) Threshold factor: 25
(2) Differentiation facter: S
(2) Boundary adiustment: 1
{(4) Minimum sample count: 15
(S) Normalizations Yes
Setlect Parameter to adjust: 2
New differentiation factor: 100
. (0) No change
a9
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{2y Differentiation factor: 100

(3) Boundary adiustment: 1
{4) Minimum samPle count: 15
(5) Noermalization: Yes

Select parameter to adjust: O

Command (R=Ruri,» L=List vocab, A=Adjust Params, A=Quit): r
Say the test word.
Input active!
End—of=word detected.
Wordt One
Distances: 48
Word? Tuwo
Distarce: 3§
Words Three
Distance: &3

Ambiguous inPut!
Command (R=Run, L=List wvocab. A=Adiust params, Q=Quit): a

(Q) No chanse

(1) Threshold factor: 25
(2) Differentiation facter: 100
(3) Boundary adiustment: b

{4) Minimum sample count? 15
(S Normalization: Yes

Select rparameter te adJust: .S
Vo wou want nermalization? n

;0)'No chanoe

(1) Threshold factor: IS
(2) Differentiation factor: 100
(2) Baoundarw adiustment: 1

(4) Minimum sameple count: 15
(S) Narmalization: T3 Neo

Select Parameter to adiust: O

Command (R=Run, L=List vocab, A=Adjust params, @=Quit): «
Endina recognition phase.

Figure E.2 (continued).




1.

2.

4.

5.
6.

9.

10.

1.

12.
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