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ABSTRACT

Superconducting electric machines have shown potential for dramatic in-

creases in specific power for applications such as offshore wind generation,

turbo-electric distributed propulsion in aircraft, and ship propulsion. Super-

conductors exhibit zero loss in dc conditions, though ac current produces

considerable loss due to hysteresis, eddy currents, and coupling. For this

reason, many present designs for such machines are partially superconduct-

ing, meaning that the dc field components are superconducting while the ac

armature coils are normal copper conductors. A fully superconducting ma-

chine would involve both superconducting field and armature components

for higher specific power, though this would introduce the previously men-

tioned ac losses. This research aims to characterize the expected losses in

the components of fully superconducting machines based on partially super-

conducting designs described in prior work. Various factors are examined,

such as motor geometry and operating frequency, and two low-loss designs

are proposed based on the analysis.
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CHAPTER 1

INTRODUCTION

1.1 Problem Motivation

Over the last 100 years transportation has become increasingly electrified,

evidenced by the growing prevalence of hybrid/electric automobiles, trains,

and ships in operation today. Environmental and economic considerations

are driving this trend towards electrification following advances in energy

storage and electromechanical technology. More efficient motors and gener-

ators aim to replace gas-burning engines, reducing the emission of nitrous

and carbon oxides into the environment. Additionally, decreasing costs for

energy storage systems such as lithium-ion batteries push commercial oppor-

tunities for electrified transportation into the realm of feasibility, matched

by a growing public demand.

While electrified automobiles and trains are seeing mass manufacture in

industry, aircraft have remained largely rooted in combustion-based designs.

Only recently have industrial aviation groups started to shift towards electri-

fying aircraft, with projects such as the Boeing SUGAR-volt and the NASA

NX-3 [1], [2]. Now more than ever, aircraft are of particular interest for

electrification for both environmental and economic reasons. The Intergov-

ernmental Panel on Climate Change (IPCC) estimates that aircraft account

for up to 3% of all global emissions, with the possibility of that increasing to

15% in 2050 if action is not taken to further reduce current emissions criteria

[3]. In a similar vein, the International Air Transport Association predicts an

increase in air passengers from 2.4 billion in 2010 to 16 billion in 2050, and

an increase in goods transported by air from 40 million tons to 400 million

tons by 2050 [4]. These projected increases call for vast improvements in

current aircraft systems to reduce both emissions and jet fuel expenditures,

and electrification is a promising avenue to achieve these improvements.
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While battery technology is steadily improving, current lithium-ion energy

density simply will not be able to compete with that of jet fuel. At only 600

kJ/kg, lithium-ion batteries pale in comparison to jet fuel’s 46000 kJ/kg.

For this reason, the use of only batteries for energy in an aircraft is not

practical. A more feasible solution is to use a type of hybrid system design

that utilizes both jet fuel and batteries to efficiently drive electric machines

and propellers.

One of the challenges associated with such a design is the manufacture and

operation of electric machines with high specific power. To achieve desired

performance for commercial aircraft, power levels of up to 50MW may be

needed. At the current state of the art of 4-9 kW/kg [5], modern motors

cannot reasonably operate at the required aircraft power levels without being

extraordinarily heavy. An order-of-magnitude increase in specific power is

necessary for integration in electric aircraft.

In order to push the performance and specific power of existing electric

machines, radical changes to the machine design must be considered. One

technology that shows promise is superconducting (SC) wire implemented in

place of the traditional copper windings. Because they have zero electrical

resistance under dc conditions, SC wires can operate with extremely large

currents and magnetic fields and allow for dramatic increases in power for the

same volume and weight. Where a traditional motor may have a peak current

density around 10 A/mm2 using copper coils, an SC motor can operate with

100, 500, or even 1000 A/mm2 depending on the operating conditions.

One drawback to the implementation of superconductors in a machine is

the necessity for more complex cooling systems and mechanical constraints.

Since superconductors can only function under cryogenic conditions, prac-

tical applications can be rather difficult to implement. This is especially

true for electric machines where rotating forces, oscillating magnetic fields

and thermally coupled components all jeopardize the superconducting wires.

Several groups have proposed solutions to these issues, with concepts such

as vacuum torque tubes and liquid cooling systems having already been im-

plemented in some machines [6].

Another challenge is the prediction and mitigation of ac loss in SC compo-

nents of the machine. While superconductors exhibit zero electrical resistance

under dc conditions, time-varying electrical or magnetic fields will lead to loss

in the form of heat within the superconductor. For SC field components in
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a synchronous machine, this does not pose too much of a problem since the

field is typically produced by dc current. Armature components, however,

will be carrying large currents at some frequency while experiencing a rotat-

ing magnetic field. This will inevitably lead to loss. If this heat cannot be

removed by the machine’s cooling system, then the temperature of the super-

conductor will increase until the wire is no longer superconducting. Models

for ac loss have been formulated and tested for various superconductors in

existing works, but not to great depth in high-power motor applications or

equivalent conditions.

1.2 Problem Definition

Many machines have already been designed or built with partially SC com-

ponents, where the dc field coils of the machine are made with SC wires while

the ac components remain copper. This minor substitution allows for great

increase in the magnetic flux density within the airgap, which translates to

an increase in the machine’s specific power. Conveniently, this design does

not suffer from ac loss since the field coils carry dc current and will not

experience a changing magnetic field relative to the armature field.

By contrast, there are very few fully SC machine designs, where both the

armature and field components are made with SC wire. While the inclusion of

an SC armature would theoretically increase the specific power even further

than a partial SC machine, the effects of ac loss have been shown to be quite

substantial relative to the desired power output. The general consensus over

the past decade has been that the state of SC wire technology has not been

sufficiently developed for high power ac applications such as electric machines

in aircraft. However, other lower-frequency applications may show potential

for fully SC designs, such as offshore wind or ship propulsion.

This research aims to analyze the ac losses in a fully SC electric machine

that utilizes state-of-the-art wire. A design for a partial SC machine intended

for electrified aircraft is used as a starting point for the transition to fully SC,

and the results are compared to determine the effectiveness and feasibility

of the change. Other machine designs are then examined and a general

relationship is established between the geometry, application, speed, and

resulting loss.
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CHAPTER 2

SUPERCONDUCTORS AND AC LOSS

2.1 Overview of Superconducting Materials and

Properties

Superconductors are materials that exhibit unique electric and magnetic

properties under specific conditions. The most commonly cited condition

to enable superconductivity is temperature; many superconducting materi-

als are described with a critical temperature Tc, below which they become

superconducting. However, other factors can affect the superconducting state

such as applied magnetic field and mechanical stress in the material. These

will be addressed in detail along with an explanation of superconductor loss

mechanisms.

2.1.1 Properties of Superconductors

The first main property of superconducting materials is zero electrical resis-

tance to dc current. This was discovered by H. Kamerlingh Onnes in 1911,

when he noticed that the resistance of mercury suddenly dropped to zero at

4.2 K [7]. Under most operating conditions this is truly zero electrical resis-

tance, not an approximation to zero. In fact, currents have been observed to

flow in superconducting rings without any measurable decay for over a year,

and nuclear resonance measurements of the field produced by such currents

have established a lower bound of 105 years for their characteristic decay time

[8]. This phenomenon only applies for dc conditions such as constant cur-

rent and external magnetic field. If the field or current experiences a change

over time, heat will be produced in the superconductor due to various loss

mechanisms.

The second major property is called the Meissner effect, which describes

4



the ability of a superconductor to act as a perfect diamagnetic material. As

such, an external magnetic field applied to a superconductor will be perfectly

opposed by induced currents, preventing any of the magnetic field from en-

tering the material. Additionally, any magnetic field that was penetrating

the material while in a normally conductive state would be expelled when the

material transitions into a superconducting state. However, this expulsion of

magnetic field only applies for fields that are relatively weak.

2.1.2 Conditions for Superconductivity

The first property that is typically used to describe superconductors is the

critical temperature, Tc, where a material will transition between the super-

conducting and normally conducting states. The first discovered supercon-

ductors had Tc values below 10 K, though today there are materials that can

be considered superconducting at temperatures as high as 130 K [9]. Modern

superconductors can be grouped into one of two categories relating to their

operating temperature: Low temperature superconductors (LTS) and high

temperature superconductors (HTS). LTS have relatively low Tc, typically

below 15 K, while HTS have higher Tc values around 77 K or above.

At a given temperature T < Tc, if an external magnetic field H is gradually

applied, the superconductor will remain stable up until a critical field Hc is

reached. At that point the material will become normally conducting. Much

as there are two categories of superconductors based on their Tc, there are

also two categories based on their magnetic properties. Fig. 2.1a shows the

B-H curve of a Type I superconductor,1 where the superconductor exhibits

the Meissner state perfectly until Hc is reached. At that point, all of the

external field that was being expelled from the material is able to penetrate.

In a Type II superconductor, shown in Fig. 2.1b, the external field pene-

trates slightly into the material after a ‘lower critical field’ Hc1 is reached.

The field penetrates gradually further into the material until reaching the

‘upper critical field’ Hc2 = Hc, at which point the material is no longer

superconducting.

1B is conventionally considered to be the magnetic field density within the supercon-
ducting material while H is the external applied field. This convention will be adhered to
during this section’s microscopic explanation of superconductors, but later in the thesis
the terms for internal and external field will be used interchangeably as B or H.
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(a) Type I, with no penetrated field
before Hc

(b) Type II, showing partial penetration
beginning after Hc1

Figure 2.1: Comparison of magnetic behavior of Type I and II materials [10]

Another factor that affects superconductivity is the amount of current

flowing through the superconducting material. This current, called trans-

port current, can cause the material to lose its superconducting properties if

it passes a critical current value Ic. This is particularly undesirable in super-

conducting applications carrying large current, since the sudden transition

to the normal state will create huge ohmic losses with the re-introduction

of electrical resistance, potentially burning up the system. This energetic

failure mode is known as ‘quench’.

Finally, mechanical strain can affect the superconducting state. This is

specific to shaped superconductor components that are expected to experi-

ence mechanical stresses, such as wires in a large magnetic coil. While critical

temperature, field, and current are commonly measured and provided for var-

ious superconductors, critical strain limits are not as readily available. How-

ever, some general engineering guidelines exist for many common designs.

For instance, ITER magnet design criteria specify the maximum permissible

tensile strain of Nb3Sn as 0.2 %, which is feasible for most applications [11].

Together these four parameters (temperature, external magnetic field, trans-

port current, and strain) form what is known as the critical surface, under

which a material will be in the superconducting state [12]. In other words, at

any particular temperature value T < Tc the critical values of magnetic field,

transport current, and mechanical strain can be charted as a 3-dimensional

curved surface, much like in Fig. 2.2. If any of the operating parameters

venture out of this surface, the material will become normally conducting.

Note how the critical surface shrinks with increasing temperature. For this
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reason, many superconductors are utilized at temperatures far below their

Tc, to maximize their operating range based on the critical surface.

(a) (b)

Figure 2.2: Critical surface comparison of Nb3Sn at (a) 4 K and (b) 14 K
[12]

2.1.3 Common Superconducting Materials

Common superconducting materials and their main distinguishing properties

are shown in Table 2.1. The most commonly used material in modern ap-

plications is niobium-titanium (NbTi), which is known for being used as the

primary magnetic field coils in the experimental fusion device, Wendelstein

7-X. Next is niobium-tin (Nb3Sn), which has a higher critical temperature

and can withstand larger magnetic fields than NbTi. However, it is more

expensive and still can only be used practically at 4.2 K. Magnetic field coils

in the ITER nuclear fusion tokamak project are currently being constructed

with Nb3Sn. Both NbTi and Nb3Sn are considered to be LTS materials since

they are typically operated around 4 K.

HTS materials include YBCO and BSCCO, since both of these materials

can operate at the relatively high temperature of 77 K while still remaining

superconducting. YBCO stands for yttrium-barium-copper-oxide, and is fa-

mous for being the first superconductor that was discovered to have a critical

temperature above 77 K.
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Table 2.1: Common superconducting materials and wires

Name Critical Temp Typical Operating Temp Wire type
(K) (K)

NbTi 9 4.2 multifilament
Nb3Sn 18 4.2 multifilament
MgB2 39 20 multifilament or tape
YBCO 90 77 tape
BSCCO 108 30-35 tape

The LTS and HTS temperatures, 4 K and 77 K respectively, are chosen

based on the bath immersion liquid cooling that can be utilized for each type.

Liquid helium, which boils at 4.2 K, can be used to reliably cool LTS ma-

terials while liquid nitrogen can cool HTS materials due to its 77 K boiling

point. Between HTS and LTS materials, MgB2 occupies the role of a pos-

sible ‘medium temperature superconductor’ since its transition temperature

of 39 K allows potential cooling through liquid hydrogen, which boils at 20

K. For desired operating points that vary from the established liquid boiling

points, closed cycle cryogen refrigeration or conduction cooling can be uti-

lized, such as for typical BSCCO applications. Additionally, superconductors

with higher transition temperatures are being sought after for the possibility

of cooling with liquid natural gas (boiling at 110 K).

2.2 Analytical Models

While superconductors exhibit zero resistance (and thus no power loss) under

dc conditions, changes in transport current or magnetic field will result in

loss and create heat. In pure superconducting materials most of this loss is

considered to be a form of hysteresis, since the loss is nonlinear, cyclical, and

generally independent of the ac cycle length. This loss can be modelled in

both a macroscopic and a microscopic sense.

Macroscopically, a changing magnetic field induces an emf in the super-

conductor that can drive induced currents beyond the critical Ic value and

into a non-superconducting region. Thus the power loss per unit volume is

simply p = E · J , and a total power loss can be calculated by integrating p

over the entire region.
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Microscopically, ac losses can be visualized as the viscous motion of quan-

tized units of magnetization, which form when the superconductor carries

transport current or magnetic field about Hc1. These discrete units of mag-

netization are called fluxons, fluxoids, or Abrikosov vortices in the literature.

As the transport current or magnetic field periodically changes, a Lorentz

force is exerted on these fluxons in an effort to reorient them, causing them

to oscillate and dissipate energy.

Both the macroscopic and microscopic models have been verified experi-

mentally, but the macroscopic view is typically easiest to implement in calcu-

lations and loss predictions. From this macroscopic theory and experimental

observations, two common models have been established for analytical eval-

uations of superconductor loss: the critical state model and the power law.

2.2.1 Critical State Model

The exact interaction between fluxons and the Lorentz force, or the exact

distribution of E and J in the superconductors, can be difficult to precisely

model. For practical purposes an approximation known as the critical state

model (CSM) can be utilized for fairly accurate predictions regarding the

macroscopic behavior of the superconducting material.

The CSM assumes that at any point in time, the total current I in a

superconductor can be expressed as a combination of current densities Jc

and 0 in various regions of the cross section [13]. Due to the Meissner effect,

these current-carrying regions will initially crowd around the ‘skin’ of the

superconductor for low values of I, but as the total current increases the size

of the current-carrying regions will increase to compensate. If the wire is

carrying only 60% of its critical current value, then 60% of the wire cross

section would be occupied by Jc.

For dc current, there are only regions of either critical current density or

zero current density in the wire cross section, but for alternating current or

magnetic field a region of negative current can be introduced. This mecha-

nism is illustrated in Fig. 2.3, where the total current in the conductor is the

sum of +Jc, −Jc, and 0 regions depending on what portion of the ac cycle

is being measured. As current increases, more of the wire cross section is

occupied by positive Jc, but as current decreases then that region is replaced
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Figure 2.3: Current density distribution in the cross section of a circular SC
wire, measured at different instants for the same instantaneous current
value [14]

with negative Jc.

Most analytical equations relating superconductor parameters with ac loss

are formulated with the CSM. Even with this simplified model, loss equa-

tions tend to be quite complex. For computer simulations and finite element

models, the power law is more commonly employed.

2.2.2 Power Law

While the CSM is a useful approximation for bulk superconductors (pure

superconducting material) experiencing low magnitudes of current and mag-

netic field, it is insufficient for situations near the critical boundary. Addi-

tionally, it does not account for the fact that the transition between super-

conducting and non-superconducting states can be very gradual across the

operating temperature range, leading to effective loss.

To account for these deficiencies, a formulation known as the ‘power law’

can be used to relate the current density and the electric field, written in

Eq. 2.1. Of note is the characteristic electric field value Ec, which sets a

measurable value on the definition of superconductivity; that is, if J rises

to the point where E is measured2 as Ec, then the material is no longer

considered superconducting, and that J value is then established to be the

2Ec is usually standardized as 10−4 V/m for all applications.
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critical Jc value of the material under its current operating conditions.

J = Jc(
E

Ec
)

1
n (2.1)

Another notable parameter in the power law is the n-value. This repre-

sents the steepness of the material’s transition between superconducting and

non-superconducting states, or the slope of the E-J curve. Higher values of n

(above 50) approach the behavior of the CSM. Most practical superconduc-

tors exhibit n-values below 50, however. An n-value of 1 would be a purely

resistive material.

For a given point in the superconductor, Maxwell’s equations can be uti-

lized to calculate either J or E, and the power law (Eq. 2.1) can then be

used to calculate the corresponding E or J . The power loss p = E · J can be

calculated and the procedure repeated across the entire region to compute

total loss.

2.3 AC Loss

From the CSM, various expressions for loss have been determined for pure su-

perconducting materials. Most of these losses are due to changes in magnetic

field, current, or both, and are labelled as hysteresis due to their frequency-

independent behavior and their basis in magnetization energy theory.

2.3.1 Loss Due to Changing Magnetic Field

In the case of a changing magnetic field transverse to a section of Type II bulk

superconductor,3 the material will produce circular screening currents that

completely expel the magnetic field. This is the aforementioned Meissner

effect, and is valid for low values of B. From the CSM, these screening

currents will occupy a finite region in the material’s cross section, as shown

in Fig. 2.4. As the magnitude of B increases, it will start to penetrate

the material and more screening currents will be generated in an effort to

expel it. These screening currents will create a magnetization M in the

3All superconductors of interest in high-field applications are Type II, so these will be
the referenced superconductor type in this thesis.
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material, which will increase with the amount of screening current. At a

certain magnitude of magnetic field, Bp, the entire cross section is occupied

by screening currents as the B field has managed to penetrate to the center

of the material. The applied B field can continue to increase beyond Bp, but

the screening currents will not increase to compensate and thus no further

magnetization within the superconductor will occur.

Figure 2.4: Increased screening current area with increased applied H field,
left to right [15]

As the applied B field changes, the screening currents will change to com-

pensate. Areas that were previously magnetized will require energy to reori-

ent their magnetization based on the new screening currents, and this energy

will come out as heat loss. This is the mechanism for hysteresis loss due to

changing magnetic fields.

The penetration field limit Bp is a property of the superconductor, and

can be calculated for a circular cross section of material as

Bp =
4µ0Jca

π
(2.2)

Formally, the loss in a section of superconductor can be expressed as

Q =

∫
HdM =

∫
MdH (2.3)

where H is the applied magnetic field and M is the magnetization. H is

related to B through the constant of magnetic permeability µ0, such that

B = µ0H.

The magnitudes of H and M vary based on the geometry of the super-

conducting cross section, the peak magnetization energy determined by the

superconductor properties, and the applied field. The loss described by Eq.

2.3 can be visualized as the area of the hysteresis loop of M versus H, pic-

tured in Fig. 2.5.

Since the height of the hysteresis loop does not change for values greater

than Bp, loss formulas were determined from this geometric interpretation,
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Figure 2.5: Normalized M-H magnetization curve for various amplitudes β
of normalized field change [16]

shown as

β =
Bm

Bp

(2.4)

Qh =
B2
m

2µ0

(
4

3β
− 0.710

β2
), β > 1 (2.5)

Qh =
B2
m

2µ0

4

3β
, β � 1 (2.6)

where Bm is the peak-to-peak variation of the applied magnetic field. Eq. 2.5

is valid for β > 1, Eq. 2.6 is a useful approximation for β � 1, and situations

with β < 1 require more numerically complex computations. For simplicity

across a wide range of β values, Wilson [16] developed a loss function Γ(β) to

capture the dependence of hysteresis loss on the applied field strength, and

thus simplified the hysteresis loss equations to

Qh =
B2
m

2µ0

Γ(β) (2.7)

Γ(β) is not representable as a simple engineering equation, since it is based

on an integration of the magnetization energy in the hysteresis loop across

various states of penetration. Regardless, it serves as a useful simplification

and reference when calculating hysteresis loss. A graph of Γ(β) is shown in
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Fig. 2.6 for various wire geometries and field orientations.

Figure 2.6: Hysteresis loss factor for various amplitudes β of normalized
field change [16]

2.3.2 Loss Due to Changing Current

For a superconductor carrying a current with no externally changing mag-

netic field, CSM predicts that the current will occupy a section of the super-

conductor relative to the current magnitude and the critical current of the

superconductor. The current will occupy sections starting from the outer

skin of the superconductor, and then as more current flows through the wire

more cross sectional area will be occupied by the current density Jc. When

the entire section of wire is carrying current, the critical current has been

reached.

Currents flowing through the superconductor produce small magnetic mo-

ments not unlike the behavior described in the previous section. As currents

change they push against these magnetic moments and expend energy in

re-aligning them. Again, this loss is hysteretic.

Norris described the hysteretic loss resulting from ac transport current as

a function of the amount of transport current relative to the critical value

[17].
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Qh =
I2cµ0

π

(
(1 − i)ln(1 − i) + i− i2

2

)
(2.8)

where i = It/Ic.

This equation has been verified and validated numerous times in the lit-

erature, and continues to see use as a first-order predictor for ac loss due to

transport current.

2.3.3 Loss Due to Simultaneous Field and Current

Hysteresis loss from both field and current is complicated to analyze, but

can be simplified if either the current or field is at a low value. Carr showed

that for low currents, the loss can be calculated for the ac field case and then

multiplied by a factor based on the critical current fraction. Similarly, for

low magnetic fields, the loss can be calculated for the ac current case and

then multiplied by a factor based on the penetration field fraction.

In Fig. 2.7 this multiplier is shown for both the ac current and ac field

cases. As shown in the upper chart of the figure, large values of applied field

converge to a small multiplier regardless of the current, which is verified in

experimental data from [19]. For an electric machine application the external

field will be fairly large while the current will remain relatively small, so the

ac field hysteresis equation coupled with a multiplication factor based on the

current would be sufficient for this study. This is shown in Eq. 2.9 with the

multiplication factor represented as Q(H0,I0)
Q(0,I0)

Qh =
B2
m

2µ0

Γ(β)
Q(H0, I0)

Q(0, I0)
(2.9)

Numerical and experimental studies on the effect of phase angle between

magnetic field and transport current on superconducting tapes have shown

that for low fields and currents, the phase between the two can reduce the

hysteretic loss with a minimum at 90◦. However, since these studies were

performed at low field and currents, they are not entirely proven for higher

field applications such as motors. As a result, this phase angle dependence

is not considered in this study.
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Figure 2.7: Loss multipliers for simultaneous current and field [18]
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2.3.4 Multifilamentary Wire Loss

While the hysteretic loss models above have been validated for various field

and current parameters, they are not sufficient to describe the ac loss in a

practical superconducting wire. In real-world superconductor applications,

wire is constructed as a combination of superconducting filaments and a re-

sistive metal matrix. Fig. 2.8 shows an example wire cross section with

the darker superconducting filaments situated in a copper matrix. Typi-

cally these wires have a twist pitch to reduce proximity currents, also called

coupling currents, in a manner that is similar to Litz wire.

Figure 2.8: An example wire cross section, showing darker MgB2 filaments
embedded in a copper matrix [20]

The coupling currents can travel across the resistive matrix between su-

perconducting filaments as a result of changing field, and can dissipate heat

through I2R losses. In this manner the entire wire can be considered to

have some effective transverse resistivity ρt across it, which is a function of

the fraction of superconductor in the cross section of the wire λ, and the

resistivity of the matrix ρ.

ρt = ρ
1 + λ

1 − λ
(2.10)

Eq. 2.10 assumes that the wires are fabricated with a heat-treatment

process that forms resistive inter-metallic layers between the superconducting

filaments and the matrix. If this is not the case, then the numerator and

denominator are switched.
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The nature of the coupling currents can be encapsulated in an inductive

time constant τ within the wire, expressed as

τ =
µ0

2ρt

( L
2π

)2
(2.11)

where L is the twist pitch of the wire. For a changing external magnetic field

Be = 1
2
Bme

jωt, the loss per cycle due to coupling currents is

Qc =
B2
m

2µ0

πωτ

(ω2τ 2 + 1)
(2.12)

One notable effect of multifilamentary wires is that the coupling and

screening currents in the outermost filaments can reduce the internal mag-

netic field experienced by the innermost filaments in the wire. This reduces

the effective flux linkage within the wire by a factor α, which changes the

time constant to τα = ατ . The resulting changes to the hysteresis loss and

coupling loss are shown below, modified from Eq. 2.9 and Eq. 2.12 to account

for the change due to internal field screening.

Qh =
B2
m

2µ0

λ

ω2τ 2α + 1
Γ

(
β

(ω2τ 2α + 1)
1
2

)
Q(H0, I0)

Q(0, I0)
(2.13)

Qc =
B2
m

2µ0

απωτα
(ω2τ 2α + 1)

(2.14)

These equations give the hysteresis loss and coupling loss of a round mul-

tifilamentary superconducting wire subject to changing magnetic field and

current. It is important to note that Qh and Qc are in joules per cycle per

cubic meter. To convert to power loss in watts for a length of wire, Q must

be multiplied by the frequency, the length of wire, and the cross sectional

area of the relevant region. For hysteresis loss, the relevant region is only the

superconducting section since that is the component that produces hysteretic

ac loss. For coupling loss, the relevant region is the entire wire cross section,

including both superconductor and matrix area.
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CHAPTER 3

FULLY SUPERCONDUCTING MACHINE
STUDY

3.1 Actively Shielded Machine Design

3.1.1 Motivation

Multiple SC machines have been designed and reported for various applica-

tions, including flux-trapping bulk SC field coils, homopolar motors, axial

flux machines, and more traditional wound-field synchronous topologies [21],

[22], [23]. Almost all of these designs are partially SC, meaning that some of

the electrical components are superconducting while the rest are traditional

copper.

Most partially SC machines replace the copper field coils or permanent

magnets with superconducting coils carrying dc current. The high current

limits of SC wires allow for much stronger magnetic fields, in some cases

as high as 10 T [24]. Compared to a machine with traditional copper or

permanent magnet field components, a partially SC machine will have a

much higher magnetic loading and thus a much higher power density. A

general equation to describe the power produced by an electric machine is

shown in 3.1, where k is a constant based on the design and units, A is the

electrical loading or the linear current density contributing to torque, B is

the magnetic loading or magnetic flux density contributing to torque, n is

the angular speed, Dag is the air-gap diameter in meters, and L is the active

length in meters.

P = kABnD2
agL (3.1)

Increasing the electric loading, magnetic loading, diameter, speed, or active

length of the machine will increase the power. To achieve high specific power,
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the non-geometric parameters (A, B, n) would need to increase, and this is

the primary motivation behind using superconductors as they can drastically

increase both A and B.

3.1.2 Design

In [24], a design for a partially SC electric machine is proposed with four

unique features. First, all flux-carrying core iron in the machine is removed,

effectively making this an air-core design. Second, the dc field coils are con-

structed with Nb3Sn SC wires, enabling magnetic fields up to 10T to be

created. Third, to simplify cooling and rotating stresses on the SC wire, the

dc field coils are placed on the outside of the machine and are held stationary

while the copper three-phase armature is rotating on the inside of the ma-

chine. Finally, to reduce the levels of magnetic field outside the machine an

additional set of SC coils is placed on the outer circumference, which actively

counteracts the magnetic field outside the machine while leaving the fields in

the air gap unaffected. To encompass these design features, the machine is

classified as an ‘Actively Shielded Air Core Partially Superconducting Syn-

chronous Machine’.

In Fig. 3.1, a cross section of one of the poles in the machine is shown

with the armature and field components labelled. The copper armature bars

are part of the rotor, and the SC field coils are part of the stator. The

compensating SC field coils can be seen just outside the radius of the main

SC field coils. For this design, a multi-objective optimization was performed

to determine the dimensions, current, and placement of the field coils to

maximize the air gap flux while minimizing the external magnetic field.

The partially SC machine design described above serves as a useful starting

point for a fully SC design, as the only change would be to set the arma-

ture material to be superconducting wire. Additionally, minimal changes to

the design allow for a straightforward performance comparison between the

partial and full SC designs.
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Figure 3.1: Cross section of a single pole of the acitvely shielded air core
design, showing the armature and field components.

3.2 Machine Model Setup

3.2.1 Wire Selection

In the transition from the partially SC to fully SC design, some of the oper-

ating parameters will need to change. For instance, it is infeasible to operate

superconductors in ac conditions at extremely low temperatures (below 15

K) due to the high specific power of cryogenic systems. In other words, the

amount of power needed to operate a cryogenic cooling system for a low

temperature application increases inversely with temperature. As a baseline

reference, 1 W of heat load at 4 K requires upwards of 1000 W of cryogenic

power to cool, 1 W of heat load at 20 K requires around 100 W of cryogenic

power, and 1 W at 77 K requires around 10 W of cryogenic power [25]. These

amounts can change based on the cryocooler and the operating conditions,

but they are convenient baselines for initial designs.

Since superconductor properties degrade with increased temperature, a

compromise between performance and cryogenic power must be made. The

wire for the partial SC design, Nb3Sn, has a critical temperature around 18 K,
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and it is typically operated at 4 K to fully utilize its performance capabilities.

Due to the high specific power for cooling at such low temperatures, Nb3Sn

is unusable for an ac application, even if the wire exhibits extremely low ac

loss. For these reasons, MgB2 was chosen as the superconductor material,

operating at 20 K.

Other options exist for superconductor materials such as YBCO and BSCCO,

which can both operate in the range of 20-77K. While these are lucrative

choices based on their high operating temperature, the geometry of these

superconductors (tapes instead of circular wires) severely complicates ac loss

analysis, and studies have shown that the filament coupling and matrix prop-

erties in current YBCO and BSCCO tapes already result in prohibitively

large ac losses compared to MgB2 [26].

Figure 3.2: Cross sectional area of the MgB2 wire that was analyzed in this
study [27].

The main parameters of the chosen MgB2 wire are noted in Table 3.1, and

a cross-section of the wire is shown in Fig. 3.2. This wire was chosen based on

recent work towards the manufacture of multifilamentary MgB2 wires with

low ac loss [27]. As discussed in Chapter 2, hysteresis and coupling losses

depend on the geometric and physical properties of the superconducting wire.

Improvements such as high critical current density Jc, high matrix resistivity

ρ, small filament diameter a, and small twist pitch L will all reduce the ac

loss.

The chosen wire was described with data relating the critical current Jc

to the applied B field at an operating temperature of 4.2 K only. For the
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Figure 3.3: Experimental measurements of Jc at various B values for
another MgB2 wire. The Jc curve shown at 4.2 K is very similar to the wire
in our study.

behavior of the wire at the desired operating point of 20 K, data from a

related paper was utilized, showing the dependence of the Jc − B curve on

temperature (Fig. 3.3)[28]. The assumption was made that the Jc values

from [28] would degrade with temperature similar to [27]. Since significant

work was performed in [27] to show that the overall Jc behavior did not

degrade despite various ac loss mitigation changes, we believe that this is a

safe assumption.

Table 3.1: MgB2 wire parameters

Symbol Parameter Quantity

Jc Critical current density at self-field, 20K 2.8e9 A/m2
B0 Kim-Anderson fitting parameter 0.2
D Wire diameter 600 mm
a Filament diameter 20 µm
n Number of filaments 114
λ SC fill factor 0.13
L Twist pitch 5 mm
ρ Matrix resistivity 23e-8 Ω-m
Bp Penetration field for a filament 0.35 T

For practical uses of superconductors, the dependence of Jc on B is fairly

important since it will determine the operating limits of the wire. In general,
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Jc decreases as B increases. The exact relationship between Jc and B can

be complicated, but experimental and analytical models help simplify the

phenomenon for calculations. One example is the Anderson-Kim model,

which is stated in Eq. 3.2. The B0 parameter in this model is a fitting

constant based on experimental data, and for the particular wire that was

used in this study B0 was determined to be 0.2. This gives a slight under-

approximation of the Jc(B) dependence, yet is still reasonable for the range

of B=0-3 T.

Jc(B) = Jc(0)
1

1 + B
B0

(3.2)

The matrix material is a Cu-Ni alloy, and the resistivity was determined

from cryogenic resistance data for Cu-Ni alloys of various compositions [29].

Since the exact composition was not mentioned for this wire, 30% Cu was

assumed.

3.2.2 Machine Parameters

While the partially SC machine design is being used as a reference, some

operating parameters will inevitably change as a result of the different wire

and temperature. The first is the critical current density of the field coils.

Nb3Sn had a very large critical current at 4 K, with an operating point of

approximately 600 A/mm2. At 20 K, our selected MgB2 wire was determined

to operate safely at 200 A/mm2 in the field coils. These operating points

are set to be below the critical current densities of the wires to allow for a

margin of safety.

The current density in the armature was set to be 100 A/mm2 (peak)

for the fully SC design, up from 10 A/mm2 (peak) in the copper armature

design. While this allows us to conservatively increase the electrical loading

relative to our wire capabilities, we found that higher values of current in

the armature tend to dominate and distort the air-gap B field distribution.

For this reason, 100 A/mm2 was set as the operating current density in the

armature.

Finally, the peak B field in the field and armature components was chosen

and adhered to. A peak value of 3 T still allowed for a large current density

in the field coils, and due to the large air gap this also restricted the B field
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on the armature to be below 3 T. In simulations the B field did not increase

beyond 2.5 T in the armature, though variations on the air gap could vary

that.

Table 3.2: Parameter differences between partially and fully SC studies

Symbol Parameter Partial SC Fully SC

Superconductor Nb3Sn MgB2

Top Operating Temperature 4.2K 20K
Im Main coil current, dc 906 kA-t 300 kA-t
Ic Compensating coil current, dc 207 kA-t 60 kA-t
Ja Armature current density, ac 10 A/mm2 100 A/mm2
Bdc Peak B field in field coils 9 T 3 T
Ba Peak B field in armature 5 T 0.5-2.5 T

3.3 AC Loss Model

3.3.1 Model Assumptions

A finite element model (FEM) was constructed based on the partial SC

machine geometry using the FEM software Magsoft FLUX2D. By solving

Maxwell’s equations for discrete subsections of the machine geometry, the

electromagnetic behavior of the machine can be determined. To simplify

the loss models and calculations, and to enable the finite element software

to compute parameters without requiring knowledge about superconducting

physics, a few initial assumptions were made.

First, since the armature cross section in a fully SC machine would be com-

posed of multifilamentary wires with mostly copper matrix, and since the B

field magnitude would typically be above the penetration constant of the su-

perconductor filaments Bp, the B field distribution throughout the armature

was assumed to be the same as in a purely copper armature. For this reason,

no special superconductivity packages were utilized in the FEM analysis, and

the B field distributions were determined for pure copper armatures while

ignoring associated thermal effects.

Second, though the armature wires experience a rotating magnetic field

as opposed to a uni-axial changing field, the field changes were assumed to

25



be uni-axial. Prigozhin showed that rotating fields will slightly increase the

current-carrying area of a superconducting wire compared to a changing B

field on a single axis [15]. This will not affect our calculations beyond a slight

decrease in the penetration constant Bp, so the rotating effects are ignored.

Finally, the effect of a phase shift between the applied magnetic field and

the transport current is essentially ignored in our ac loss calculations. Though

studies have shown that there is a dependence on the phase angle (minimum

loss at 90◦ offset), they were all conducted at low field and current levels on

HTS tapes [30]. We find that it is safest to assume the maximum loss in this

situation, and if further experimental data can verify high-field dependence

on phase angle then we can re-asses our loss models.

3.3.2 Procedure

Using FLUX2D, geometries were constructed for varying pole count, machine

radius, and armature slot depth; these geometries were then analyzed under

full-load conditions to determine the average torque in the machine and the

B field distribution on an armature bar over a full electric cycle. To calculate

ac loss in the entire machine, the ac loss of individual wires was computed

based on the B field distribution over the armature cross section. An example

distribution of B field magnitude over half of an electric cycle is shown in Fig.

3.4, illustrating the unevenness of the B field across the armature slot length.

From this B field distribution, the maximum field was computed for each wire

in the armature cross section, and this was doubled to determine the peak-

to-peak magnetic flux swing Bm for use in the hysteresis and coupling loss

equations.

With Bm known for each point in the armature cross section, the armature

area can be subdivided to approximate the size and position of individual SC

wires, and a Bm value can be assigned to each subdivision as if it represented

a single wire. Using Eqs. 2.13 and 2.14, Qh and Qc can be calculated for

that subdivision. Then the total SC loss in the machine armature bars can

be calculated as

Pac =
∑
i

(Qh,iλ+Qc,i)πR
2flp (3.3)

where Qh,i and Qc,i are the hysteresis and coupling losses in the ith super-
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Figure 3.4: Example B field distribution across an armature bar section
over an electric half-cycle.

conducting wire in the cross section of an armature bar. The summed loss Q

across the armature wires is in joules per cycle per cubic meter, and needs to

be multiplied by the wire cross sectional area πR2 and frequency f to become

watts per meter.1 Finally, this quantity can be multiplied by the length l of

a single turn of wire and the number of poles p to obtain the total SC loss

in the armature, in watts.

In the partially SC machine geometry the armature bars are doubled, so

there are six bars for each three-phase pole. However, each pole pair shares a

set of armature bars, so while we would normally multiply by two to account

for the extra armature bars we can also divide by two to account for the

sharing between pole pairs.

With this loss quantity known for a particular machine geometry, numerous

other quantities can be calculated and utilized to determine effective compar-

isons between various designs. These include cryogenic power requirements,

machine efficiency, power density, and power density per unit of cryogenic

power, and will be discussed in the following chapter.

1The relevant cross sectional area for hysteresis loss is in the superconducting filaments,
which occupies a fraction λ of the wire cross section. This is different from coupling loss,
which occurs in the entire wire cross section.
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CHAPTER 4

RESULTS

4.1 Machine Parameter Variations

The machine parameters that were varied for these simulations were the

slot depth and the pole count. Slot depth refers to the radial length of the

armature, and pole count refers to the number of three-phase armature sets

within the machine. Throughout these calculations and studies the rated

power of the machine was kept constant at 10 MW.

From these initial variations in geometry, fundamental relationships be-

tween the machine design and the overall loss were determined. These rela-

tionships reduced the design space to guide more effective comparisons later

on, which will be discussed in the second half of this section.

4.1.1 Geometric Relations

Fig. 4.1 shows the effect of slot depth on the superconductor loss in an 8

pole machine. This is an important relationship to determine, since elec-

tromagnetic theory would suggest that an increased slot depth will provide

more torque-producing cross sectional area in the armature, thus decreasing

the active length of the machine. Since superconductor loss is dependent on

the total wire length, one may presume that the decrease in machine active

length could nullify the additional turns of wire that result from an increased

slot depth. However, Fig. 4.1 indicates otherwise, showing that a larger slot

depth will lead to increased loss.

The effect of pole count on ac loss is more difficult to generalize, since the

pole count has a direct effect on the radius due to the fixed geometry of the

field coils in this study. Because of this, it is also useful to review the effect of

pole count on other geometric parameters in the machine for a given power.
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Figure 4.1: Superconductor loss for various frequencies for increased slot
depth in a 10 MW, 8 pole machine
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Fig. 4.2 and Fig. 4.3 show the effects of pole count on machine volume and

machine length for a given slot depth. The horizontal axes of frequency and

rotor speed in both figures are related as

n =
120f

p
(4.1)

where n is the rotor speed in revolutions per minute (rpm), f is the frequency

in Hertz and p is the number of poles. Because of this relation, any given

operating frequency will not necessarily correspond to the same rotational

speed for two different machines. For physics applications and initial sizing,

frequency dependence is a useful metric; for machine designers and system

integration engineers, however, rotor speed may be a more interesting pa-

rameter to use as a comparison baseline. For this reason, we plot relevant

quantities against both frequency and speed.

(a) (b)

Figure 4.2: Comparison of machine lengths for four values of pole count at
10 MW and 6 mm slot depth, plotted against (a) electrical frequency and
(b) rotor speed.

Overall, Fig. 4.2 and Fig. 4.3 illustrate expected and well-understood

relationships between operating speed and machine size for a given power.

Because power is defined as torque times speed, a decrease in speed (or

frequency) will require an increase in torque, and thus an increase in the

machine size.

Machines with higher pole counts (directly related to machine radius in this

case) will have a larger torque-producing area in their air gap and will require

less active length to produce the same torque when compared to machines

with few poles. However, these high pole count machines will have a larger
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(a) (b)

Figure 4.3: Comparison of machine volume for four values of pole count at
10 MW and 6 mm slot depth, plotted against (a) electrical frequency and
(b) rotor speed.

overall volume due to the square dependence of the radial cross section on

the machine radius.

4.1.2 Cryogenic Power, Efficiency, and Power Density
Relations

With these geometric relations, the calculated loss can be usefully compared

across a wide range of designs and operating points. The first loss comparison

is a simple plot of required cryogenic power to cool the machine as a function

of frequency and speed, shown in Fig. 4.4.

As mentioned in Chapter 4, the total ac loss is a function of frequency,

wire length, and pole count. The cryogenic power required to remove this

heat is dependent on the specific power of the cryogenic system. At 20 K this

can be assumed to be around 100; the amount of cryogenic power required to

remove 1 W of heat load at 20 K will be 100 W. Because the cryogenics will

have to cool the armature and field components of the machine, the expected

loss from the dc field coils is included in this calculation. From a study on

the partially superconducting machine field coils, the expected loss of each

dc field coil is expected to be 1 W due to losses in the wire leads of the coils

[31]. The resulting equation describing the required cryogenic power is

Pcryo = 100Pac + 2p ∗ Pdc (4.2)
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(a) (b)

Figure 4.4: Comparison of cryogenic power for four values of pole count at
10 MW and 6 mm slot depth, plotted against (a) electrical frequency and
(b) rotor speed.

where Pdc is the loss in each dc coil, multiplied by 2 to account for both main

and compensating coils and p to account for the number of poles.

Fig. 4.4 illustrates the dependence of ac loss on frequency, with a constant

low value for sub-hertz frequencies. In this low frequency range, the resulting

cryogenic power is extremely low while the required length of the machine

is extremeley high. The two cancel out, leaving a constant loss. As the

frequency increases, superconducting ac effects start to compound the loss,

as expected. A comparison with speed indicates that larger machines with

higher pole counts are likely not suitable for high speed applications due to

the increased loss and cryogenic power requirements at lower speeds.

Determination of the cryogenic loss directly leads to the machine efficiency

η, which can be calculated as

η =
Prated

Prated + Pcryo
(4.3)

where Prated is the SC machine’s rated power, in this case 10 MW. Values of

η closer to 1 indicate a more efficient machine. In Fig. 4.5, the efficiency of

the machine is plotted for each analyzed pole count, and again we see that

larger machines are confined to a lower range of operating speeds due to their

lower relative efficiency.

While loss and efficiency are useful metrics for measuring the performance

and operating range of an electric machine, they do not address the initial

goal of the machine’s design, which is to have high power and low weight.
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(a) (b)

Figure 4.5: Comparison of efficiency for four values of pole count at 10 MW
and 6 mm slot depth, plotted against (a) electrical frequency and (b) rotor
speed.

This metric is known as specific power, and is a well-known parameter for

machine comparisons. Unfortunately, the determination of specific power

requires intimate knowledge of the mechanical construction of the machine,

which is not entirely available at this stage of the design. For this reason,

the power density (power per unit volume) is used instead to compare the

various designs.

Fig. 4.6 shows the power density of the various designs, which is not

affected by the ac loss in the system. This is purely based on the geometry

and operating point of the design, and we have already shown a similar plot

for volume in Fig. 4.3.

A more interesting metric is the ratio of the power density to the amount of

required cryogenic power, which we will call Power Density to Cryo (PDC).

This encompasses the tradeoff between power density and loss, as increased

power density is associated with increased speed, a parameter that is itself

associated with increased loss. In the logarithmic plots, power density ap-

pears linear relative to the exponential shape of the cryogenic power. As a

result, the PDC ratio should have an absolute maximum point representing

the most desirable operating point to balance power density and ac losses.

Fig. 4.7 shows the PDC plots for each pole count. The smaller machines

have maximum points at a higher speed, with a larger ratio of power density

to cryogenic power compared to the higher-pole-count machines. The max-

imum points occur around 700 rpm (45 Hz) for the 8 pole design, 250 rpm
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(a) (b)

Figure 4.6: Comparison of power density for four values of pole count at 10
MW and 6 mm slot depth, plotted against (a) electrical frequency and (b)
rotor speed.

(30 Hz) for the 16 pole design, 125 rpm (20 Hz) for the 20 pole design, and

45 rpm (18 Hz) for the 46 pole design.

(a) (b)

Figure 4.7: PDC for four values of pole count at 10 MW and 6 mm slot
depth, plotted against (a) electrical frequency and (b) rotor speed.

Now it is useful to venture back to the initial slot depth variations and

see how that parameter affects the PDC. At the beginning of this chapter,

an initial investigation indicated that loss would increase with slot depth,

suggesting a small slot depth in the design. However, the volume and power

density were not examined as functions of slot depth, and that information

can be expressed (including loss) in the PDC.

The variation in PDC with slot depth is shown as maximum points in Fig.

4.8. A zoomed-in version can be seen in Fig 4.9 with a clearer shape and a
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peak optimum point at 10 mm slot depth.

(a) (b)

Figure 4.8: PDC maxima for an 8 pole design at 10 MW and varying slot
depth, plotted against (a) electrical frequency and (b) rotor speed.

(a) (b)

Figure 4.9: Zoom view of PDC maxima for an 8 pole design at 10 MW and
varying slot depth, plotted against (a) electrical frequency and (b) rotor
speed.

4.2 Comparison with Partial SC Design

From these relations and plots, an initial optimized design was chosen for two

machine sizes. It should be noted that these designs are merely considered

optimal within the range of the examined parameters, yet they can still serve

as useful metrics for comparison with existing designs. One such comparison
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is shown in Table 4.1, where two fully SC designs are compared with existing

partial SC designs from prior work.

Table 4.1: Comparison of partial and fully SC design parameters and results

Parameter Units Fully SC Partial SC Fully SC Partial SC
Design 1 Design 1 Design 2 Design 2

Pole count 8 46 8 46
Speed [rpm] 8000 10 8000 10
Slot depth [mm] 10 25.4 10 100
Active length [m] 0.0074 0.157 0.155 1.25
Volume [m3] 0.0043 0.088 2.0 19.75
Power density [MW/m3] 2300 110 4.6 0.5
Cryo power [kW] 4480 16 58 92
Efficiency [%] 69.0 99.8 99.4 99.0
PDC 522 7080 79 5.6

In the 8 pole designs, the partial SC machine operates with less loss at a

higher volume; however, its cooling requirements far outweigh any volume

benefits that the fully SC design offers. Such a large cooling requirement

drastically affects the overall performance of the machine, evidenced in the

low efficiency and relative PDC in the fully SC machine. From this, and

given current state of the art SC wire, a partially superconducting machine

is still more viable than a fully superconducting one for high speeds and

frequencies.

The 46 pole designs show the opposite, however. In this case the partially

SC machine requires much more volume and, surprisingly, more cooling. This

is due to the superconducting dc field coils, which contribute significant loss

when multiplied by the high pole count. As discussed previously, though

superconductors themselves have no dc loss, superconducting wires will have

some small loss especially in the power connections. This loss is also more

significant in the partial SC design due to the higher specific power required

to cool at 4 K versus 20 K. From this comparison, we can conclude that

a fully superconducting machine is indeed viable for a large, slow moving

machine in perhaps a wind power application.

Fig 4.10 shows the two partial SC design points plotted over the PDC

curves. As a general rule, a design point would need to be below the PDC

curve to be considered less viable than the fully SC machine option in terms
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of power density and loss. Since the 8 pole partial SC design is above the

8 pole curve, it is not feasible to construct a comparative 8 pole fully SC

design. Likewise, since the 46 pole partial SC design is far below the 46 pole

curve, it is certainly feasible to investigate larger fully SC machines.

(a) (b)

Figure 4.10: PDC plots for four pole values at 10 MW and 6 mm slot
depth, plotted against (a) electrical frequency and (b) rotor speed. The
dots indicate relative performance of partial SC 8 pole (red) and 46 pole
(green) designs.

4.2.1 Assumptions and Limitations

It is worthwhile to consider the limitations of the loss model as well as the

physical implications of the results before concluding this work. First, the

physical limits of the results should be addressed. In the figures above, vol-

ume and active length were shown to decrease with increased speed, some-

times to unrealistically small values. For example, a machine active length

of 7 mm for the 8 pole, 8000 rpm case would not be practical as armature

ends would dominate the torque as well as set a lower bound on the length

and volume. Additionally, many superconductor manufacturers are limited

in the quantity of wire that they can produce in a given time period, and

some SC wire is performance limited based on length. As a result, many of

the lower frequency and long active length designs may be unviable from a

production or performance standpoint. This reasonably leaves the 1-100 Hz

range as an area of practical confidence.

An additional consideration should be given to the metric of PDC, or the
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’Power Density to Cryo’ ratio. This uses the volumetric power density as a

measuring tool, which can be useful in theory but not necessarily in practice.

A more useful parameter among systems integration engineers is the specific

power (power per unit weight), which is difficult to determine in a sizing

study such as this one due to an incomplete mechanical model of the system.

However, one can presume that the plot of specific power versus frequency

will have a similar shape to that of the power density, so the two can be

considered analogous at the first order. With another level of interpretation,

one can surmise that the slope of the plot of specific power will likely decrease

over the frequency range as more cryocoolers are required to offset the heat

load, so the PDC (or equivalent ratio using specific power) maximum would

shift to the left. This will not impact the comparison between partial and

fully SC machines too much, as the chosen design points are far above and

below their respective PDC lines.

A major assumption of this study is that the established loss models,

which are primarily validated with experiments at low field amplitudes, will

accurately predict results at high fields. There is reasonable evidence to

suggest that large fields exhibit predictable behavior above the penetration

field level Bp, but actual data is scarce for such operation. A large part of

this is due to the difficulty in producing and operating a strong sinusoidal

magnetic field for testing purposes. One option is to measure the loss due to

strong pulsed fields and extend that to relate periodic waveforms, but that

has not been attempted to the author’s knowledge.

Finally, mechanical considerations were entirely ignored in this work. These

considerations include implementation for cooling, analysis of torque and

shear stress, and models for the rotating forces and compressive strain within

the SC wires. A reasonable cooling system would require one or more cry-

ocoolers, a liquid refrigerant loop, pressure release mechanisms, vacuum ves-

sels, quench protection, rotating mechanical coupling for the rotor, and more.

Analysis of the rotor torque would require the implementation of more me-

chanical details in the rotor such as material type, material thickness, and

leakage heat paths. Finally the forces acting on the SC wire in the arma-

ture will affect their strain, which is one of the four parameters that can

lead to loss of superconductivity. A detailed analysis of compressive and ten-

sile strain resulting from rotating forces and electromagnetic Lorentz forces

would be required to retire that area of risk. Overall, there is much work to

38



be done to validate the mechanical uncertainties of these designs, but this

can be done later.
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CHAPTER 5

CONCLUSIONS AND FUTURE WORK

In this work, a study was performed to analyze the feasibility of a design

change from a partially superconducting machine to a fully superconducting

one. Due to large ac losses and expensive superconducting wire, fully SC

machines have not seen much popularity, and partial SC designs are em-

ployed instead. However, with projected and demonstrated improvements in

superconductor and cryogenic technology, the fully SC dream comes closer

to reality each year.

From the results of this study, it is clear that the state of the art of SC wire

is at a point where it can be feasibly employed in a fully SC machine design

for low frequency applications such as wind power, but not in high-speed,

high frequency applications such as aircraft propulsion. While the goal is

to operate a machine at higher speed for aircraft, superconductor losses are

simply too large for the desired speed range. There is some intermediate

fully SC machine sizing that can operate at a higher speed with a higher

power density than partial SC, but that exact point is unknown from this

study. The shapes of the power density plots suggest these speeds may occur

around 200-500 rpm, which is useful for applications such as ship propulsion

or some form of low-speed hydro-electric generation.

While our conclusions may be useful at a high level, there is still much

work to be done to strengthen our confidence in the results while also refining

the model. In terms of electromagnetic analysis, there is substantial room

for optimization within the machine design for designs utilizing new pole

counts and radii. These optimizations can improve upon armature slot size,

dc coil geometry and electric loading. With the existing loss models, more

geometries can be analyzed as partial/fully SC machines and plotted against

the existing PDC lines. The current two points of comparison can then be

connected with more data, and the crossover point between partial and fully

SC machine feasibility can be determined.
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An FEM simulation for superconducting ac loss was unavailable due to

software license restrictions, though this would certainly help validate some

of the theoretical hysteresis losses in the superconducting wire.

Mechanically, there is much to validate structurally and thermally, but this

may be better as a design step after the electromagnetic sizing is complete.

It is by no means insignificant, however, as increased torque load and cooling

difficulty pose great challenges in superconducting machine design.

Though more analysis can help, there is no substitute for experimental

data. As such, loss experiments on superconducting wire samples in machine-

like conditions would be very useful in more confidently validating the models

that were used in this study. Such experiments would include measurement

of ac loss due to simultaneous high-field and low current scenarios; to the

author’s knowledge, there is no data for superconductor loss in MgB2 due to

alternating magnetic fields above 1T, with or without ac transport current.

Additionally, an experimental comparison of rotating magnetic field loss and

uniaxial magnetic field loss above penetration levels on circular wire would

help establish a clearer relationship between the losses due to the two types

of applied magnetic field.
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