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ABSTRACT 

We review research designs of ESM studies conducted in workplace settings (k = 167 samples). 

Eight ESM design features are summarized: sample size and number of observations, response 

rates, recruitment methods and incentives, survey timing factors (study duration, signal 

frequency, times of day), signaling strategies and reminder technologies, survey media, survey 

items (number of items, item sampling, constructs measured), and analytic strategies (lagged 

analyses, missing data treatment). Mean sample size was 93 and number of observations was 

1,419. Average study duration was 10.13 days. Among studies that used multiple signals per day 

(56%), the average was 4.16 signals per day. 54% of studies did not report using incentives, 41% 

did not use reminders. Longer studies were more likely to provide incentives. Over time, online 

surveys are rising whereas paper-and-pencil surveys are disappearing. The average between-

persons response rate was 63%, and within-persons response rate was 80%; although response 

rates were unrelated to incentives/design features. Interval-contingent signaling was most 

prevalent (59%), followed by signal-contingent signaling (19%). Event-contingent signaling was 

rare (4%). Few studies reported missing data treatments. Findings and implications are 

discussed.  
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CHAPTER 1: INTRODUCTION 

 

  Organizational scholars have increasingly highlighted the dynamic nature of commonly 

studied constructs (e.g., Austin, Humphreys, & Hulin, 1989; Beal, Trougakos, Weiss, & Green, 

2006; Beal, Weiss, Barros, & MacDermid, 2005; Dalal, Bhave, & Fiset, 2014; Ghiselli, 1956; 

Liu, Wang, Zhan, & Shi, 2009), and have adopted methods that capture within-persons changes 

and their consequences. In contrast to traditional cross-sectional designs, experience sampling 

methods (ESM) provide ways to record temporary, specific psychological states that 

spontaneously occur in the moment (Beal & Weiss, 2003; Bolger, Davis, & Rafaeli, 2003). Also 

known as ecological momentary assessment (EMA), daily diary studies, or event-sampling, ESM 

rests on the crucial ideas that lawful change occurs within individuals and that within-persons 

variance is not random error but in fact represents meaningful variance (Beal & Weiss, 2003). As 

seen in Figure 1, the number of ESM studies conducted in the workplace has increased (from one 

study in 1989 to twenty-five studies in 2014). A thorough understanding of norms and best 

practices in the implementation of ESM designs is important if we are to maximize the utility of 

this research method. 

ESM study designs require many decisions on the part of the researcher, and the lack of 

clear norms may be preventing researchers from using ESMs to their full potential. Even 

scholars who routinely employ these methods may not recognize the full range of options 

available to them, and this lack of familiarity could hinder creation of optimal designs to fulfill 

particular studies’ needs. Perhaps more importantly, researchers who have little or no experience 

with ESM research may not know how their own planned designs measure up to previous work, 

in terms of sample sizes, industries sampled, constructs measured, incentives provided, signaling 
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strategies, recruitment strategies, number and timing of daily surveys, between- and within-

persons response rates, etc.  

The purpose of the current paper is to increase awareness of ESM as a valuable tool to 

assess within-persons change in organizations, by summarizing ESM research practices. This 

paper extends previous introductions and reviews of the method in organizational settings (Beal 

& Weiss, 2003; Miner, Glomb, & Hulin, 2005; Ohly, Sonnentag, Niessen, & Zapf, 2010) by 

systematically analyzing 167 workplace studies that used ESM. Specifically, we conduct a 

comprehensive review of the qualitative and quantitative characteristics of ESM studies by 

outlining the eight major decisions required in ESM study design.  

Before presenting this summary, we first provide more background information about 

conceptual and methodological aspects of ESM. Next, we describe two central beliefs that drive 

the implementation of ESM. Finally, we pose a series of research questions guiding our 

investigation. 

Background of ESM 

The use of ESM to study within-persons change originated in social and personality 

psychology (e.g., Csikszentmihalyi & Larson, 1987; Diener, Larsen, Levine, & Emmons, 1985; 

Wheeler & Reis, 1991; Zevon & Tellegen, 1982). ESM allows researchers to measure ongoing 

phenomena occurring in the natural environment with greater precision (Alliger & Williams, 

1993; Hormuth, 1986), as well as short-term fluctuations on a daily basis (Ohly et al., 2010). 

Participants usually receive signals (e.g., from a beeper watch, a PDA [personal digital assistant], 

or email) one to seven times per day, for about one day to three weeks of study duration. These 

signals prompt immediate responses to survey items, and as a result participants provide 

responses at multiple time points. ESM is characterized by reduced memory bias, because 
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participants are typically asked to record psychological states “at this moment” rather than 

attempt to recall experiences in general or over an extended period of time, as required in a 

cross-sectional design (Alliger & Williams, 1993; Beal & Weiss, 2003; Ohly et al., 2010; 

Robinson & Clore, 2002).  

ESM offers several advantages by acknowledging that variance previously assumed to be 

random error could in fact be meaningful within-persons or intraindividual variance. One 

purpose of ESM is to account for fluctuations over time by studying variables at the within-

persons level. There is growing consensus among organizational scholars that subjective work 

experiences may be fleeting and changing (Alliger & Williams, 1993; Illies, Scott, & Judge, 

2006; Sonnentag, Binnewies, & Mojza, 2008) and that criteria are dynamic (e.g., Austin et al., 

1989; Dalal et al., 2014); and these dynamics call for the use of ESM. Indeed, empirical findings 

show that 56% of the variance in mood (Miner et al., 2005) and 62% of the variance in task 

performance (Dalal et al., 2014) occur at the within-persons level. Other constructs that exhibit 

within-persons variation include job affect (Fisher, 2000; Weiss, Nicholas, & Daus, 1999), work 

engagement and vigor (Sonnentag, 2003; Xanthopoulou, Bakker, Demerouti, & Schaufeli, 2009), 

counterproductive work behavior (CWB; Dalal, Lam, Weiss, Welch, & Hulin, 2009), and 

organizational citizenship behavior (OCB; Dalal et al., 2009; Ilies et al., 2006). By studying 

variables at the within-persons level, researchers can uncover new insights. For example, Dalal et 

al. (2014) found that—at the within-persons level of analysis—positive affect was more related 

to OCB, whereas negative affect was more related to CWB, thus arguing that CWB and OCB are 

two separate constructs. Additional research has also revealed more about the nature of criterion 

variables; for example, the within-persons level of OCB is related to several work variables 
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including mood regulation (Glomb, Bhave, Miner, & Wall, 2011), positive affect, and job 

satisfaction (Ilies et al., 2006).  

Second, relationships assessed at the between-persons or interindividual level are 

independent from, and may differ greatly from, those studied at the within-persons or 

intraindividual level (Beal & Weiss, 2003; Fisher, 2003; Ostroff, 1993; Thorndike, 1939). 

Relationships at different levels of analysis can vary in terms of sign and magnitude (Bliese, 

Chan, & Ployhart, 2007; Dalal et al., 2014). For example, at the between-persons level, 

individuals who chronically exercise have lower blood pressure compared to those who rarely 

exercise; but at the within-persons level, exercisers have higher blood pressure in the moment of 

exercising than they do in moments of rest (Schwartz & Stone, 1998). Furthermore, the 

relationship between self-efficacy and task performance differs such that the two are positively 

related when studied at the between-persons level; but can be positively, negatively, or even 

unrelated at the within-persons level (Vancouver, Thompson, Tischner, & Putka, 2002). If 

relationships are similar at the between-persons and pooled within-persons levels, ESM studies 

can nonetheless reveal individual differences in the within-persons relations. Considering 

positive affect and negative affect for example, the between-persons correlation (-.30) and the 

average within-persons correlation (-.32) happen to be almost equal, but the within-persons 

relationship between positive and negative affect fluctuates greatly among individuals, ranging 

from strongly negative to moderately positive (Alliger & Willliams, 1993). In short, it is useful 

to examine relationships between variables at different levels of analysis, because doing so might 

reveal new phenomena.  

 Based on the empirical evidence cited above, we believe ESM is an important research 

method that allows organizational researchers to investigate dynamic processes at the within-
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persons/state level, in addition to the between-persons/trait level, as well as mitigates 

retrospective recall bias. The present paper aims to provide descriptive norms about design 

choices in ESM by reviewing qualitative and quantitative features of studies conducted in the 

workplace. In the section below, we describe methodological characteristics of ESM studies and 

pose research questions to examine the average frequencies of design choices and outcomes.  

Sample Size and Number of Observations 

In contrast to the cross-sectional design, ESM requires a substantial commitment from 

participants by requesting responses at multiple time points. This burden might result in reduced 

sample sizes. However, small between-persons sample sizes do not prohibit inferences about 

pooled within-persons effects, particularly when the number of observations per participant is 

large and there is a large number of total data points (i.e., persons × occasions).  

Research Question 1a: What is the average sample size (N) in ESM studies? 

 Research Question 1b: What is the average number of total observations in ESM studies? 

Response Rates 

Because participants have more responsibilities in an ESM study, response rates may be 

lower compared to cross-sectional studies. Additionally, there are multiple types of response rate 

in an ESM study, and we must distinguish the between-persons response rate from the within-

persons response rate (Newman & Sin, 2007). As a further complication, there is more than one 

type of between-persons response rate that is typically reported in ESM studies. The various 

between-persons response rates in an ESM study can be defined as ratios involving the following 

three values: the number of potential participants contacted, the number of participants who 

responded to all or part of a survey, and the number of respondents included in the analyses by 

the researchers. First, we define the between-persons response rate as the number of individuals 
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who provided any response (including both full respondents and partial respondents), divided by 

the total number of people who were contacted with a survey invitation (Newman, 2014). 

Second, due to researchers’ adopting different techniques to address missing data, some 

observations may have been excluded by the researcher. As such, between-persons analysis rate 

refers to the number of participants who are included in the final data analysis divided by the 

number who provided any response. Lastly, due to a variety of reasons, participants within a 

study often end up completing different numbers of daily/momentary surveys, so the pooled 

within-persons response rate is the number of daily/momentary surveys completed divided by 

the total number of daily/momentary signals sent, averaged across all individuals in the sample.  

Research Question 2a: What is the average between-persons response rate (i.e., number 

of participants who provided any response / number of people contacted) in ESM 

studies? 

Research Question 2b: What is the average between-persons analysis rate (i.e., number 

of participants included in data analysis / number of participants who provided any 

response) in ESM studies? 

Research Question 2c: What is the average pooled within-persons response rate (i.e., 

number of daily surveys completed / number of possible daily surveys) in ESM studies? 

Recruitment and Incentives 

Because ESM studies require a higher degree of time commitment from participants, 

obtaining and retaining participants can be difficult. Recruitment strategies in ESM studies can 

be similar to those in cross-sectional designs and include posting paper flyers or online 

advertisements, contacting organizations to survey employees, or recruiting working students in 

school. Incentives can potentially help motivate people to participate in studies and complete 
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multiple surveys, and vary in form and monetary value. Rewards given in cross-sectional studies 

such as money, gift cards, and lottery drawings for prizes are often thought to be useful, but 

perhaps larger or different types of incentives are needed in ESM studies to compensate for the 

greater burden.  

Research Question 3a: What are the frequencies of recruitment strategies used in ESM 

studies? 

Research Question 3b: What are the frequencies of incentives used in ESM studies? 

Research Question 3c: Do recruitment strategies and incentives relate to response rates in 

ESM studies? 

Survey Timing Factors 

ESM studies are characterized by surveys administered at multiple time points, so 

researchers must also make decisions about the timing of the surveys. It can be difficult to 

determine the frequency and duration of surveys needed to adequately capture the targeted 

within-person phenomenon, which can also vary depending on which constructs are studied. 

Some psychological processes (e.g., creativity [Amabile, Barsade, Mueller, & Staw, 2005]) may 

require several months to unfold, whereas others (e.g., affect [Daniels, Boocock, Glover, Hartley, 

& Holland, 2009]) can transpire in less than a day. Due to researchers’ limited resources and 

concerns over participant burden, there may be a tradeoff between study duration (i.e., number of 

days) and the signal frequency (i.e., number of daily/momentary surveys) in an ESM study. For 

example, researchers who plan a three-week long study may choose to obtain responses only 

once per day, whereas researchers who adopt a one-week long design may sample participants 

four times a day. Another feature to consider is the time(s) of day at which surveys are 

scheduled. There are many options, such as before arriving at work, in the morning or afternoon 
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during work hours, before bed at night, or based on personal work shifts for jobs with irregular 

schedules (e.g., nurses, flight attendants). Moreover, the time of survey delivery could depend on 

the constructs of interest, such that different constructs are measured at different times. For 

instance, recovery measured at bedtime is related to improved affect measured the next morning 

(Sonnentag, Binnewies, & Mojza, 2008), flow in the afternoon is related to decreased burnout 

and increased work engagement at bedtime (Demerouti, Bakker, Sonnentag, & Fullagar, 2011), 

and positive reflection intervention in the afternoon is related to decreased stress and improved 

health at bedtime (Bono, Glomb, Shen, Kim, & Koch, 2013). Lastly, researchers typically want 

to obtain trait-level measures of study variables with a one-time baseline survey, which can be 

administered either before or after the within-persons ESM surveys.  

Research Question 4a: What is the average study duration (i.e., number of days) of ESM 

studies? 

Research Question 4b: What is the average signal frequency (i.e., number of 

daily/momentary surveys) in ESM studies? 

Research Question 4c: How often are daily/momentary surveys scheduled at different 

times of day (i.e., morning, noon, early afternoon, late afternoon, night, other)? 

 Research Question 4d: Is the baseline survey (i.e., trait-level measures) typically 

administered before or after the daily/momentary surveys? 

Signaling Strategies and Reminder Technologies 

In order to deliver surveys to participants, researchers need to decide on the signaling 

strategy and reminder technology to use. Signaling strategy refers to the method by which 

signals alert participants to provide responses to a daily survey, and includes three major types: 

event-contingent, interval-contingent, and signal-contingent. Event-contingent signaling 
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describes recording responses based on the occurrence of specific events (Beal & Weiss, 2003; 

Wheeler & Reis, 1991), such as interpersonal conflicts with coworkers. Interval-contingent 

signaling refers to recording responses at regular, predetermined times (Wheeler & Reis, 1991), 

such as every day at 10:00 A.M. and 2:00 P.M. Signal-contingent signaling is defined as 

recording responses at random times throughout the day (Wheeler & Reis, 1991), usually when a 

reminder is provided by the researchers via email or PDA alert. These three signaling strategies 

have their respective advantages and disadvantages, and each can be more suitable for certain 

research questions. For example, event-contingent signaling is useful for low frequency 

behaviors such as CWB (Beal & Weiss, 2003), but participants may forget to complete surveys 

in the absence of a physical reminder (e.g., a beep). On the other hand, interval-contingent 

signaling can be more convenient because participants are aware of the exact times at which they 

should complete surveys. This could increase response rates; but because participants come to 

expect the signals, there may be problems of habituation and reactivity (Beal & Weiss, 2003). In 

signal-contingent signaling, if participants miss the random signals, then there may be increased 

missing data concerns. However, signal-contingent signaling may provide a more comprehensive 

sample of times across each day. An ESM feature closely related to signaling strategy (event-, 

interval-, or signal-contingent) is reminder technology, or the method used to send the signal to 

participants. Researchers can remind participants to record responses in several ways, including 

PDAs, email, beepers, and more.  

Research Question 5a: What are the average frequencies of signaling strategies (i.e., 

event-, interval-, and signal-contingent) used in ESM studies? 

Research Question 5a: What are the average frequencies of reminder technologies (e.g., 

PDA, email, and beeper) used in ESM studies?  
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Survey Media 

 The next feature to consider is the survey medium, or format, by which participants 

record responses. Survey media generally used in traditional cross-sectional research designs 

consist of paper-and-pencil surveys and online surveys. These survey formats can also be 

implemented in ESM studies, and an additional format includes PDAs. For ESM studies that 

adopt a paper-and-pencil format, it is questionable whether this method constitutes momentary 

assessment if there is a time lag before responses are recorded and the time lag is unknown. An 

advantage of PDAs and online surveys is that time stamps can be recorded to determine whether 

participants are compliant in reporting responses within appropriate time frames. Given the 

technological advances in recent years, there may have been a shift from prevalence in paper-

and-pencil and PDAs to online surveys and smartphone applications.  

 Research Question 6: What are the average frequencies of survey media (e.g., paper-and-

pencil, PDA, and online) used in ESM studies? 

Survey Items 

 ESM enables researchers to investigate psychological processes at the within-persons 

level, but are there particular constructs that are frequently examined in ESM studies? Another 

issue is survey length, or the number of items in a survey. Researchers often seek the optimal 

balance between adequate construct coverage and reasonable burden for participants. ESM 

studies typically administer two types of surveys: the baseline survey that is administered at one 

point in time to measure trait-levels of variables, and the daily/momentary survey that captures 

within-persons responses at multiple time points. Survey length may be more of a concern for the 

daily survey than for the baseline survey, because the daily survey must be completed many 

times. Also, because participants are repeatedly exposed to and respond to the same items, 
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reactivity and habituation might occur (Bolger et al., 2003). A possible solution to reactivity is 

item sampling, in which different subsets of items measuring the same construct are selected 

from a larger item bank for each daily survey in addition to a fixed set of items (Miner et al., 

2005). In this way, participants are exposed to some new items in each momentary survey, which 

is intended to prevent reactivity and priming effects. 

 Research Question 7a: How many items on average are in the baseline survey in ESM 

studies? 

Research Question 7b: How many items on average are in daily/momentary surveys in 

ESM studies? 

Research Question 7c: Which constructs are commonly studied at the within-persons 

level in ESM studies? 

Research Question 7d: What is the frequency of using item sampling in ESM studies? 

Analysis Properties 

During data analysis, ESM researchers have the option to conduct lagged analyses to 

study the relationship between a variable at one time and another variable at a later time. Lagged 

analyses are believed to lend greater support for making causal inferences, compared to a cross-

sectional or concurrent analyses. As with all longitudinal designs, missing data are inevitable, 

and methods to address this problem include maximum likelihood estimation, listwise deletion, 

pairwise deletion, and imputation (Enders, 2010).  

Research Question 8a: What is the frequency of conducting lagged analyses in ESM 

studies? 

Research Question 8b: What are the frequencies of missing data techniques used in ESM 

studies?  
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CHAPTER 2: METHOD 

 

Literature Search and Inclusion Criteria 

 We conducted a keyword search in PsycINFO and ProQuest Dissertations databases 

through January 2015 to locate relevant studies. We also searched the Society for Industrial and 

Organizational Psychology (SIOP) conference programs for unpublished studies from 2011-

2015. Keywords included diary study, ecological momentary assessment (EMA), experience 

sampling method (ESM), and within-persons in combination with common organizational topics, 

such as job performance, organizational citizenship behavior, and work-family conflict (see 

Appendix A for a complete list of the search terms). To be eligible for inclusion, a study had to 

implement an ESM design (i.e., to prompt participants at multiple time points using a signaling 

strategy) in a workplace setting (i.e., sample of employed participants). Our search yielded 156 

studies (130 published and 26 unpublished), including 167 independent samples. 

Coding 

 For each independent sample, we coded sample size (N), number of total observations, 

between-persons response rate (including both full respondents and partial respondents, divided 

by the number of people contacted with a survey invitation; Newman, 2014), between-persons 

analysis rate (number of respondents included in the analyses, divided by number of full and 

partial respondents), pooled within-persons response rate (total number of observations divided 

by number of possible observations [persons × occasions], sometimes referred to as the 

“compliance rate” or “overall response rate”), recruitment strategy, incentive type, study duration 

(number of days), signal frequency (number of surveys per day), time(s) of daily surveys, timing 

of baseline survey, signaling strategy, reminder technology, survey medium, number of items in 
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baseline survey, number of items in daily/momentary surveys, constructs studied at the within-

persons level, use of item sampling, use of lagged analyses, and missing data treatment. 

Recruitment strategy 

We coded types of recruitment strategy that were used by researchers to obtain study 

participants: (1) online or hard copy advertisements, (2) researchers’ contacting organizations, 

(3) working students from class, (4) drawn from a larger study, (5) other (i.e., not one of the four 

strategies listed above), or (6) multiple recruitment strategies (i.e., a combination of some of the 

first four strategies).  

Incentive type 

Type of incentive offered to participants as compensation was coded: (1) 

none/unreported, (2) money, (3) gift card, (4) lottery (i.e., entered into a drawing for prizes such 

as money [e.g., Fuller et al., 2003; Miner & Glomb, 2010] or gift cards [e.g., Kim, 2012]), (5) 

other (i.e., not one of the four types listed above), or (6) multiple (i.e., a combination of some of 

the first four types). When incentive type was money, the US dollar amount was recorded. When 

incentive type was lottery, the prize was also recorded. 

Survey timing factors 

For the time of day when surveys were administered, six major categories were coded: 

(1) morning (i.e., 7:00 A.M. to noon, including before work), (2) noon, (3) early afternoon (i.e., 

1:00 P.M. to 4:00 P.M.), (4) late afternoon (i.e., 4:00 P.M. to 6:00 P.M., including end of the 

workday and right after work), (5) night (i.e., 6:00 P.M. to 10:00 P.M., including early evening 

and before bed), or (6) other (e.g., random signals throughout the day, irregular work hours such 

as those of nurses and flight attendants). Unlike most of our coded variables, the time(s) of daily 

surveys contained non-mutually exclusive categories; that is, each sample coded could contain 
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any combination of categories (e.g., morning, noon, and night). Additionally, we coded whether 

each sample received a baseline survey measuring baseline information chronologically: (1) 

before the ESM phase of the study, (2) after the ESM phase, or (3) both before and after the 

ESM phase.  

Signaling strategy 

Type of signaling strategy, the procedure by which participants were prompted to 

complete daily surveys, was coded as: (1) event-contingent, (2) interval-contingent, (3) signal-

contingent, (4) multiple (i.e., more than one signaling strategy; most often interval- and signal-

contingent signaling [e.g., Reicherts & Pihet, 2000]), (5) other (e.g., researchers hand-delivered 

each survey onsite [Wang et al., 2013]), or (6) none (i.e., no signaling strategy was specified).  

Reminder technology 

The means by which researchers notified participants to complete a daily survey were 

coded: (1) none, (2) text message, (3) email, (4) PDA, (5) beeper, (6) smartphone application, (7) 

paper reminder, (8) watch, (9) multiple (i.e., more than one reminder technology), or (10) other 

(e.g., researcher was on-site to give reminders [Grech, Neal, Yeo, Humphreys & Smith, 2009]).  

Survey medium 

Type of survey medium, the method by which study participants provided daily survey 

responses, was coded into six categories: (1) paper-and-pencil, (2) PDA, (3) online, (4) 

smartphone application, (5) phone calls, or (6) multiple (i.e., more than one survey medium). 

Item sampling 

We coded dichotomously (i.e., “yes” or “no”) whether studies measured the same items 

across time points. For studies that did not measure the same items across time points, we 
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recorded whether studies used (1) item sampling or (2) measured different constructs across time 

points. 

Constructs 

To address the question of the constructs, or topics, that have been studied at the within-

persons level in ESM studies, 38 categories of constructs were coded dichotomously (i.e., “yes” 

or “no”) to indicate whether a sample measured the particular construct. As presented in Table 7, 

these 38 categories were subsequently collapsed into nine broad construct categories for 

simplicity. Because studies often measured multiple constructs, the construct categories are not 

mutually exclusive. 

Analytic strategies 

The use of lagged analyses was coded as a dichotomous variable (i.e. “yes” or “no”). The 

missing data treatment used for each sample was coded as one of the following five categories: 

(1) listwise deletion, (2) pairwise deletion, (3) deleting outliers, (4) single imputation, (5) 

multiple imputation, or (6) unreported (i.e., did not indicate how missing data were handled). 

Sample characteristics 

We coded whether the study was published (“yes” or “no”), the year it was published (or 

the year it was completed, for unpublished studies), and the country in which the study was 

conducted. We also coded the sample’s employment status (i.e., full-time employees, primarily 

full-time employees, part-time employees, working students, or MBA students), job, industry, 

mean organizational tenure, mean job tenure, percent male, percent Caucasian, and the number 

of organizations from which the sample was drawn (i.e., a single organization versus multiple 

organizations).  

Interrater Reliability 



16 

 

The first two authors independently coded all the studies, and the interrater reliability 

indices are displayed in Tables 1 and 2. For numerical variables, the average interrater reliability 

(r = .97; ICC1 = .97) was very high. The average interrater reliability for categorical variables (κ 

= .75) indicates moderate to high agreement (Landis & Koch, 1977). However, we note that 

reliability indices below .70 (i.e., for recruitment strategy, time(s) of daily surveys, and some 

construct categories) represent variables that are both subjective in nature and often described 

ambiguously in primary studies. For the categorical variables, because reliability estimates were 

lower, interrater reliability was recalculated after interrater interpretational discrepancies in 

construct definitions were identified and corrected (see Appendix C for a list of each coder 

discrepancy and how it was resolved). This resulted in an average interrater reliability of .84 for 

the categorical variables. 

Analyses 

 For numerical variables, we calculated mean, standard deviation, median, minimum, 

maximum, and quartile values. For categorical variables, we calculated frequencies and 

percentages. We note that not all studies reported information for every variable (e.g., 

recruitment strategy, timing of baseline survey, and survey medium). 

 Additionally, we examined whether response rates differed based on ESM design 

features. First, we conducted t tests to compare the response rates (i.e., between-persons response 

rates, between-persons analysis rates, and pooled within-person response rates) between 

samples that received incentives and samples for which there were no (or unreported) incentives. 

We also compared response rates between samples that received reminders and those that did not 

receive reminders. Furthermore, we analyzed the standardized mean differences (i.e., Cohen’s d) 

in response rates in these samples: incentives vs. no (or unreported) incentives, reminders vs. no 
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reminders. Next, we conducted t tests to compare the signal frequency as well as the study 

duration between samples that received incentives and those in which there were no (or 

unreported) incentives. Then, we conducted ANOVAs to compare samples that used different 

recruitment strategies, signaling strategies, reminder technologies, and survey media. Finally, we 

calculated the correlations between response rates and numerical variables, including monetary 

incentive amount, study duration, signal frequency, number of items per daily survey, and year 

that study was published/completed. 
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CHAPTER 3: RESULTS 

 

Results for numerical variables are displayed in Table 3, and results for categorical 

variables are displayed in Tables 4-7.  

Sample Characteristics 

Figure 2 illustrates the frequencies of the countries in which ESM studies were 

conducted; studies were most commonly conducted in the US (43%; k = 63). Frequencies and 

percentages of sample types are displayed in Figure 3, which indicates that the majority of 

studies was conducted on full-time employees (69%; k = 101). As presented in Tables 4 and 5, 

employees were most commonly sampled from multiple jobs (62%; N = 93), multiple industries 

(46%; k = 72), and multiple organizations (68%; k =110) rather than from a single job, industry, 

or organization. Additional descriptive statistics are reported in Table 3. Samples’ average job 

tenure was 6 years (SD = 5) and average organizational tenure was 9 years (SD = 5). Samples 

were 58% female and 73% Caucasian.  

Sample Sizes 

 The mean sample size (N) was 93 participants (SD = 99, Mdn = 69), answering Research 

Question 1a. Sample size and year of study were positively related (r = .17; k = 167, p < .05), 

indicating the sample sizes have grown over time. The mean number of observations was 1,419 

(SD = 1,951, Mdn = 650), addressing Research Question 1b (see Table 3). 

Response Rates 

 To answer Research Questions 2a, 2b, and 2c, the mean between-persons response rate 

was 63.30% (SD = 22.97%, Mdn = 68%), the mean between-persons analysis rate was 79.02% 

(SD = 19.05%, Mdn = 86%), and the mean pooled within-persons response rate was 79.87% (SD 

= 11.49%, Mdn = 82%; see Table 3). Next, we compared response rates across different design 
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conditions (described in the sections below), but found no statistical effects of study design 

features on response rates (see Appendix B). 

 Incentives vs. no/unreported incentives. There was no difference in between-persons 

response rate between samples that received incentives (M = 60.81%) and samples for which 

there were no (or unreported) incentives (M = 62.23%, t(85.41) = .26, p = .79; d = .05). 

Similarly, there was no difference in between-persons analysis rate between samples with 

incentives (M = 78.81%) and no (or unreported) incentives (M = 74.99%, t(79.73) = -.76, p 

= .45; d = -.08). And there was no difference in pooled within-person response rate for samples 

with incentives (M = 79.16%) versus no (or unreported) incentives (M = 74.67%, t(55.00) = -.98, 

p = .33; d = -.34).  

 Reminders vs. no reminders. The pooled within-persons response rate was no different 

between samples that received reminders (M = 79.43%) compared to samples that did not receive 

reminders (M = 84.38%, t(3.59) = .86, p = .44; d = .74; note this test has low statistical power 

because the number of studies in the no reminder condition was only k = 5; see Appendix B).  

Recruitment strategies. Recruitment strategies had no influence on the between-persons 

response rate (one-way ANOVA F(5,72) = .26, p = .94), between-persons analysis rate (F(5,71) 

= 1.08, p = .38), or the pooled within-persons response rate (F(4,40) = .15, p = .97). 

 Signaling strategies. The pooled within-persons response rates were similar in studies 

that used signal-contingent (M = 77.94%) and interval-contingent signaling (M = 81.82%; 

F(4,46) = 1.37, p = .26). Studies that used event-contingent signaling did not provide information 

on the pooled within-persons response rate. 
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Reminder technologies. Reminder technologies had no influence on the between-persons 

response rate (F(8,76) = 1.33, p = .25), between-persons analysis rate (F(8,74) = .47, p = .87), or 

the pooled within-persons response rate (F(8,42) = 1.63, p = .15). 

Survey media. Survey media had no influence on the between-persons response rate 

(F(4,72) = 1.24, p = .30), between-persons analysis rate (F(5,73) = .77, p = .58), or the pooled 

within-persons response rate (F(5,44) = 1.13, p = .36). 

Numerical variables. For all three response rates, there was no relation with monetary 

incentive amount, study duration, signal frequency (number of signals per day), number of items 

on the momentary or daily survey, or year (see Table 8). 

Recruitment and Incentives 

 Figure 4 displays the frequencies and percentages of type of recruitment strategy. To 

answer Research Question 3a, the most commonly used recruitment strategy was researchers’ 

contacting organizations (58%; k = 87), followed by online or hard copy advertisements (17%; k 

= 26), being part of a larger study (12%; k = 18), working students from class (6%; k = 8), other 

strategies (5%; k = 8), and multiple strategies (2%; k = 3). 

 Frequencies and percentages of type of incentive are presented in Figure 5. To answer 

Research Question 3b, most studies did not report providing incentives (54%; k = 90). When 

studies did provide incentives, money was the most popular (26%; k = 44), with an average US 

Dollar amount of $57.33 per person (SD = $41.82, Mdn = $50.00). 

Survey Timing Factors 

 On average ESM studies lasted 10.13 days (SD = 9.88, Mdn = 8), addressing Research 

Question 4a. Figure 13 depicts the distribution of studies by study duration. Studies that provided 

incentives lasted longer (M = 13.4 days) than those that provided no (or unreported) incentives 
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(M = 6.7 days; t(85.71) = -3.75, p < .001). Participants completed an average of 2.90 surveys (SD 

= 3.13, Mdn = 2) per day, answering Research Question 4b (see Table 3). Among the subset of 

studies that used multiple signals per day (56% of studies), the average signal frequency per day 

was 4.16.  Figure 14 illustrates the distribution of signal frequency. Signal frequency did not 

differ in samples that provided incentives and those with no (or unreported) incentives (t(130.89) 

= 1.25, p = .22).  

 Figure 6 displays the frequencies and percentages of the time of day when 

daily/momentary surveys were administered. To answer Research Question 4c, the most popular 

survey time was late afternoon (35%; k = 59), followed by morning (28%; k = 46), night (26%; k 

= 44), other (21%; k = 35), early afternoon (19%; k = 32), and noon (5%; k = 8). 

In regard to Research Question 4d, the vast majority of samples (88%; k = 120) 

administered a baseline survey before the ESM phase, whereas a few (4%; k = 5) administered a 

baseline survey after the ESM phase, and some (8%; k = 11) included a baseline survey both 

before and after the ESM phase. 

Signaling Strategy and Reminder Technology 

 Figure 7 illustrates the frequencies and percentages of signaling strategies. To answer 

Research Question 5a, interval-contingent signaling (59%; k = 99) was most prevalent, followed 

by signal-contingent signaling (19%; k = 31), no signaling (i.e., as in paper-and-pencil diary 

studies; 10%; k = 17), multiple (7%; k = 12), event-based signaling (4%; k = 7), and other 

signaling strategies (1%; N = 1). 

 Frequencies and percentages of reminder technologies are presented in Figure 8. To 

address Research Question 5b, many studies did not use any reminders (41%; k = 69), and when 

studies did use reminders, email (23%; k = 38) and PDA (20%; k = 33) were the most common. 
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Other reminder technologies included beeper (4%; k = 7), other (4%; k = 7), watch (2%; k = 4), 

text message (2%; k = 3), multiple (2%; k = 3), paper (1% k = 2), and smartphone application 

(1%; k = 1; Foo, Uy & Baron, 2009).  

Survey Medium 

 Figure 9 displays the frequencies and percentages of survey media used. Paper-and-pencil 

(k = 62; 40%) was the most popular, followed by PDAs (27%; k = 42) and online surveys (26%; 

k = 41). Additional survey formats included multiple (3%; k = 5), phone call (3%; k = 4), and 

smartphone application (1%; k = 2). Figure 10 illustrates the use of the three most common 

survey media across time, revealing an overall increase in all three formats, along with a spike in 

online surveys corresponding to a drop in paper-and-pencil and PDA surveys starting in 2013. 

Survey Items 

Baseline surveys contained an average of 33 items (SD = 43, Mdn = 20), answering 

Research Question 7a, whereas daily surveys contained an average of 21 items (SD = 15, Mdn = 

18), answering Research Question 7b (see Table 3). To answer Research Question 7c, most 

samples administered the same items at each time point (72%; k = 121), very few used item 

sampling (5%; k = 8), and one-in-four measured different constructs across time (23%; k = 38). 

Table 6 and Figure 11 display the frequencies and percentages of the nine construct 

categories studied at the within-persons level. Results for the 38 specific constructs are presented 

in Table 7. To answer Research Question 7d, affect/emotion/mood was most commonly studied 

(60%; k = 100), followed by stress (45%; k = 75), work behaviors (37%; k = 61), health (35%; k 

= 58), situational factors (32%; k = 53), job attitudes (29%; k = 48), individual differences (20%; 

k = 33), motivation (16%; k = 27), and non-work attitudes/activities (11%; k = 19). 
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Analysis Strategies 

 With regard to Research Question 8a, the majority of samples did not report procedures 

used to treat missing data (65%; k = 108), whereas many samples reported using listwise deletion 

(33%; k = 55), and only a few used ad hoc single imputation methods (1%; k = 2; i.e., imputation 

from spouse’s responses, and earlier score carried forward), pairwise deletion (1%; k = 2), or 

deleted outliers (1%; k = 1).1 

  

                                                           
1 In the software SAS (PROC MIXED) and in HLM, the default missing data routines involve maximum likelihood 

missing data estimation; as such, some of the studies with unreported missing data treatments might have 

nonetheless been using state-of-the-art missing data strategies (Newman, 2014). 
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CHAPTER 4: DISCUSSION 

 

Experience sampling methods have been increasingly used by organizational researchers 

to study dynamic constructs and within-persons variation, so a comprehensive review of 

methodological features should be useful. In fact, extrapolating the recent trend suggests that use 

of ESM may continue to grow in organizational research. It seems there are very few 

psychological constructs in the workplace that would not benefit from being examined at the 

within-persons level of analysis. The present study systematically summarized quantitative and 

qualitative aspects of ESM studies conducted in workplace settings over the past 20 years. Based 

on our findings, we offer norms, trends, recommendations, and critical comments related to the 

common practices of organizational ESM researchers. 

First, because ESM studies took place most frequently in the US, knowledge of cross-

cultural variation in ESM parameters is likely to be limited. Nations differ in various cultural 

dimensions, including individualism-collectivism and power distance (Hofstede, 1980; Hofstede 

& Hofstede, 2010), which could potentially influence psychological states measured via ESM. In 

the current review, we found that over three quarters of ESM studies occurred in individualist 

cultures (i.e., Germany, Netherlands, US, UK, Australia, and Switzerland); thus more studies 

would need to be conducted in collectivist cultures (e.g., China, Greece, Mexico) in order to gain 

a better understanding of how ESM results generalize cross-culturally. 

The majority of ESM samples was obtained from multiple jobs, multiple industries, and 

multiple organizations, which calls to attention a potential ambiguity in the levels of analysis of 

estimated parameters. For example, in multi-organization samples, individual-level (between-

persons) effects are confounded with between-organizations effects, which can create an 

ecological fallacy (Bliese, 2000; Newman, Joseph, & Feitosa, 2015). Due to the fact that ESM 
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multilevel analysis oftentimes reveals meaningful and novel relationships between variables at 

the between-persons level of analysis (including cross-level interactions), ESM researchers 

should make a greater effort to sample participants within a single job, industry, or organization 

in order to avoid confounding person-level variance with organization-level variance. 

 Next, the average sample size in ESM studies was 93, whereas the average number of 

observations was 1,419. This is equal to approximately 15 observations per participant. These 

findings have important implications for statistical power, or the ability to detect an effect of a 

certain magnitude with a specific degree of confidence, in within-persons studies. To extend the 

argument, we note that beyond simply reducing the probability of false negative conclusions, 

statistical power can also enhance the replicability of findings (e.g., Francis, 2012; Ioannidis, 

2005; Simmons, Nelson, & Simonsohn, 2011). In order to increase power to detect within-

persons effects, the number of observations per participant should be increased. This suggests 

that a small N (i.e., < 93) may suffice as long as the number of total observations is large (i.e., > 

1,419). On the other hand, for assessing between-persons effects, N = 93 may yield inadequate 

statistical power (Cohen, 1992). Finally, cross-level effects include direct effects and interaction 

effects, and general rules of thumb argue for a sample size of at least 30 in both the lower and 

upper levels (i.e., 30-30 rule; e.g., Kreft & de Leeuw, 1998). In contrast, recent research 

demonstrates that the power to detect cross-level interaction effects is influenced by: (a) the 

magnitude of direct cross-level effects, (b) the standard deviation of Level 1 slope coefficients, 

and (c) both the average lower and upper level sample sizes (Mathieu, Aguinis, Culpepper, & 

Chen, 2012). In particular, Matheiu et al. (2012) advocate for a focus on larger lower level 

samples rather than a greater number of upper level units (i.e., 3:2 premium of Level 1 sample 

size versus Level 2 sample size; Mathieu et al., 2012, p. 959). In contrast, for ESM studies, the 
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ratio of the average within-persons sample size to the average number of persons is 15:93 ≈ 1:6, 

which is much smaller than Mathieu et al.’s recommended ratio of 3:2 for detecting cross-level 

interactions. In summary, ESM studies seem well-designed for detecting within-persons effects, 

but are not optimally designed for detecting cross-level interactions, in terms of statistical power.  

 For response rates obtained in ESM studies, we observed an average of a 63% between-

persons response rate. This is strikingly similar to the average response rates found by Anseel et 

al. (2010, 52%) and Roth and BeVier (1998, 57%), both of whom summarized between-persons 

response rates primarily from cross-sectional studies in the organizational sciences. In other 

words, between-persons response rates for ESM studies are no lower than between-persons 

response rates for non-ESM studies.  

The current study further found a 79% between-persons analysis rate, meaning that only 

79% of the respondents had their data included in the analyses; probably due to listwise deletion 

of partial respondents. The practice of listwise deletion—i.e., analyzing less than 100% of the 

respondents—is increasingly recognized as a suboptimal missing data strategy, which produces 

unnecessary missing data bias (Enders, 2010; Newman, 2014). We recommend that future ESM 

researchers should employ the default missing data routines in SAS (PROC MIXED) and HLM 

(i.e., maximum likelihood missing data routines), rather than simply deleting the data that are 

provided by the partial respondents.  

Finally, the current study found an 80% pooled within-persons response rate, on average. 

We are encouraged to learn that the within-persons response rate is as high as 80% in 

organizational ESM studies, because a high within-persons response rate suggests less missing 

data bias in the estimation of within-persons parameters.  
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Interestingly, the mean levels of response rates (both between-persons and within-

persons) did not differ based on incentives, reminders, signaling strategy, reminder technology, 

or survey medium. Similarly, response rates were not correlated with monetary incentive 

amount, study duration, signal frequency, number of items on daily surveys, or year of 

publication. It is unclear why these response rates are not influenced or related to features of 

ESM design as one might expect. However, we note that these results should be taken with 

caution because not all ESM studies contained information about the three types of response 

rates, so the power to statistically detect differences was limited. We urge future ESM 

researchers to clearly report response rates, as this information can meaningfully change results. 

Further, the lack of an association between incentives and response rates is consistent with past 

findings (e.g., Anseel et al., 2010; Roth & BeVier, 1998). We caution the reader that lack of 

correlation might not imply lack of causation in the current case (i.e., we did not observe a 

correlation between incentives and response rates). For instance, it is possible that researchers 

would offer more incentives in situations where they believed a priori that responses would be 

difficult to get. If this were true, then any would-be positive correlation between incentives and 

response rates would be suppressed, due to a selection effect (i.e., if scenarios with low expected 

response rates were selected to receive incentives). In such cases, it is possible that incentives 

might actually enhance response rates, but no correlation would be observed, because the low-

response groups were selectively chosen to get incentives. 

 The average study duration with an ESM design was 10 days, with about 3 signals per 

day. However, we note that these frequencies were not normally distributed (i.e., are positively 

skewed; see Figure 13 and Figure 14), such that 75% of studies lasted 10 days or fewer, with 

60% of studies administering 2 signals or fewer per day. Interestingly, signal frequency was not 
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related to the presence of incentives or monetary incentive amount, but the average study 

duration was longer for samples that provided an incentive. In other words, researchers were less 

likely to pay participants for short duration studies.  

The most common survey medium in ESM studies was paper-and-pencil, but there are 

serious concerns about its suitability for capturing momentary states. The major disadvantage of 

paper-and-pencil surveys is the lack of time record or time stamp to ensure participants’ 

compliance with timing rules. For example, if surveys are supposed to be completed at 10:00 

A.M., it is impossible to determine whether participants actually recorded responses at that time. 

If participants fail to comply with the prescribed timeline in paper-and-pencil surveys, it negates 

one of the main goals of ESM studies, because results will be susceptible to recall biases that the 

ESM method aims to overcome. In contrast, online surveys tend to be accessed more quickly 

because employees are usually close to a computer or mobile device. Due to this, it is 

questionable whether paper-and-pencil surveys should be used to record momentary states. 

Missing data tends to be a problem in ESM studies, but the vast majority of researchers 

do not report the way in which missing data were treated. This is alarming because there are a 

number of strategies to deal with missing data and each has different influences on data analysis 

and final results. Of the few ESM studies that did report missing data treatment, most used 

listwise deletion with various exclusion rules such as excluding participants with fewer than one 

third, one half, etc., of all possible responses (e.g., Biron & van Veldhoven, 2012; King, Mohr, 

Peddie, Jones, & Kendra, 2014). Alternatively, some ESM studies excluded participants who did 

not comply with time restrictions and completed surveys at inappropriate times (e.g., Edmonson, 

Shaffer, Chaplin, Burg, Stone, & Schwartz, 2013; Harris & Daniels, 2005). Other ESM studies 

reported excluding data due to a combination of reasons including participants’ poor compliance, 
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exhibiting no variance (e.g., Binnewies & Wornlein, 2011), failing to respond to certain items 

(e.g., Fay & Sonnentag, 2012), stopping their diary entries (Hulsheger, Alberts, Feinholdt, & 

Lang, 2013), and more. A consistent missing data treatment in ESM studies is necessary in order 

to compare findings across studies. Listwise deletion seems to be the most popular technique, but 

in reality only creates more missing data by eliminating the responses that were provided by 

partial respondents. Instead, multiple imputation or maximum likelihood estimation would be 

better alternatives because they are less biased and more powerful (Enders, 2010; Newman, 

2014). We urge researchers using ESM to clearly report missing data techniques. 

Although ESM is a valuable tool in organizational research, there are some samples that 

may be difficult to study via ESM due to the inherent characteristics of certain jobs. ESM 

requires participants to briefly stop engaging in work tasks in order to complete momentary 

surveys at multiple time points. Whereas most office workers are able to do this, employees such 

as bus drivers, construction workers, or medical doctors cannot immediately stop working in the 

middle of a task to respond to a signal. This limits the samples to which extant ESM findings can 

be generalized, which researchers should keep in mind. Perhaps there are adjustments to the 

ESM design that can be made to accommodate unique professions. For example, flight 

attendants who participate in ESM studies complete surveys after each flight rather than at 

regular intervals (e.g., Xanthopoulou, Baker, Heuven, Demerouti, & Schaufeli, 2008). 

Another issue with ESM studies is that most measurement instruments were developed 

and validated in samples at the between-persons level, but are being adopted in momentary 

surveys to support within-persons inferences. Some researchers have modified items or response 

options to be more suitable for momentary responses. For instance, items measuring 

organizational citizenship behavior are usually based on a 1-5 agreement or frequency scale, but 
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response options have been changed to dichotomous “yes/no” with the logic that it is rare for 

employees to report engaging in these behaviors multiple times per day (e.g., Dalal et al., 2009; 

Glomb et al., 2011). Although this is a logical adjustment, these modified scales must be 

validated, ideally at the within-persons level, in order to be used properly. When a between-

persons scale is used at the within-persons level, researchers assume constructs are analogous or 

isomorphic across the two levels (Kozlowski & Klein, 2000), but this is problematic in the 

absence of evidence of isomorphism (see Bliese, Chan, & Ployhart, 2007; Tay, Woo, & 

Vermunt, 2014). Because existing between-persons scales are likely to continue to be used to 

obtain momentary responses, researchers should examine the extent to which isomorphism 

exists, and perhaps develop new scales or scale formats for use at the within-persons level (cf. 

Dyer, Hanges, & Hall, 2005). 

Lastly, item sampling is a strategy to address reactivity and habituation in ESM studies 

(Miner et al., 2005), but is rarely used. The main strength of item sampling is to keep participants 

engaged in filling out multiple surveys and to avoid retest/priming effects by presenting some 

new items at each time point. In this way, participants will not be able to expect the exact items 

that will appear on surveys, which in theory will help with the accuracy of their responses. 

However, item sampling also has several weaknesses, such as difficulty in establishing 

comparability of different items used at different time points to measure the same construct. 

Perhaps this is why item sampling is used so rarely in ESM studies.  

In sum, it is our hope that the present paper elucidates the common practices used by 

ESM researchers in organizations, as well as the time trends in the usage of various design 

features. Understanding these norms should make it easier for researchers interested in within-

persons phenomena to design new studies that are methodologically stronger than past ESM 
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designs. We also hope this knowledge of methodological norms and trends in organizational 

ESM research will encourage scholars to consider optimal tradeoffs in future ESM designs. 
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TABLES 

 

Table 1. Interrater Reliability (Cohen's Kappa) for Categorical 

Variables. 

Variable Kappa Corrected 

All Variables .75 .84 

All Variables (except constructs) .86 .86 

Missing Data Treatment 1.00 -- 

Recruit .68 -- 

Incentives .94 -- 

Time .60 -- 

Signaling Strategy .82 -- 

Reminder Technology .85 -- 

Survey Medium .95 -- 

Country .96 -- 

Sample .75 -- 

Job .96 -- 

Industry .97 -- 

Number of Orgs .78 -- 

Published .91 -- 

Timing of Baseline survey .76 -- 

Item Sampling .91 -- 

Lagged Analyses .91 -- 

Constructs - Overall .75 .83 

positive affect/emotion/mood .71 .73 

negative affect/emotion/mood .86 .86 

general affect/emotion/mood .76 .73 

emotional labor/regulation .86 .86 

leadership 1.00* 1.00* 

job characteristics .55 .62 

work events .76 .83 

workload .87 .87 

sleep .66* .66* 

burnout .90 .90 

general health .82 .82 

beliefs about self .70 .77 

personality .65 .61 

job satisfaction .84 .87 

organizational justice .85 .85 

perceived support .57 .72 



33 

 

Table 1 (cont.)   

   

work engagement .54 .75 

flow .83 .91 

mindfulness 1.00* 1.00* 

learning .80* .80* 

recovery .85 .91 

approach/avoidance .50* .50* 

general motivation .48 .78 

family .44 .91 

life satisfaction .66 1.00* 

activities outside work .94 .94 

conflict/constraint .58 .80 

demands .94 .97 

stress/strain .75 .88 

work family conflict .69 .89 

time pressure .72 .77 

coping .91 .91 

performance .81 .88 

CWB .94 .94 

OCB .83 .83 

creativity .87 .94 

general work behavior .42 .80 

Note. The second column displays interrater reliability 

calculated between two raters. The third column displays post-

hoc corrections of interrater reliability, corrected through 

discussion (see Appendix C). * denotes low base rate (i.e., both 

raters had fewer than 5 counts of the construct). 
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Table 2. Interrater Reliability (Intraclass 

Correlation Coefficient) for Quantitative Variables.  

Variable ICC(1) 

All Variables .97 

Sample Size (N) .94 

Number of Observations 1.00 

Between-persons response rate 1.00 

Between-persons analysis rate .99 

Pooled within-persons response rate .99 

Number of days 1.00 

Number of surveys per day .97 

Organizational tenure 1.00 

Job tenure 1.00 

Percent male .89 

Percent Caucasian 1.00 

Year of study .98 

Number of items in baseline survey .98 

Number of items in daily survey .79 

Note. Interrater reliability was calculated between two raters. 

ICC(1) = intraclass correlation coefficient, which in this case 

is equal to Pearson's r between two raters.  
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Table 3. Descriptive Statistics of Quantitative Variables. 

Variable Min Lower Median Upper Max M SD 

Sample Size (N) 7 47 69 106 1,020 93.34 98.65 

Number of observations 12 360 650 1,419 11,471 1,419.13 1,951.10 

Between-persons response rate 15 45 68 79 100 63.30 22.97 

Between-person analysis rate 5 70 86 92 100 79.02 19.05 

Pooled within-persons response rate 52 70 82 87 100 79.87 11.49 

Number of days 1 5 8 10 95 10.13 9.88 

Number of surveys per day 1 1 2 4 30 2.90 3.13 

Organizational tenure 3 5 8 10 27 8.53 5.20 

Job tenure 1 3 5 8 18 6.48 4.72 

Percent male 0 23 40 57 100 42.04 24.46 

Percent Caucasian 0 59 80 91 100 72.90 24.58 

Number of items in baseline survey 1 10 20 35 253 32.54 40.09 

Number of items in daily survey 2 10 18 25 88 20.71 14.59 

Note. Min = minimum value; Lower = lower quartile; Max = maximum value; Upper = upper quartile; M = 

mean; SD = standard deviation. 
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Table 4. Frequency of Jobs Sampled in ESM Study Samples. 

Frequency Job 

93 multiple jobs 

6 nurses 

5 call center workers, managers 

4 teachers 

3 physicians, police officers, software programmers 

2 
accountants, customer service workers, engineers, flood control workers, 

HR staff 

1 

academic staff members, cheerleading camp instructors, correctional 

officers, doctoral and post-graduate students, emergency workers, 

entrepreneurs, flight attendants, hospital staff, interior designers, IT 

consultants, medical coders, navy patrol vessel crew members, police 

service call center workers, professors, railway controllers, sales 

representatives, self-employed workers, servers 

Note. The first column displays the number of samples drawn from a particular job. The 

second column displays the jobs sampled once, twice, etc. 
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Table 5. Frequency of Industries Sampled in ESM Study Samples. 

Frequency Industry 

72 multiple industries 

22 educational services 

15 health care and social assistance 

12 service-providing 

8 information 

6 professional and business services 

4 accommodation and food services, manufacturing 

3 social assistance 

2 motor vehicle and parts dealer 

1 

administrative and support services, arts/entertainment/recreation, financial 

services, food services and drinking places, performing arts/spectator sports, 

retail trade, telecommunications, transportation and warehousing 

Note. The first column displays the number of samples drawn from a particular industry. 

The second column displays the industries sampled once, twice, etc. Industry names were 

obtained from the US Bureau of Labor Statistics. 
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Table 6. Frequency of ESM Study Samples that Measured Each 

Construct. 

Broad Construct Category 
Frequency (# 

of samples) 

% of all 

Samples 

affect/emotion/mood 100 .60 

Stress 75 .45 

work behaviors 61 .37 

Health 58 .35 

situational factors 53 .32 

job attitudes 48 .29 

individual differences 33 .20 

motivation 27 .16 

non-work attitudes, 

perceptions, and activities 

19 .11 

Note. Total # samples = 167. The first column lists broad 

categories into which constructs from ESM study samples are 

organized. Constructs are measured at the within-person level (i.e., 

daily surveys). The second column lists the number of samples 

that measured the construct. The third column lists the percentage 

of samples that measured a given construct (i.e., the second 

column divided by 167). 
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Table 7. Construct Category Frequencies and Percentages. 

Broad Construct 

Category 
Construct Category Frequency 

Frequency 

of Broad 

Category 

% of 

Broad 

Category 

affect/emotion/mood 

general 

affect/emotion/mood 51 100 .51 

 

negative 

affect/emotion/mood 36 100 .36 

 

positive 

affect/emotion/mood 30 100 .30 

 

emotional 

labor/regulation 22 100 .22 

situational factors work events 31 53 .58 

 job characteristics 23 53 .43 

 workload 8 53 .15 

 leadership 2 53 .04 

health burnout 38 58 .66 

 general health 16 58 .28 

 sleep 5 58 .09 

individual differences beliefs about self 17 33 .52 

 personality 8 33 .24 

job attitudes job satisfaction 21 48 .44 

 work engagement 16 48 .33 

 perceived support 8 48 .17 

 organizational justice 6 48 .13 

motivation general motivation 23 27 .85 

 recovery 11 27 .41 

 flow 6 27 .22 

 learning 3 27 .11 

 approach/avoidance 3 27 .11 

 mindfulness 2 27 .07 

non-work attitudes,  activities outside work 9 19 .47 

perceptions, and activities family 6 19 .32 

 life satisfaction 5 19 .26 

stress stress/strain 27 75 .36 

 conflict/constraint 17 75 .23 

 demands 17 75 .23 

 work family conflict 10 75 .13 

 time pressure 8 75 .11 

 coping 5 75 .07 

work behaviors general work behavior 22 61 .36 

 performance 21 61 .34 
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Table 7 (cont.)     

     

 

counterproductive work 

behavior 18 61 .30 

     

 

organizational 

citizenship behavior 13 61 .21 

  creativity 8 61 .13 

Note. The first column lists broad categories into which constructs from ESM studies are 

organized. Constructs are measured at the within-person level (i.e., daily surveys). The second 

column lists 38 specific construct categories that make up the 9 broad categories. The third 

column lists the number of times construct categories were measured (i.e. how many samples 

measured the category). The fourth column lists the number of times broad construct categories 

were measured (i.e. how many samples measured the broad category). The fifth column indicates 

the percentage of samples that measured a construct category relative to the number of the 

samples that measured its broad category (i.e., the third column divided by the fourth column). 
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Table 8. Response Rate Correlations. 

 
Between Person 

Response Rate 

Between Person 

Analysis Rate 

Pooled Within-

Persons Response 

Rate 

Monetary Incentive Amount -.27 / 25 .27 / 26 .26 / 19 

Study Duration (number of days) .13 / 83 .10 / 81 -.09 / 51 

Signal Frequency (# surveys/day) .01 / 78 .12 / 76 .12 / 49 

Number of Daily Survey Items .06 / 82 .11 / 79 .00 / 50 

Year -.03 / 85 -.07 / 83 -.05 / 51 

Note: Each correlation is followed by its sample size (k). Pairwise deletion was used. None of 

the correlations above are significant. 
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FIGURES 

 

 

Figure 1. Number of ESM studies conducted from 1989-2014. 
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Figure 2. Countries from which samples are drawn. 
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Figure 3. Sample types: Frequencies and percentages. 
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Figure 4. Recruitment strategies: Frequencies and percentages. (k= 150 studies reported this 

information). 
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Figure 5. Incentive types: Frequencies and percentages. 
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Figure 6. Times of day when participants were surveyed. (k= 136 studies reported this 

information).  
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Figure 7. Signaling strategies: Frequencies and percentages. 
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Figure 8. Reminder technologies: Frequencies and percentages. 
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Figure 9. Survey media: Frequencies and percentages. (k = 156 studies reported this 

information). 
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Figure 10. Frequencies of three major types of survey media in ESM studies from 1989-2014.
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Figure 11. Broad construct category measured at the within-persons level. 
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Figure 12. Missing data treatments: Frequencies and percentages. 
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Figure 13. Distribution of studies by study duration (i.e., number of days). 
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Figure 14. Distribution of studies by signal frequency (i.e., number of surveys per day). 
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APPENDIX A: SEARCH TERMS 

 

Appendix A. List of search terms used in the literature search for ESM 

studies. 

Search terms 

affective events theory organizational citizenship behavior 

contextual performance organizational commitment 

counterproductive work behavior organizational justice 

coworker stress 

deep acting supervisor 

diary study surface acting 

ecological momentary assessment task performance 

emotional labor withdrawal 

employee within-person 

experience sampling method work 

job performance work-family conflict 

job satisfaction workplace deviance 

  



73 

 

APPENDIX B: COHEN’S D VALUES FOR 3 RESPONSE RATES 

 

Appendix B. Cohen’s d values for 3 response rates with incentives and reminders. 

 Between Person 

Response Rate 

Between Person 

Analysis Rate 

Pooled Within-

Persons Response 

Rate 

No Incentives vs. 

Incentives 

d= .05 / k’s= 46, 39 

[-0.39, 0.49] 

d= -.18 / k’s= 41, 42 

[-0.63, 0.26] 

d= -.34 / k’s= 26, 25 

[-.91, 0.24] 

No Reminder vs. 

Reminder 

d= -.09 / k’s= 43, 42 

[-0.53, 0.34] 

d= -.31 / k’s= 34, 49 

[-0.76, 0.14] 

d= .74 / k’s= 5, 46 

[-.24, 1.72] 

Note: Each effect size d is followed by the sample sizes (k) of its two groups (starting with the 

No/Unreported Incentives or No Reminder); 95% CI’s appear in brackets below each d value. 
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APPENDIX C: CODING DISCREPENCIES AND RESOLUTIONS 

 

Appendix C. Summary of coding discrepancies and resolutions used to calculate corrected Cohen’s 

kappa for within-persons construct subcategories. 

Construct Categories Item(s) Coded Discrepantly Resolution 

Activities Outside 

Work, Family family/home activities 

family/home activities coded as 

Activities Outside Work 

Affect, Creativity, Job 

Satisfaction, 

Motivation,  

Csikszentmihalyi, M., & LeFevre, J. 

(1989) – coder 1 coded the authors’ 

general measurement category 

“quality of experience” whereas 

coder 2 coded the subfacets within 

the quality of experience category 

(motivation, concentration, 

relaxation, creativity, satisfaction, 

potency, and affect) 

subfacets coded rather than general 

construct 

Beliefs about Self, 

Motivation mastery experiences 

mastery experiences coded as 

Motivation 

Beliefs about Self, 

Motivation empowerment 

empowerment coded as Beliefs about 

Self 

Beliefs about Self, 

Perceived Support sense of belonging 

sense of belonging coded as 

Perceived Support 

Beliefs about Self, 

Work Behavior identity management 

identity management coded as Work 

Behavior 

Conflict/Constraint, 

Stress/Strain hassles hassles coded as Stress/Strain 

Conflict/Constraint, 

Work Events,  work interruptions 

work interruptions coded as Work 

Events 

Conflict/Constraint, 

Work Family Conflict marital conflict, school-work conflict 

marital conflict, school-work conflict 

coded as Conflict/Constraint 

CWB, Stress/Strain sexual harassment sexual harassment coded as CWB 

Demands, Perceived 

Support, Stress/Strain 

Gallo, L. C., Bogart, L. M., 

Vranceanu, A. M., & Matthews, K. 

A. (2005) – coder 1 coded the 

authors’ general measurement 

category “psychosocial experience” 

whereas coder 2 coded the subfacets 

within the psychosocial experience 

category (perceived environmental 

demands, perceived control, social 

intimacy/support, social strain) 

subfacets coded rather than general 

construct 

Emotional 

Labor/Regulation, 

Family surface acting at home 

surface acting at home counts as only 

Emotional Labor/Regulation 

Family, Life 

Satisfaction marital satisfaction marital satisfaction coded as Family 

Family, Work Family 

Conflict 

work-family-interaction, work-

family-facilitation 

work-family-interaction, work-

family-facilitation coded as Work 

Family Conflict 
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Flow, Work 

Engagement workflow interruptions, absorption 

workflow interruptions and 

absorption were coded as Flow 

Job Characteristics, 

Job Satisfaction, Work 

Behavior job crafting 

job crafting coded as Job 

Characteristics 

Job Characteristics, 

Work Behavior time use time use coded as Work Behavior 

Job Characteristics, 

Work Behavior task juggling 

task juggling coded as Job 

Characteristic 

Job Satisfaction, Life 

Satisfaction, Positive 

Affect,  happiness at work 

happiness at work coded as Job 

Satisfaction 

Life Satisfaction meaning in life 

meaning in life coded as Life 

Satisfaction 

Motivation wants wants coded as Motivation 

Motivation, Work 

Behavior  energy management strategies 

energy management strategies coded 

as Work Behavior 

Motivation, Work 

Engagement vigor, vitality 

vigor, vitality coded as Work 

Engagement 

Motivation, Work 

Engagement concentration concentration coded as Motivation 

Performance, Work 

Behavior 

self-rated quality of service, personal 

and work outcomes 

self-rated quality of service, personal 

and work outcomes coded as 

Performance 

Personality person-job fit, person-organization fit P-O fit, P-J fit coded as Personality 

Recovery relaxation relaxation coded as Recovery 

Stress/Strain consequences consequences coded as Stress/Strain 

Work Behavior 

activity, 

selection/optimization/compensation 

strategy use, smartphone use 

activity, 

selection/optimization/compensation 

strategy use, smartphone use coded 

as Work Behavior 

Work Behavior, Work 

Events 

frequency of daily communication, 

humor expression, appreciate 

behavior/situation 

frequency of daily communication, 

humor expression, appreciate 

behavior/situation coded as Work 

Behavior 

Work Family Conflict objective function 

objective function coded as Work 

Family Conflict 

 


