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A COMPREHENSIVE FAULT MODEL FOR
CONCURRENT ERROR DETECTION IN MOS CIRCUITS

Daniel Lee Halperia, Ph.D.

Department of Electrical Engineering
University of Y1llinols at Urbana-Champaigmn, 1984

A comprehensive fault model is developed for concurreat error
deteetion in MOS integrated circuits. This feult model is based on a
thorough examination of physical failures in MOS integrated cireuits.
Models of MOS circuits are glso developed which are used to determine
the behavior of these circuits under failure. 1t is found from this
snalysis that many types of physical failures may result ian logic sig-
nals that aere not well-defimed. 1n partieular. it is shown that physi-
cal failures may I1ecad to constant values that are neither Jogie 0 nor
logic 1, timing failures, or oscillatiom. The concept of imdeterdiaate
faults is developed to describe the behavior of such failures. 1t is
shown that most traditional fault models are unsble to model ihe

behavior of a circuit with an imdeterminate fanlt correctly.

Ternary algebra is used to facilitate the analysis of circuits
which receive indeterminate value inputs. Using ternary slgebra. neces-
sary conditions are developed for the propagation of iIndetersminate
values through a cirewit. It is shown that in many cases. #A indeter-
minate value can propagate through a circuit even when @ Beelean value
cannot propagate.-

The methodology of totally self-cheeking systems is used 1o provide

concurrent error detectior. It is shown that the #fraditienal defini-

tions of the totally self-checking property are insppropriate for



faildres which iJnclude indeteriinate faults. A new definition of the
totally self-checking property is developed whiceh is compatible with
indeterminate fevlts. 1t is shown fhat under our fanlt models” doplica-
tion may be used 1o provide & ¢otally self-checking implementation for
ey fofiction. Procedures sre developed to detersine iT a function has
sn inplenentatior using A& separable code whiech may provide cencurrent
error detection at & Jower cost than duplicatiom. Issues dmvolved in
the interconnection of several totally self-checking ecircuits ere con-

sidered’ 83 well &s the reguirements for checkers in systesis which may

experience indetermlnate falilures.
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CHAPTER 1

Introduction

1*1* Error Detection Strategies

As integration levels increase and more snd more devices are placed
on enm imtegrated circuit, it becomes increasingly diffieult #o iRSH¥Q
that a circuit and the system it is part of are operating properly-
There are two basic approaches to this problem: off-line testing and

concurrent error deteetiom.

In off-line testimg, the system is stopped periodically and a test
procedure is performed. This test may be performed by %he systen
itself, or an external tester may be used to stimulate the circuit and
check its results. 1f the system swccessfully completes the test, #hen
the assumption is made that the system is operating correctly. 1f the
system fails the test, then the system is faulty. 1n this approeach,
since it is unknown exactly when the system feiled, #all computatiosns

performed since the last successful test procedure must be presumed
erfonents..

The main advantage of using off-line testing is its simplicity. In
most cases, only a very modest amiount of sadditional of-chip hardware is

required. Unfortunately, there sre also many disadvantages. Because of
the poor observability and controllability of VLSI circuits. it is very

difficult to derive a test proceddre ibat will completely test anm entike



integrated circuit. Often it is necessary to add additional logic on
the integrated cireuit to inmcrease fts controllability amd/or observa-
bility 13 1n additiom, during the time the system is off-linme for
testing. f§t cennot perform any useful cosputation and thus system
throughput fs degraded. Since there is no way of pinpointing exactly
when a failnre has occurred: sll results produced since the last suc-
cessful testing procedure must be discarded. Alternatively some type of
check-pointing scheme can be used. This spproaech involves saving enough
of the system state and deta so that gll computations performed since
the last sunccessful test procedure can be repeated. The most serious
drawback of off-line testingi howeveri 3Is its Jnebility to protect
sgainst intermitteant errora. It has beean reported [2] that between 90
and 98 perceat of failures in computers ere noapermanent in natuce.
Off-line testing gives 1little if any protection asgainst nonpermanent
failures. Therefore, for any system in which we nust imwediately know
when & failure has occurred {(i.e.”# any type of real-time system) or for
eny system in which we expect s major frection of errors to be intermjit-

tent, off-lime testing is inedequate.

The second epproach to this problem is concurrent error detection.
In this approachi the system is divided up into one or more bloeks
called modules. The inmputs ((ncluding both data and control vectors)
end outputs of each module must be encoded with sn appropriate code.
Obviously4 such encoding requicres additiomal 1ogic. These codes ere
selected so that when most failures ocecuri the result of & cotputatien

will either be correct or & non-codeword. Checkers are placed at the



output of each module. These checkers are used to detect non-codewokds

and thus indicate &n erroe.

Concurrent error detection has several sdvantages. When &8 €FFor
occuks, the checkerz Iminedietely provide error dJndication. With
off-line testing., en error indicetion is only given after the off-line
test procedure is performed. The IJack of information coficerning the
precise time at which the failure occurred requires computations %o be
repeated. An immediate error indication eliminates the need 1o repeat
computatioms. Protection is albkeo providédd agpibstt indesrmitteskt
failures. If intermittent failure results in erroe, I3t will be
detected. Therefore,. concurrent error detection is well suited for real
time systems and any system in which intermittent failures sre 8 sighi-

ficant percentage of total failures.

The presence of checkers can greatly increase the observability of
the circuit. If enough checkers are used, it is possible to completely
or very nearly completely test a circuit simply by normal operatiom.
Complete +testing during normal operation preveats & buildup of
undetected failures {(the so-called “latent fmults" problem). Since any
concurrent error detection technique cen only handle & l1imited number of
failures, & buildup of latent faults cen result in as error not being
detected. IT the checkers do not provide enough observability to detect
all possible faults during normal operatiom. perlodic testing must be

used to deteet sny latent faults.

The major disadvantage of concurreat error detection is the addi-

tional 1logic required. The ocodes used for data and control vectors



require redundant bits. Extra Jogic is Heeded to process these bits.
Additional Jogic is aslso needed for checkers. The logic which must be
added to fmplenent concurrent error detection esn be sighificamt.
Depending on exactly which concurrent error detection scheme Js used;
the additional logic required may be more than 100 perecent of the origi-
nal system. Whether this type of extra cost is justified is obviously
en engineering judgment. It is possible 1o use only concurrent error
detection for those parts of the system which are either judged most
1ikely to fail or whose failure would be most serious. Depending oa
what portiona of the circuit sare protected, sighificant ssvings of
bardware sare possible. A techbnique has been developed recently for
various srithmetic computations [3]. This technique employs €ime redun-
dency rather than Jogie redundamey. Although it is net epplicable o
all functions, time redundancy, where it is applicable. can provide cen-
curreat error detection with only a very modest mimount of additienal

logie but st the cost of additional time.

1.2. Fault Models

The purpose of a fault model is to describe the behavior of & phy-
sical fajlure in & manner that will allow us o predict the Ilogieal
behavior of the feiled system. Sinece in general. 2 physical failure
affects the analog behavior of a circuit (G.e., gain. time ceonstants.
ete.) it may be very difficult to describe exactly how the failure will
alter the 1logical behavior of the system. A fanlt model has three
important attributes: accuracy, ease of sanalysis., sad cost of fault

tol ersnee..



If the fault model does not saccurately describe the logieal
behavior of physical failures, then it #s of l1ittle use. The guality of
8n error deteection scheme is measured by the fraction of faults in the
feult model which are detectable. Clearely, if the model does not sceu-—
rately describe the behavior of physical fedlure, this measure is of

Tittle use.

Two factors contribute to the ease of enalysis of & fault model:
the number of faults which must be considered. snd the complexity of the
fault behavioe. Any system whieh contains many thousands of Jogiec ele-
meats will selso have & 1arge number of possible feults. The behavior
described by the fault model must be simple enough to allow ewmalysis of
the systen. FPor off-line ftesting, we must detertilne whether the test
procedure will deteect eech fsult. For concurrent error detectiom. we
must insure that the encoding used will sllow detection of s&p Imcorrect
result. If the feult model is too conplex, this snelysis will be too
difficult to perferm snd the fault model will be impractical. One tech-
fique whieh can greatly reduce the aAumber of fanlts is fault collapsing.
Fadlt collapsing csn be done when two or more fanlts are indistinguish-
gble. Fadlt collapsing makes it is possible to reduce significantly the

fumiber of faults whieh need to be considered.

Cost of fault tolerance is a very important consideration since it
strongly affects systen cost. For off-line testing, cost of fault
tolerance determines how large the test proceddre must be. It may also
influence the complexity of the tester hardware. For concurreat error

detectiom, cost of faplt tolerance determimes how much extra Jogic must



be added to the original system. Cost of fault tolerance is usually
highly dependent on the exact nature of the error detection scheme sand

the target systein.

The selection of a fanlt model requices & tradeoff betweemn accu-~
racys ease of snslysist end cost of fsult tolerance. Since these
requirements sre usually conflieting: the cholee is never easy. In the

pasts a variety of fault models have been proposed.

1.2.1. 8Single Stuek-At Fault Model

The sipgle stuck-at fault model sssumes that eny physical failure
will cause one node {(wire) of the circuit to become permanently either &
logie 1 or a logic 0. Thiz model is extremely easy to use and is by far
the most common fault model in use. It was first proposed when Jogie
elements were built from discrete devices end is generally accurate isn
describing the behavior of failures in such devices [4]. Unfortunately.
its accuracy is much poorer for the highly integrated Jlogie elements

which make up moat of today’s systems.

1.2.2- DUnidirectional Fault Mpflel

The unjdirectional fault model sssuiies that & failure csuses afy
aumber of nodes in the cireuit to be either stuck-at 1, or slternatively
sny number stuck-at 0. Smith [5] has shown that s unidirectional fault
model implies the use of sm unordered code (d.e., no codeword covers any
other codeword) for concurrent error detectiomn. He slso showed that jn
most cases, concurrent error deteetjon of unidirectiomnal faults requires

jnwverterless implementatiom. Since nearly 61l Jogle families ere
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jmherently inverting, this restriction severely limits the usefulaess of

this fault model.

A related fault model which is quite popular assumes that sny phy-
sical failure results in & unidirectiomal error at the module's output-
In general, inverter-free implementations are not required to alloew cofi-
current error detection for such & system. An unordered code. however.
is still required. Thizs fault model has been very popular for various
structured elements such as memories snd programmed Jogle arrays. We

will refer to this fault model as the unidirectional error feult model.

1.2..3. Brideing Fault Model

The bridaing feult model assumes ithat a short betweea any two OF
more lines results in some sort of wired logic functien. For NMOS and
CMOS 1logic families, the wired logic operation is usually taken to be
the AND operatiom. It is assumed that if sny of the lines which are
shorted together are a logic 0, then sll the shorted lines will take oa
the value of a logic 0. If @ll lines have a value of Jogic 1, then the
Jines will retain & value of Jogic 1. Figure 1.1 shows an example of a

beidging fault between two Jnput Jines resulting in a wired AND opera-

tiomn.

The behavior of & cirecuit under failure is much moFe complicated
with this model than with the stuck-at fault model. A bridging fault
results #n an additiomal gate being sdded to the clrecuit. More impor-
tafntly, & bridging fault can transform cosbinational Jlogic Inte sequen-

tial logie. The dbridging faumlt model is only useful for modelimng shorts
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An Example of & Wired-AND Bridging Fault.



between lines. For this reasom, it is usually combined with snother

fault model such as the stuck-at fault model-

1.2.4. Stuck-Open Fault Medel

The stogk-ompeh faplt is peculiar to MOS loglec fsmilies. A stuck-
open fault results from a physical failure in which some node in the

circoit is prevented from having a DC path to ground or power for cer—

tain input combinatioms.

Figure 1.2 shows example of a stuwek-open fault in & CMOS NAND
circuit. Due to & physical failure, the pullup transistor corresponding
to imput A is permanently in the nonconducting state. Whenever dimput A
is & logic 0 and input B is a logic 1, there is no DC path from ihe out-
put node to either power or ground. The output node therefore remaias
st its previous value until the imputs are changed to re—establish a DC
path to power or ground or until the charge leaks off the output node-
The time required for a significant amouat of charge to leak off the

output node is usually much longer than the system clock pexted-

Static NMOS end PMOS gates are not subject #o stuck-open faults.
However, if pass tramsistors are utilized to implement certain logic
functioms, stuck-open faults csn occue. Mg 1.3 shaows an NS
inverter whose imput is l1oaded by a multiplexer with itwe pass transis-
tors. The pass transistor corresponding to ifnput A is permanently nen-
conducting due to @ physical failure. If the control input is a logie
1, then there is no DC path from the gate of the Jnverter o power 6F

ground (mote that this path is normally provided by the gates that drive
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Figure 1.3. A NMOS Circuit with a Stuck-Open Fault.
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inputs A snd B). Once agaimt tlie output remains unchanged from its pre-

viods valude.

For both CMOS and NMOS circuits, & stuck-open favlt can transfori a
conmbinational circuit into a sequential circuit (woder failure, the
present output §s a function of a previous idnput). Therefore, the
stuck-open fsult model suffers from the same deficiencies es the bridg-
ing feult model. 1Tt is difficult to use because of the possibility of
sequential operatiom. It also needs o be combined with some other
fault model since it can only model trsnsistors that have permaneatly

feiled i85 e nonconducting state.

133. Overview of Research

The choice of & fault model fs of crucial importance to ey error
detection scheile. Most of the fsnlt models thst have been proposed.
were proposed long before the advent of lserge scsle MOS integrated cir-

cuits. It Js idmportant that sny feult model refleets the technology

with which it #s used.

We begin the presentation of our research in Chapter 2, by
ithoroughly reviewing the types of physical femilures which are possible
in preseat dsy MOS integrated circuits. We slso examine the effects of
scaling of deviee dimensioms, voltages. sod doping levels on the proba-

bility that & failure occurs.

In Chapter 3, models of several types of MOS fnverters ere
developed. These models sre used to study the effects of physical

faildres on MOS logie cirecuits.
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In Chapter 4, fault models are defined based on tﬁe results from
Chapters 2 and 3. The techniques required to snalyze e cireuit’s con-
current error detection capabilities are slso developed in Chapter 4.
Fivally, the hardware requirements of implementing concurrent error

detection for our fault model are examimed.

The purpose of this research is to find fault models for MOS cir-
cuits which are better than the traditioral fsult models. We have
already defined the criteria for judging s fault iwodel: sceuracy, ease
of analysis, snd cost of fault tolerance. The results of Chapters 2 and
3 can be used to judge a fault model”s sccuracy for MOS logle cirecuits.
The results of Chapter 4 are useful for judging the ease of amalyses and
the cost of fault tolerance for our fault model. The results of" this
research show that fault models that are iuech HoFe 8ccurate than the
traditional fault models sre possible to use without sscrificing ease of

analysis and cost of fault toleranee.
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CHAPTER 2

Physical Faildre Modes for MOS Integrated Circuits

In this chapter’; we examine the varlous physical feilure modes for
MOS inteprated circuits. We restriet our stuwdy to MOS circult technolo-

gies because of its wider use in VLSI circuits.

One important considerstion in smelyzing failure mechanisms fis the
effect of foture changes in technology. One such change is celled scal-
ing. Secaling is the process of reducing integreted circuit dimensioms’
doping: snd voltages. Generally scaling results in denser integrated
cireuits that operate &t & higher speed and consume less power. Most of
the iwmproveients in MOS integrated circuits over the past 15 years eare
dde to" scaling. There is every reason to believe that in the future,
devices will continue to be sceled even furthee. As & result’ effects

which were unimportant in the past, will become of mueh greater concernmn.

The simplest scaling scheme is t0 reddce all dimensiens’ both hor—
izontal snd verticals by a factor of K. Power supply voltages sre slso
reduced by the samie factor K while doping densities are imcressed by K.
Because of this, the size of sny device #s reduced by & fasctor of K2.
Therefore, the nadiber of devices which cen be placed on an integrated
eircuit of & piven size csn be increased by & factor of E2. The power
consuiied by 8 sceled deviee js slso reduced by 8 fector of K2 snd the
propagation delay is reduced by & fector of K. Curreat density in cop-

ductors, however, increases by a factor of K. This type of scellng is
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referred to as constant field scaling since the magnitude of all elee-

tric fields remains approximetely constanmt.

A majority of inmtegrated circuits are designed to operate with a
power supply of 5 volts. Since adding an additional power supply to a
system is quite expensive, it is usually considered to be jimpractical to
scale the power supply voltage. If all dimensions are reduced by a fasc-
tor of K, but the power supply voltage is held constant. power per dev-
ice imcreases by a factor of K while current density inereases by a fac-
tor of E3. If we take advantage of the fact that we cen place k2 tifess
as many devices on en imtegrated circuit of the same size, total poweF
increases by a factor of I3 also. Clearly, as devices are scaled down,
power snd current density will be of coneeem. This type of scalipg is
referred to a&s constant voltage scaling. Figure 2.1 gives a svimbary of

the scaling Factors for both constant voltage and constant field seal-

ing .

2.1. Interconpnect Failures

Interconnect is that part of the circuit whieh connects transistors
to other tramsistors and the imput or output pads. Mest MOS juntegrated
circuit processes provide one or more Jevels of metal. & Ilayer of
polysilicom, and a layer of diffusion- All of these layers may be used
for imterconnect although polysilicon cepnoet be allowed %o cross diffu-
sion since an unwanted transistor will be formed. If, however. the pro-
cess &also provides for sn enhancement transistor with & Iow enough
threshold voltage, then the unwanted transister may be made inte an

enhancement tremsistor. This allows polysilicen interconnect #o eross
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diffusion interconmect* although the cspacitance of the pelysilicea line
end the resistance of the diffusien line is significantly Jinereased-
This in turn idncreases the delay of & signal propagating en either line.
The sbility of polysilicon to cross diffusion is very Juportant when
only one layer of metal 4{s svallable. As we will see in the next
chapter, a sufficiently low enbancement transistor itbreshold voltage

will have impact on systefi perforimance.

2:1.1. Metal Interconnect Faildres

It is well known that any metalization subjected $o a high curreat
density is susceptible to electromigration [6]. Electromigratiea itypi-
cally occurs where there is a slight constriction in the cenducteor. The
current density fs highest at the constrictiom. The high ewrrent den-
sity causes metal jons to diffuse eway from the constrictiom. This dif-
fusion further narrows the conductor which in turn raises ihe current
density and thus continuously sccelerates the process. Eveatdally. ihe
conductor fails. Lines sulpjected to DC curreat are #ost susceptible
while lines subjected to AC current sre essentially immune to electromi-
gratiom. Nanosecond pulses of current (&ll pulses of the saiie polarity)
two orders of magnitude higher than the DC case may be safely carried by
metal conductors. CMOS snd dynasie NMOS ciredits which dissipate ne

static power are thus less likely to suffer electromigration failure.

A variety of factors affects the mean time to failure of & metal
line. These #nclude materials. grain size and orientation. snd relative
width snd length of the conductor [7]. The most important fector, how-

ever, is current deasity. The mean time to fafilure for & line is given
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by the formula:-

MITF = K, . N exptEj/T)
where K, aaG X3 are constants’s J is the current density’ N is = material
dependent constant. and T fs temperatuce. The value of N for aluminum
is generally considered ¢to be 2 (there is some disagreement on this
point, see [7]). Therefore. the mean time to failure is inversely pro-
portional to the curreant density squered end exponentially related to
the reciprocal of temperatuee. For this reasom, scaling will have an
jmportent (end unfortunately negative} idmpact on the reliability of
metal conddctors. I the power supply voltage is not scaled {(constant
voltage scaling). we have already stated that both power comsumption mnd
correat density will idncrease by a factor of E3 @s the dimensions are
sceled by a factor of K. Due to the corrent density aslone, the mean
tine to fedilure for eluminum will scale down by s factor of 6. Since
we also fincrease the number of metal interconnects by a factor of g2 by
scaling., then the mean time to feilure for the entire integrated cirecuit
will decrease by sn asdditional fector of K?. Therefore, igmoring the
effects of temperature, we ceam expeet the mean time to failure of an
entire integrated circuit to decrease by s factor of K8 if aluminum

metalization is used.

The temperature that sn integrated circuit operates at is highly
dependent on power consumptiom, packagimg. snd external cooling. Redue-
ing the temperature by packaging fimprovements or sdding external cooling
tends €0 be expensive. Therefore, iIif power consumption is increased by

8 factor of X¥ during the sceling process, it is reasonable to expeet at
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least some ijfnicrease in Jntegrated cireuit temperature. Sinee the rela-
tionship between temperature and conductor 1Jlifetime iJs exponential,
relatively small increases in temperature will drastrically reduce mean
time to failure. One should note that if the pewer supply voltage is
scaled elong with the dimensjioms, the integrated circuit mean time o
failure only decreases by s factor of K4. Alsa. sinee total poewer

remains constant, the integrated circuit temperature should elso rewain
constont .

Accumulation of metal from electromigration presents another prob-
lem., This metal can form hillocks or whiskers [6]1. Whisker ferwatiea
tends to occur where there is a high electrie field between eonductoks.
The formation of hillocks and whiskers csn result in shorting between

adjacent metalization and cracking of the passivation level.

Ohmic contacts are formed where metalization must provide an
electrical commection to a diffused area. Ohmic contacts ideally should
produce no rectification or other asymmetry in the response #o0 positive
and negative waveforms. In additiom., the resistance of contacts sheuld
be as low as possible. Ohmie contacts are used extensively in
integrated circuits. Unfortunately, they sppear to be a major problem
area for future imtegrated circuits. Since the resistance of a contact
is proportional to its area, the contact resistance will inerease by &
factor of K2 during scaling. If supply voltage is redused by the pro-
cess of scalimng, then normalized contaet voltage drop (i.e.. sipnal vol-
tage divided by supply voltage) increases by a factor of K2. 1T the

power supply voltage remains constamt, then normalized centact veltage
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increases by & factor of K (see Figure 2,1}, Aay mask misaligament dur-
ing processing will aggravate this situstion since the effective area of

the contact will be further reduced.

In sddition to these scaling problews”; a variety of effects due to
electromigration cen also lead to failures {6]. At fsirly high tempera-
tures: it s possible for silicon to leave the substrate snd form an
8lloy with the sluminuim. This depletion of silicon decreases the effec-
tive junction depth &nd thus makes it easier for spikes of the
eluminuni-siliecon alloy to extend through the junction and into the sub-
strate. This results in & short from the metal end diffusion to the
substrate. It shonld be noted that junction depth is one of the dimen-
sions whieh is reguced in the sceling process. Thus, scaeling makes it
easier for & spike to penetrate past the junactlon. The metalization of
the contaet is slso susceptible o electromigration resulting in open

contacts [8].

For most integrated circuit proeesses. metal forms the top layer.
For this reason’ the metallization will tend to be three dimensional es
it crosses over features on lower leyers. Any time metal has to go up
or down steps on the surface of integrated cireciti there is the pos-
sibility of either & break in the 1line. or & constrictiom. Obviously
steh a constriction is 8 prime site for electromigration to occur. A
defect in the metallzation mask can cause either & short o openm in the

metal imtercoanect depending on the defect.

Many of the metala used in integrated circults sre subject to eor—

rosion (perticularly elamiaum) and accelerated electromigration from sny
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moisture or other contaminants [9]. ldeally, packaging should provide
an almost impervious barrier to such contaminents. If the packaging

should fail to perform this task, all metal on the integrated circuit is

subject to failuce.

2-1.2. Polysilicdh Interconnect Fajlukes

Polysilicon also appears to be vulnerable to electrosigratiea [103.
The physical mechanism, however, seems to be somewhat differeat than for
metal. In polysilicom, & high ecurreat density usually causes the depant
atoms to migrate rather than the silicon atoms. This migratien results
in areas with a lower concentration of dopant stoms. The resistance of
polysilicon is very sensitive to doping levels. Therefoke. the resis-
tivity of the polysilicon imcreases in the areas where electromigratien
has left low concentrations of dopants. This leads to the feswmation of
local hot spots which can further accelerate the electromigration pro-
cess. Eventually, thermal runaway causes the line to fail. 1t gheuld
be noted that st extremely high tesmperatures whieh cam occur with ither-
mal roneway (temperatures greater than 1000 %C have beem observed in
polysilicon test structures [10]), silicon atoms start €o mnigrate as

well as dopant atoms. Usually silicon migration only occurs imwmediately
before conduetor failure.

It sppears that electromigration becomes en important source of
failures at corrent densities of 108 A/em? 111) (epproximately the same
as for metal Jines). Fortuaately, when polysilieon is used as intercen-
nect, it will seldom be subjected to DC current densities of this magni-

tude. It must be kept #n mimd, however, that just as for metal, current
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density scales by a factor of K or | EN depending on whieh scaling rules
are used. Contacts between metal and polysilicon are subjecet to the
same type of difficulties as the metal-diffusion contacts we have
already discussed. Once again’} since the currents will tend to be lower

than for metal-diffusion contacts’ there should be fewer problems.

2.1.3. Diffusion Integgchna:n F4iIBLES

When diffusion arcas are formed on en imtegrated cireuit, we are
depending on & reveraze biased pn junction to prevent the diffused srea
from shorting to either the substrate or other diffused sreas. VWith e
properly designed and manufactured integrated circuit, the breakdown
voltage of the pn junctions is well above eny voltage difference which
the circult will be subjected to. It fs possible for various enomalies
to result Jin significantly Jower breakdown voltages. Possible causes
ifnclude local crystal defects, changes in doping concentratiom. exposdre
to radistion and excessively shallow diffusiens. Radiation csn alse
increase the leakage current of a pn junctiom. Leakage current giso has
exponential dependence on temperature. Regardless of the cause, if
the pn junction showld break down or if leakage current should become

excessive, the diffusion area will become shorted to the substrate.

It is also possible for two closely spaced diffusion areas to
become shorted together. This occurs if the depletion regions of the
reverse blased pn junctions should happen to overlap. In this case,
charge cerriers fin one diffusion area will be swept by sy poteatial
difference across the overlapped depletion regiomns, to the other diffu-

sion area. The width of a depletion region is eppreximately
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proportiomal to the reverse bias voltage. Therefore. the depletion
regioms of two adjacent diffusion areas are most l1ikely o overlap when
they are at their most positive voltage (most negative voltage for
FMOS). 1In this case, however, both areas will be at the same potemtial.
Snch a short should have little effect except on cirecuits whieh are
highly dependent on the relative capacitances of nodes (soch as dynamie
circuitts). A more serious although less 1ikely problem oeedrs if the
two adjacent areas are at significantly differeat potentials. 1In this
case, if the depletion regions overlap. it will be possible for signifi-
cant currents to flow between the two areas. It Js becoming HOFKe EomEOR
to use & recessed field oxide. Recessed field oxide has several advaan-
tages which include lower capacitance s&nd Jmproved surface planacity.
In additiom, since a pn junction is only forimed at the bottem of a dif-
fusion area, it is virtually impossible for the depletion regiens of twe
adjacent diffusion regions to overlap. If an iwsulating substrate is

used, then isolation failures should POt be an issde-

It is often the case that interconneet will run over the exidized
substrate between two diffusion ereas. The result 35 2 parasitic MOS
trensistor. Tie diffusiox areas form the souiee and deaikm while the
interconnect forms the gate. If the parasitie MOS transister is allewed
to turn on, an unwanted current flows between the #we diffusien regions-
In other words, the diffusion regions are sherted together by the
parasitic tramsistor. To prevent this from happening, the field exide
is made thick enough to preveat the parasitic transistor frem twrning
on. Similarly, the substrate under the field oxide is often iaplanted

to make @ channel even bharder to form. 1If enough charge (due o
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radiation; mobile iens’ etc.) becoies ¢rapped in the field oxide’ a
chandel may still forw especially when the interconnect is at jts most

positive voltage (most negative voltage for PMOS) [12].

2.1.4. DDdleatyiic Feilbises

In BOS dntegrated circuits’ eilicon dioxide (8i03) i ihe mest eof-
mon dielectric’ although silicon nitride (Sl’;ifx) is alse used oceasien-
ally. The dieleetric material is used for iwo important purposes: Jinsu-

lation snd protectiom.

The dielectric #fust separate any two conducting lsyers from each
othee. One very i#mportant tse of a dielectrie is in the gate oxide
which insulates a transistor’s chasfiel from its gate eleetrode. Almest
&1l HOS circults depend on the extremely high gate impedance of & HUS
transistor. The mmallest pinhole in the gate oxide cen result in a
short from the gate electrode to either the source diffusion’ chaagel”
or drain diffusion (depending on where the pinhole is). Gate electrodes
which are coanected to Iaput/Output pins ere of particular econcern.
Sinply haadling integrated circuit will stbjeect the pins to electros-
tatic discharge. Three sources of electrostatic discharge &8s reported

in [13] are:

() A éhohgedeple persotodeckicbes Bevibydcandindi sibehgegezhdhetsitoded
charge to or through the device to greound.

(2) The device ijitselt:; acting es one plate of a capacitoe’ caan

store charge. Upoa contact with effective ground the
discharge pulse can create damage.3

(3) An electrostatic field is slways essociated with charged ob-
jeets. DUnder particular circumstances’ & device inserted ian
this field csn have & potential induced across an oxide that
creates breakdowa.
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Clearly, electrostatic discharge is not limited to sitvations where the
device is being handled. Tt may slso occur while the integrated eircuit
is in use. An electrostatic discharge can easily generate a potential
difference of 1000 or more volts [13]. Due to the high input impedance
of a MOS trensistor, there fis no way for the static charge to leave the
gate electrode. Since the gate oxide typically has & breakdowa voltage
on the order of 100 volts or Jess, electrostatie discharge Jeads +#o
breakdown of the gate oxide. Since the gate oxide thickness is typi-
cally reduced during the scaling process, it is reasonable 1o expect
gate oxide breakdown to occur st even Jower voltages. For silicon diex-
ide, this breakdown is permanent resulting in either a resistive short
or a diode short between the gate and source, drain, of chanpel. The
type of short is determined by whether the gate is of the safie type oF
opposite type as the material it is shorted to [14]. 1f beth materials
are of the same type, the short will be resistive. If they are of oppe-

site type=, the short will be a diode.

Due to the susceptibility of MOS to electrostatic dischakge. it is
standard practice to use protective circuits on all Iaput/Output Ppins-
Many different circuits have been proposed. but they typically use &we
diodes f{(or the functional equivalent). These diodes are biased so that
any time the pin voltage goes significantly outside the range of ground
to power supply, one of the #two diodes conduets providing 2 path for
charge to lesk off the gate. Even though such cireuits Jower the proba-
bility that electrostatiec discharge will destroy & transister, they de

not provide complete protection-
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Studies have exawmined the susceptibility of gate oxide’; both with
snd without protection circuits: to electrostatic discherpell4,15]. In
both cases’; the failure mechanism sppears to be cusiulative. That iIst
the more siress the oxide has been exposed to in the past’ the higher

the failure rate.

As we have previously discussed; electromigration may result §n the
accumulation of metal which 6an crack dielectrie layers. Another possi-
ble source of failure is due to differences in the coefficient of expen-

sion of the dielectric gnd substrate or interconnect.

Usually; one of the last steps in febricetion before dicing and
packaging i3 covering the integrated circuit with 8 thick lsyer of
dielectriec material. This Jlayer is called the passivation Isyer end
along with the other packaging #s responsible for protecting the
integrated circuit both mechaniically snd chemically. It must protect
the surface of the integrated circult fromi scratches during the packag-
ing procedure end seal out sny moisture or other chemicals which conld
cause corrosion of the metalizatioa. Jn additien” it must preveat Jons
from diffusing close 1o the substrate. Any such idoens can change the
threshold of a transistor or sjlow the substrate under the field oxide
to fnvert. If metal interconnect crosses any two diffusion sareas’ A
parasitic MOSFET is formed- Normally this trassistor will be off. 1If
the substrate under the field oxide should Jnvert, then the MOSFET is
torned on and the fwo diffusion regions are now shorted together by the

parasitic MOSFET.
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22. Transistor Failudkes

Transistors are responsible for providing the switching action
whieh allowz & ciredit to implemient m Boolean function. There are a
varlety of parameters which control the operation of a transistoc. Aay
change in these parameters sffeects the ability of circuits to perform a
desired switching operation. IT a transistor is allowed to break down.

vacontrolled currents willk flow through the transistor. This also leads

to circuit failuke.

2211. Parameter Shift Failures

The two most important paratieters of & MOS frensistor sre threshold
voltage and tramscomdctance. The threshold veoltage is ihe pate #o
source voltage which causes sn enhancement mode trensister $o go frof
the nonconducting state to the conducting skate. The trensconductance
is a measure of how much the transistor’s conductance changes due 106 a
change in the gate fo source voltage. Transeonductance is defined as
the partial derivative of drain current with respect to gate 1o source
voltage. Both of these parameters mre of great importance o the tran-

sient and steady state responses of MOS logie circuits.

An important source of parameter shifts in a MOS traensistor is het
electron imjection. Electrons idin & high electrie Ffield cap be
accelerated to a very high velocity. BReeasee off thke diiecddibon off Uike
electric field in the area of the channel pinch-off region. any het
electrons generated in this area will be directed toward the gate exide-
8ome of these electrons will have & sufficient energy o overcoie the

potential barrier between the silicon and silicon dioxide. Of #hese
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electrons, a fraction will be trapped i#n the oxjde as the remaining
electrons proceed to the gate electrodie. Whether or not an electron
will enter the oxide and the fraction of such electrons that become
trapped depends on & variety of factors. Such factors finclude tempera-
ture, electrode potentials, doping levels. and device dimensions
N16,17]. The buildup of negative charge in the gaete oxide will eventu-
ally csuse a shift in both threshold voltage and #¢ranscoanductance
118,19). Scaling will $mcrease the l1ikelihood of hot electron feilures.
If constant voltage sceling is used, the higher electriec fields will
increase the number of electrons imjected iInto the oxide. If constant

field scaling J§s used, circuits will be more sensitive to paraneter

shiffts.

Mobile fons can be introduced during proeessing or dy & packaging
failure. These ions will move in response 1o electrie fields whieh will
result in threshold voltage sand transconductance varylng with =sge.
Moisture in the passivation Jeyer has been found to csuse similar

results [20].

Another cause of parameter shifts s exposure to Jonizing redia-
tion. Sach rediation can be of many different forms including X-rays.
alpha particles. cosmic rays, and high energy sub-atomiec particles such
as electrons, protoms, eand nedtrons. The effeets of sweh radiation
includes damage to the crystal lattice. photo currents. snd most Swmpor—
tantly, the accumulation of statie charge in the oxide {21,22]. This
charge leads to threshold voltage shifts snd decreases in trensconduc-

tance. It has also been shown [23] that radiation can inerease the
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noise level in transistors long before any shift in threshold voltege or

transconductance is observable.

2-2.2. Breakdown Faillures

MOS imtegrated circuits are subjeet to a variety of breakdown
mechanisms. The drain of a MOS transistor forms & reverse blased junc-
tion with the channel. One limit to maximum power supply voltage is the
breakdown voltage of the drain channel junctiom. Another type of break-
down is punch=through. MRmch-throogh eccwiz wiem the deain deplation
region extends all the way across the channel to the source depletion

regiom. Punch=through results in a large uncontrolled current flewing

between drain and source..

Another source of failures is due to parasitic bipolar transistoks.
A NMOS transistor has = parasitic lateral npn bipolar transistee. The
collector end emitter amre formed by the sourece snd drain areas while the
base is made up of the channel. A substrate current csused by JEpact
ionization will eventually lead to a voltage drop between #the substrate
and source. This drop forward-biases the emitter-base junction of the
parasitic bipolar transistor, which turns on the bipolar transister
causing drain breakdown at a much lower voltage. Short channel devices
aggravate the sitwation. The shorter the channel, the more efficient
the bipolar transistor will be due to the thinner base. It has beesn
reported [24] that trapped charge in the gate oxide can make (he bipelar
transistor easier to turn on. Since the current flow due #e bipelaF

action increases hot electron injectiom, this is a regenerative Process-
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Latchup fis e similar, sithough more serious problem, that can occur
in bulk CMOS circuits. Aa n-tub (MOS process results in & lateral npn
parasitic bdipolar transistor (es #n the NMOS cese) and a vertical pnp
parasitie bipolar transistor. Together, these two t¢ransistors form e
npnp sewiconductor contrelled rectifier. If the product of the two
parasitiec bipolar transistor’s current gains exceed 1, then & transient
pulse or exposure to radietion may result im the semiconductor cen—
trolled rectifier tuwrning on. This results in a lerge current flowing
from power to ground. If this current is large enough, the circult may
be damaged. A thorough discussion of the tremsient conditions necessary

for 1stchup is given in [25].

2.3. Radisttiop~Ipducedt Soft Fajihwsys

Soft fsilures are random non-recurring errors. These errors are
ceused by radietion striking integrated circuits snd generating
electron-hole pailrs. The failure rate will depend on the smwount of
radistion striking the integrated circuit at sny given time. By con-
trast, the radiation failure modes discussed previously depend o6n the
total dose the integrated circdit has received. The higher the dose,
the more the circult is dsmaged. Soft errors, heowever, sre csused by
aneaess carrilees, not dsmage to the device. Since dynamic devices are
Replenbierstating, they sre most swsceptible to soft errors but static cir

cuits may also be sffected by high rediation environmemts.

The two major ceuses of soft errors sre elpha particles and cosmie
rays. The slpbha particles sre due to small amounts of redioective

naterial (uwsvally uranium or thorium) in the packagimg. The radicactive
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material emits high energy alpha particles. If these particles are gen-
erated close enough to the surface of the integrated circuit., they will
enter the substrate and generate electron-hole pairs whieh can then be
collected by @& reverse-biased junctiom. A thorough discussion of
electron-hole pair generation and subsequent cellection idis given in
f26]. Information in dynamiec circuits is represented by charge stered
on a node. Therefore, excess carriers generated by Jeniziag radiation
can erase imformation stored in the circuit. 18 the scaling process.
the smount of charge used to store Jnforwation is reduced. AR errek
only occurs if the smount of excess charge penerated is at least of the
seme order &s the amount of charge used #o store iInformatiom. There-
fore, the scaling process will make circuits more susceptible #o soft
errors. Steps can be teken to proteet & cireuit from alpha particles
[273. DUnfortunately, it is very difficult $o shield an inteprated &ir-

cuit from cosmiec rays.
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CHAPTER 3

Behavior of Failed Circuits

In order to develop an accurate fault model: it is necessary %o
have & good understanding of the behavior of circuits that have failed.
In addition if it is possible for a feailed circuit to produce sn output
which is not & valid logic valuwe’ then we must also have sn understand-
ing of the behavior of & good circuit given such inmvalid Jogic values ss
fnpats. Tn this chapters we develop an understanding of both cir-

cnmstance’ .

3.1. Summary &£ Failuge Mechibhisffs

In Chapter 2% we srrived at the following list of possible failure

fiechani sins::

(1) Interconnect faijlures: Opens in metal end polysilicon 1lines
due to electromigration. Shorts between metal Jines due to

electromigratiom. Shorts between diffusion lines due 0 junec-
tion failure sand parasitie fTield transistors. Shorts between

diffusion 1ines due to junction failure snd parasitic field
transistors. Shorts between diffusion contaets snd substrate
due to spike formatiom. Open polysilicon contacts due to elec-
tromigration. Shorts between diffusion snd substrate due €0
Junction failure. Shorts between metal or polysilicon and other
interconneet lsyers (dncluding transistor chanpels) due to
dielectric failure.

(2) Trensistor feitures: Parameter shifts due to hot electron
injection’ radistion exposure’ end exposure to contaminants.
Increased noise due to radistion exposuee. Draln breakdown due
to junction feilure snd parasitie blpolar transistorz. Latehup
due to parasitie bipolar transistors.3

() Soft fslillymes: Soft feilures due do donizing redistion mnd
other environmental scurces of interference.

-\

- ) -

‘4
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Two prior research studies have evaluated the Jikelihood of partic-
ular failure mechanisms for imtegrated circuits. Gallay et al. studied
the failures of =a 4-bit microprocessor [28]. The microprecessor was
fabricated using a metal gate PMOS process. Failed microprocessors were
examined under an optical and scanning electron mnicroscope- The
mileroprocessors were also probed directly. The study found the follow-

ing distribution of failures:

Short between metallization 39%
Open metallization 14%
Short between diffusions 14%
Open diffusion 6%
Short between metallization end substrate 2%
Inobservable [sic] 10%
Insignificant 15%

The failures 1labeled inobservable [sic] were ithose failures whieh
resulted in imcorrect behavior but for whieh fo physical failure could
be found. Insignificant failures were those failures whieh resulted
from “large imperfections’” such a3 a scrateh ackess the enkin:
integrated circuit. Galiay et al. felt that such failures werke Insigni-

ficant since they should be easily detected by almost apy test sequence-

Apnother study by Banerjee [4] was based on Texas Instrumeats™
experience with MOS circuit failures. Failures aere Jisted as either
device failures or inmterconnect failures. The following failures were

1isted, divided into groups based on their 1ikelihood of occurrence:

Most likely:
Device failures:
Gate to drain short
Gate to source short
Interconnect failores:
Short between diffusion 1ines
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Moderately likely:
Deviee failures:
Drain contact open
Souree contaet open
Iaterconrect failuges:
Alumipom-polysilicen crossover breken
Least likely:
Device failures>
Gate to substrate short
Floating pgate

Iaterconneet feilures:
Short between afuminun Jines

Feofi these two studies snd the results of Chapter 2, it eppears that
interconnect failures will be e major fajilure mechanism. The Galiay et
8). stody attributed all significaet observable fsunlts to interconnect
feilures. If we enlarge the concept of imterconneet failures to fmclude
all failures that result in sa open or short, then sll the falilures men-
tioned in the Banerjee study sre slso infterconnee¢t failures. The idea
of classifying transistor feilures that result Jn opens or shorts sas
interconnect failures is quite fesgsonable for MOS eireuits. MBEOS
trensistors are feormed by one level of imwterconnect (polysilicon) cross-
ing over snother lsyer of interconneet (@iffusion) [29]. For this res-

sof, the transistor itselfl may simply be considered snother ype of

intercomnect ..

Reviewing our summary of physieal failure mechanisms listed st the
beginning of the chapter reveals that a1l interconneet snd transistor
failures with the exception of parasieters shifts and noise result ia
either opens or shorts. It #must be kept i#n mind, howevee, that many of
the failures (especislly trsnsistor fedlures) result in resistive shorts

whose impedance depends on ithe voltage of various nodes in the vicinity
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of the failure. Radiation-induced soft errors have no cerrespondence to
shorts or opens. Nevertheless, it #s possible to model the effeect of
such ap error as a trensieat short. The short creates a "wire” which
carries the current that flows due to excess carriers generated by the

radiation-

Fros the above discussion., it is possible to sccount for nearly all
of the listed physical failures by considering only opens or shorts. A
short results when & failure causes & snomalous #mpedance €0 OEEUE
between twe nodes. This impedance may depend on the voltages of neigh-—
boring nodes (as is the case for many trsnsistor failures) and may alse
be time dependent {(as is the case for radistion-induced soft errors).
An open results when a faifure causes snomialous impedance $0 occur in
series with existing element between two nodes. This idmpedance may
not be infinite since many failures (such es electromiigration) #end 1o
occur gradually. As was the case for shorts. the open ikpedance may be
voltage and time dependent. The only feilures which we bhaven'’t
sccounted for by our enlarged class of interconpect failures are parase-
ter shifts end noise. Parameter shifts of transistors will affect both
the steady state and transient performance of & circuit. These effects
sre due to changes in the conductance of & transistor with a given bias.
If the conductance of the channel i#ncreases, we may wmodel this failure
as en impedance placed in parallel with the channel. 1T the cenductance
of the channel decreases, we may model this &s @ap Jepedance D series
with the channel. These two situations correspond o our definitien of

a shoert snd open., respectively-
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Now that we have classified failures ass being either interconnect
failures or noise, we are ready to study the effects that physieal
failures have on the behavior of various cireuits. We begin by modeling
transistors sand the basiec circuits unsed to process digital signala. We
then use these models to study the behavior of such circulits under phy-

sical failure.

3.2. Circuit Models

The basic building bloek for MOS circuits is the MOS transister.
Figure 3.1 shows the symbols we use for enhancement snd depletion
transistors. The MOS tramsistor is a four terminal device. The four
terminalzs sre draim. gate, souree, snd body. For proper operatiom. the
body terminal of all n channel transistors must be connected to the most
negative voltage in the integrated circuoit. A p channel transistor must
have its body comnected to the most positive voltage. Unless the bedy

terminal is pertinent to the disecussiom, it will be fgnored.

The exact relationship between drain current i"!\., #nd the wveltages

of the four terminals is quite complex. The MOS trsmsistor has three
regions of operatiom. 1In the off region, the drain current is epproxi-
mately zero. In the popsaturated regiom, the drain current increases &s
the drain to scurce voltage increases. Operation in the nensaturated
region is often sapproximated by replacing the channel of the transistor
with & resistor. 1In the saturated region drain curreat is roughly
independent of the drain to source voltage. Saturation is sometimes
spproximated as a current source between the drain snd socuree terminals-

A simplified model which is accurate enough for a variety of purposes

\



DEPLETI ON ENHANCEMENT

DEPLETION ENHANCEMENT

Figure 3.1. MOS Transistor Symbols.
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gives the following equations::
0 +Vgs < +Vih (off)

Y,

tas = ( 2pl(Vgy - Vea)Vae - 2

+Vgs 2 Ve, 2Vgd 2 +Veh (monsato)

B Yg, - VBl Tvgd & Ve5 & 2¥gs &ty

The voltages are defined in Figure 3.2. p is a constant which depends
on processing parameters and the geoumetry of the device, P is equal to
WooyW/L where p is the mobility of the charge cerrierss CQX is the gate
oxide capacitance per unit erea’ &nd W and L represent the width and
length of the channel” respeotively. In the sbove equations’ where the
sign s +, the plus signs are for n channel devices while the minung
signs are for p channel devices. If the threshold voltage Vtﬁ £s
greater than zerot then an n channel transistor i§s operating in the
enhancement mode while & p chanmel transister is operating in the deple-
tion mode. For a negative thresholds sa n channel transistor is in the
depletion mode while a p channel transistor ifs in the enhancement mrode-
The MOS trensistor is symmetrie with respeet to idits drain snd source
terminals. It is custoimary to sssign the drain and souree terminalz by
their voltages. For sn n channel device: the drain voltage is greater
than the source voltage. For & p channel device, the source voltage is

greater than the drain voltage.

This model feils to take into account several fectors. In particu-

lar, if the trensistor is saturated, then the model prediets that i"l‘g

will be constant with respect %0 Vg .- This is appreximately true for

iong channel devices. For shorter channel devices’ effect known as

va;
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SOURCE

Figure 3.2. Definitions of Voltages and Pelarities.
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channel Jlength modulation occurs [30]. Channel lemgth modulation causes

b4s 0 imcrease slightly ss Vg increeses. The shorter the cheawmell, the

more pronotnced the effect” The simplified model also fails to acecount
for the influence of V)g on drain curreat [30] - This is the so-ealled
body effect. If the body &0 source voltage is relatively large; then
the change in threshold voltage is approximately proportional 1o the
square root of the body to source voltage- A change in threshold vol-

tage causes drain curreat to vary.

Ve use & swall signal medel of the ssturated tremsistor f§n those
situgtions where these effects are Important. The model we use is basi-

cally the seme a&s the model developed in [31]. Drain curreant is a func-

tion of ¥, # vi5. #nd V5. We escume that the tremsistor is st some

operating point represented by Vgo, V45, and Vps. The drain eurrent of

the trensistor at this operating point is defined to be 1. We may now

use the Taylor’s series to represent the drain eurremt:

3ids = . s =
Ys = T + av !V - Nyg ~ ¥gsht av, !V = Was = Vas>
8%1Vds: Vps s gs’ Vbs

paly . = (¥os = Vos) + ---

Following stsmdard conventiom, we define g, (frznscondctance), gy, and

Shp as follows:

LL T
fm = av e
881 %s ¥os  Tgs - Ven

digs
ba = “ﬁs!v < —u‘v—
gs*® Viis 1+X ds



1

s )3
I 7 Vg; tv5§ - VEBXQZéf - @gg)i§%

X, is the channel length modulation parametee. 1ts value is given by the

formulla:

€0%yj o -
‘/ (v ds 5 (Vgs ¥ Y

WheFe N, . represents the substrate doping concentrationx. In the

expression for gn, 6§ ds the Fermi level of the substrate and y is the

bulk threshold parameter aend is given by the fornula,

2e5j6Nsub

ox

v -
For more informstion on the derivation of gfl g AW pPND ses 3.

The significance of the various device parameters is discussed ia [30].

The Taylor series expansion of ids can new Be rewiitten &%

kgs = 1 + gufVgi = Vgs) + gd(Vas - Vds) + sabf¥s = ¥gg) + =
For a very small change from the operatiang poimt. we can ighore the

higher order terms in the expansion giving us

las ~ R % g - @gsb + gV — ¥aod *+ Gt Vs - ibsa

3.2.1. Static NMOS Ipverter Madel

FHigure 3.3 shows the circuit diasgram for a standard NMOS idnverter
using & depletion load tramsistor. One of the attributes of this eir-
cuit we are imterested in fis the input-output transfer characteristies.
In particolar, we are interested in the gain of the idnverter at its

transition poimt. The transition point occurs whem the veltage at the
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Figure 3.3. NMOS Inverter Circuit.
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eatpot of the imverter, V. .. is egual to Vip, the veltage at its inputs

The gain is the derivative of Vour with respeet to Vin.

It is quite easy to find the stesdy state trsnsfer characteristics
of an iJnverter by eguating the drain 1o souree current of the Iload
transistor with the drain to source curreat of the driver transistor-
If the inverter is st its trensition point., then the voltage at the gate
of the driver tramsister must be equal to the voltage st the draim of
the driver transistor. This equality ijmplies that V‘E 9F the SFIVEL
trangistor is zero. Since the driver tremsistor s an enbancemeat
transistor, the driver transistor is saturated. Depending on the parafi-
eter and geometry of the tremsistors as well as the supply voltage. vdd-
the load transistor fmay be either ssmturated or nonsatucated. It can be

shown that the load transistor is seturated at the transition point whed

V. Ydd
e 11+ g -1/

Bi. is the ratio of Pp to f3.* If the threshold voltage of the enbance-

ment transistor s low enowgh to allow polysilicen to cross diffusiom.,

then the load trensistor must be nonsaturated st the trensition point.

If the 1oad is nonsaturated, then the equation for vout is

Vout = ehl + vagh + Wi, 2 = & vin - venpr3iis2
By taking the derivative of V . with reSpect €0 ViD, we find that the

gain A is:
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58’&1:3 [1|rt1._1‘2 = Privjp - vggﬁﬁﬁ

or

~PprlViim - "thn”

A= 7
vest = Vﬂill-' = Vad

Recognizing that at the tramsition point Vlig = Vopg we fipd that the

gain at the trssmsition polnt A? is:

* .v
Vin th
2 _ D
A" = -Bkr o -~
w ~ Canj = Voo
where V;n is the input voltage at the transition peimt. Tts value may
be found from the following formula’
Via = prAryhevenp + Vad + Venp + Wany? * 3B CagVenp - ven)
- 2y11/2
* Vehjlany b = BG4 * Vag 174
If we attempt to substitute Vﬁ into the equation for A, we find that
the relationship between A end Py is guite complex. AR approximatien -

) -
for vin given in 129] is:

v4 =
Vi T vz
| 4

Substituting this value into the expression for A*, we Fiad

venyp/3

A* =

vﬁj}B = V{bﬂ@ * ﬁ;illiL = Udd

From this expression’ we can see that for large b’r‘, A* is approximately
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proportiomal to ﬂyz,. while for swall 9T, A* is epproximately propor-

tisnal 8 Bix Thereforr. to achieve @ large value for A" Pr wdst be &8
large as possible. Scaling will have 1ittle effect on A*.

If we essume the load transistor is seturated at the trensitien
point snd equate the currents ithrough the load and driver transistors.
we find

Vi
ia * vt:hn - puz
T
This equation implies that at the transitien poimt. Voot is BBt GEpER-
dent on vin' iR other wekds. A* is infinite. This asnomaly is due to
the fact that in our simplified transistor model, when a trgnsistor is
satorated, its current is independent of Vit The model alse entirely
ignores the body effect. By using the simplified transistor model when
both transistors sare saturated, we have iJmplied that the ecurrents
throogh the tramsistors are totally independent of Vgnt# The dependsncs
of ¥gyt on a saturated transistor’s drain current is fairly swall. When
one of the two tramsistors is nonsatucated, jignoring the effect of Vout
on the saturated transistor’s drain current only results i#a a small
error. When both transistors sre seturated, however, the error becomes
quite large, and we are forced 1o use the small sighal model of the

tronsi stol .

Using the small signal model, if we equate the curreats. we find
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Lt 8ajtVaa = Xout - idui? * sabjA-¥out - ;‘bsbj
=Tp ¢ Baip(Vin -Agéﬁﬁ) # i (Jowr - qdan’
Note that the load current lacks o gfii teri sinee v&i = 0 2pd the dFiveE

current lacks = g, term sinee Y],{D = 0. If we solve for Vgpi: we get

1 I .. <
Fa + pang ¥ gy hLVesT = safCaa - Vasp>

vout .-

_— =
shovizp T BaptVin = Vesp']
To find A', we can take the derivative of Vout WithR Fespect e V]n gly-

ing us

A% = -'-2
oL T AR T Bfp

For devices with moderately long channel lengths (L > 10~ 5w), one typi-

cally finds that

22 fmbe T Bp 2 AL

This relation sllows one to build idnverters of reasonsbly high gain
(gains between 5 snd 20 ere typical). Due to the complexity of the
expressions for gffl- g3. and gpli. it is difficult to prediet the precise
behavior of A* during the scaling processz. A carefdl spalysis shows
that depending on the sceling trules used, some of the ¢terms in At
increase afid others decrease -- all at varyiang rates. In general, it
appears that A* is pretty much imveriant to sceling slthough it may
decrease slightly if constant voltage scaling is used. If it is neces=
sery to have an inverter with e very high value of A*, the best one can

do is to use very long channel devices. This strategy minimizes the
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valpes of 8, snd gdp* The gain will still be Jimited by ggj which is
not a fumction of chancnel length. Although making the channels Jengek

imcreases the gaim, it also decreases the circuit's density {(each
transistor requires more area) and fin general decreases the circuit’s
speed of operatiom. AAs wee wwlll Iddeer seee, sppedd off opprofd9bn iSs
severely limited if the valve of B, is large. For this reasen, #AVert-
ers with smturated loads sre preferred over inverters with nonsaturated

loads when lsrge values of A" are required.

Another parameter of interest is the propagation delay of an

inverter. It is shown in [6] that the propagation delay of an Jinverter.

T4 is approximately

ACL(Va = Vewd
fa = 39u\n
where V. is the voltage swing snd Cp is the capacitance of ihe lead em

the output of the inverter. If we make the simplifying assumption that

"'m > Vi, then we can write

Ach
fa ™ 3g,

Actuallly, this equation is only valid for the output switehing from &
Jogic 1 to a logic 0. It elso fignores the fact that the driver t¥ansis-
tor must not only sink the current flowing from the dischbarging lead

capacitance but elso the current sourced by the Joad.

An alternate approach may be taken where &n on transistor is
modeled as a resistor. Glasser ([32] develops a Thevenin eguivalent cir-

cuit for sn inverter. The Thevenin equivalent circait is formed by twe
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resistors’s two voltage sources’ and two switches. The switches open end
close represent the transistors turning on snd off. [Each resistor
represents the resistance of one of the two trensistors which make up en
inverter. Hoyte {33] implemented a simulator based on & resistive model
of the trensistor. Hoyte claimed the simulator had an sccuracy ia the
range of 10 to 15 percent compared to en sccuracy range of 5 to 10 per-
cent for the SPICE cireuit simulatoe. Mead and Conway [29] slse used @

resistive model for delay celculations of MOSFET cireuits.

In the resistive model of a MOSFET, the channel resistance is
assumed to be proportional to the length to width ratio of the trsnsis-
tor. This model in turn implies that the resistance of a transistor is
glso fnversely proportional to p. We ere now sble to estimate the time
for both rising and felling transitions. Let us define VM £0 be the
highest voltage the cireult output is sble to obtaim, snd V, ¢y §8 the
lowest voltage the circuit output is able to obtaim. VB is the highest
voltage that other gates will reliably interpret ss a logic 0, while V&
§s the lowest voltage that other pgates will reliably interpret as a

logie 1: VYV fiyr a oigredit s e difffersmee bedtessn Wy angd WQ,.
Finally, let us define the following

Z =

I IF

Vim = ¢

2’ =R
RLI‘Vin =V
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ar - Z"" +1 1
Z1
Figure 3.4 shows tbe resistive medel for a NMOS inverter. Writiag
the node equation for V“ ¢ (1), we get

¥ad - Yout (th P 8baut 6t) Xt it h
Y Eoa kp

We are interested in solving this differential equation for two sets of

initial conditionz. One set is for a falling trensition while the ether

is for a rising transition. Solviag for the felling transition., we get

vout‘tj = X1o * ¥me
Solving for the rising &ransition. we get

4

oL
TR
Voptry = VRi + Vge
Inspection of Figure 3.4 shows that the load and driver transisters forn

a voltage divider. Therefore, the voltage 1imits are

v Vad
Jo = Z + 1
and
v YaaZ
vhi = ZJ +1

This information way be used to solve for vﬂai

& _ 1
vm xdd[i» + 1 y A 1]

Figore 3.5 is a graph of Vig au@ Vi versus Z and % » respectively. As
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Figure 3.4.

Resistive Model of

an Inverter.
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Z end 2 are imcreaseds V, decreases and V,; dnereases uwatil VjQ and
”ﬂi_ evenitually spproach the ground snd power supply voltages. Sinece Vj

is defined es the difference between V{l\ #nd yfg, 1a¥ge valdes of Z and

Z' will maximize V_. FPor the NMOS imverte:, Z is propertiessl to L.

In order to make Z 1lsrge enough to provide proper sepsration betweesn
logic levels, it is necessary to make Pj pregier than BL- This s dse-
ally done by having the W/L ratio of the driver trensistor much lsrger
than the W/L ratio of the load transistoe. Unfortunately. this restriec-
tion requires extra srea. Z* is infinite for sn NMOS inverter since the

driver transistor is off during the rising fransitiom-

We are now in a position to cslculate the switching time. vg,  Tig
switching time §s the time tsken fo switch between VO gnd Vi. Teo calcu-
late the rising switching time, set the equetion for VSHF(Q ({jgjgg
trapsition) equal to V1 end solve for t. This value of t i#s xgy M e
falling switching time, "'g'f. is found by setting the eauatil;a for
Vopi(®) (Felling transition) equal to V'» amd once sgain solving for t.
The following values for 13'15 and Igwr sre R4S SBERIBEd

BoCy n B ]
?swfa=—¢ 5n{% 3;-%

‘-'s'cr =SYZRpRDGLA N[ (ﬁi\’/] M|

The average switching time, tgg o’ is the average of the rising and
ay

falling switching times. It is given by the following formula

Rpér kel NS
T - - —— bl 1a[a - 1] + Zin[a Q@ - m
Swnve 2 a vdd z vdd

For small values of Z, the sverage switching time is dominated by the
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falling transitiom. For large values of Z, the average switching time
is dominated by the rising transitiom. Figure 3.6 shows a praph of
average switching time (Un wnits of RCE» &8s & Fupetisn OF Z. 1n the
graph, it is assumed that the ratio of V9 to Vdd i3 0.4, while the ratie
of ¥ to Vgy £5 assumed to be 0.6. Notice how the average swifshing
time rapidly epproaches ® as vlo gpproaches vor For this exanple. the
minimum everage eowitching time occurs when Z s appreximately 2,
Although a value of Z = 2 may optimize the sverage switching time. suweh
8 Jow velue is usually upacceptable due to the resulting inverter's low

gain snd Jow nolse margim. Therefore,a Ilerger Z ratio is typically

vused.

1n this sectiom. we have dealt with & NMOS inverter. The analysis
of a PMOS jnverter is identical. Equations for gain., veoltage 1limits,
output voltage., and switeching time sre all the sase except that the sigh

of supply snd threshold voltages must be changed 0 be appropriate for

PMOS devices.

3.2.2. SEitic CMOS lspverter Model

Figuke 3.7 shows the ciredit model for & CMOS invertee. The Joad
trensistor is @& p chananel MOS transistor while the driver transister is
#1 P chapnel MOS transistoe. At the trensition point. both transistors
have a Vgs of 0 velts. Therefoke. since v”’n S pskitive A "thL 15
negative. both trensistors sre saturated. IT we attempt o use the sit-

plified transistor model we would once again arrive at the result that

A* js infinite- For thils reasom, we immedistely proeceed to the swall

signal medel. Equating currents, we find that
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gure 3,7. CMOS Inverter Circuit.
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"D 4 gmgt¥in - Rged 2 gartlast - Yo
= -1 _ L T " N o T

L~ 8mXim = Yaa = Vgsp) - 8apWait = Yaa ~ Yasp)
The load current terms sre all negative since the draja to source
current of the load trensistor flows in & direction opposite to the
drain to source current of the driver transistor Also there is no body

effect term for either trsnsistor since the body to source voltage is

always 0 for both transistors. This eguation can be solved for Vout

giving us
Vout = W'{*agﬁsg + gd Vg + Vo) = oy Wiy = Vad = ¥gs))
" et - W' 1L :

To Find A%, we take the derivative of Vout With Fespsct &3 viy giving

L
sdl) + adL

In many situatiomsi the load snd driver transistors are designed o have

A .

jdentical characteristics so that the circuit respense will be sysmetri-

eal 8nd V' jp = Vgg/2. In such situstions. s ~ 9. 1f his i the

case, then A' simply becomwes:

.

"4y
The value of A? is only dependent on the values of oM 2nd g9 oF HE W3
transistors. For this reasom, CMOS inverters cen be built with higher
gein than NWOS inverters. By making the channels very leng. 8y 34 Be

made quite small. For driver transistors of the same size. the gain of
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a CMOS inverter is #ypically 3 to 4 times greatee. Durleg the scaling

process, A* decreases slightly regardless of whether constant voltage or

constant field sceling is used.

If the response of a CMOS inverter #s 1o be symmetric. fhen B s
This implies that the rising snd falling propagation delays aere roughly
equal. Also. except when the inverter is near its trensition point,
only one of the iwo transistors is on. Because of this, V_ $p3RS the

full roange from O to V,,. The expressien for vy given in (6] applies o

this cese giviang us
acy
T -~
d 3%
nhere the valoe of gfi corresponds 6 the 6n frensistor. The eguatiens
derived for the NMOS jfnverter delay end output veltage also apply to the

CMOS idmverter. 1In this case., both Z snd Z' are infinite.

3-2.3. Dvnamie NMOS laverter Medel

In order to reduce power consutiption and increase packing density.
dynamie circuits are becoming quite populae. Since dynamic Jogic is
typically ratioless, it nsually requires much less area than eguivalent
static logic. More importantly, dynamic cireuits have very low power
consumptiem. The only power consumed 3s $hat required #o charge and
discharge nodes. Dynamie circuits sare fundawentally differeat iban
static circuits. In a dynamic circuit, information is represented by
the presence or absence of charge on & node. A dynawnie circuit
processes information by charging end discharging nodes. end frensfer-

ring charge from ome node to another. Tie moskr importanit diffuwios
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between dynamie and static circuits is that ststic circuits are restor-
ing. If an external force disrupts the operation of & statie cirecuit}
the statie circuit opposes the disruptiom. A dynamie cirecuit 4is not
sble to oppese s disruption. Dynamic circuits sre very sesnsitive to
charge leakage’ changes in device parametera’ end clock skew. They sre
glso sensitive to ionizing radiation which can erase the charge stored
on & node. For these reasons’ dynamic circulits might be & poor cholce
where high reliebility is a necessity. On the other hand: since the
power consumption is low (end thus circult temperature is Jow) end the
currents tend to be pulses rather than constant (end thus electromigra-
tion fis less 1likely)» dynamic circuit: may offer sdvantages for Jong

term reliability.

A great variety of dynamie circuits exist [34]. Dynasie ciredits
range from bootstrap drivers which can drive large capacitive loads to
dynasiie CMOS circuits which can implement very complex logic funictions.
The circuit we examine is perhaps the simplest dynasle clircuit: the two
phase ratioless shift register. Figure 3.8 shows the circuit disgran

for & 1 bit section of the shift register. The circuit uses two nono-

verlapping clockss #, gad é9. A inspection of the ecircuit shows that

#, end 63 serve the function of both power sand ground and that there is

no way for a static current to flow. The circuit semples V. ypile ¢,

is high. When dj goes Jlow. nede 1 is the couwplesent of Viy"s value when
% was high. Node 1 js ssmpled while #3 is high. When 83 goes low,
"th becomes the complement of the value of node 1 when 6§ was high.

Therefore, when #, goes hight Vgyj has the same value &5 V;Q on the
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Figure 3.8. Dynamic Shift Register.
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previous clock pulse. In other words, while 6, ;, Righ, Vour 1% &

-+

delayed version of V in

The transistors ifi the circuit can be broken i#nto two groups. the

inverter transistors which make wup the idnverter and the saipling

transistors, T; and T4, which seuple together the stages. The IAverteE

transistors (¥, 73, T3, aad Tg) ere grouped inte pairs thet form

Jiverters.

The function of the inverter transistors is to charge asnd discharge
the ffverter's output node. Charging of the output node is primarily
performed by the Joad transistor while £ js high. I1f the gate of the
driver transistor i§s high while § is high. the driver trensistor also
gssists in charging the node. The output node is discharged by the

driver transistor while § js Jow but oaly if the gate of the driver

trensistor is high. The Joad trensistor is off whenever ¥ is low.

The senpling transistors serve the purpose of coupling the ocutput
node of one jnverter o the input node of the next inmverter. The gate
of a sanpling fransistor is elways connected $o one of the two clock
signals. When the gate goes high, an Jnverter jis able to sample the
output of the preceding invertec. When the output node of the preceding
jnverter is 1low, then the input node of the curreat Jnverter iJs
discharged. The discharge path is through the ssupling transistor and
driver transistor of the preceding iInverter. I ihe output fiode of the
preceding finverter is high, then sosie of ithe charge slready stored on
the ouwtpuat node is transferred to the input node. Due to the charge

belng split between two nodes, the voltage sfter sampling at the ouwtput
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node #s Jless than it was before ssmpling. The input node voltage after
sanpling is aelways less than $he output node voltage it sswpled. The
output node capacitance must be much greater than the jnput node capaci-
tance, otherwise the Jnput node may never be charged to a satisfactory

level.

1n order for the circult o operate properly. the clock pulses L3
aAd #3 must be high long enough €o charge both the Jnput snd output node
end discharge the input node. The output node i#s charged up by a
saturated transistor. Using the formula given in [29] for chargiag &

capacitance through & satwurated trensistor gives

Cont

Voutees = vggd - Vin - pe
From this equatiom, we see that V . will never be charged abeve v,

xglp.o Figure 3.9 shows the resistive model of the coupling traefisistoe.

We can use this model to calculate the time required fo charge the input

node through the sempling transistoc. The 1oop eguation is

dVeat(t) VopkM®) — Wirtd) | aVie®) _
it dt R in 4t

Solving for V.a(D)i yg fipd

-C

Eout - t/RCou

In this cireuit, Vs = Yya - Vi since the output node will pever be

charged past this poiat.

From these equatioms, we can caslculate the time reguired 18 ehawgle

the imput snd output nodes. Notice that both equations depend en C out
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The equation for V;, depends not enly om CQUE, but alse the relative

sizes of C.n apd G-

3.3. Responge of Failed Cirecyits

We have discussed the type of failures that may ocecur i MOS cir-
cuits dn Chapter 2. We have developed models of MOS eircuits in the
previous sectiom. In this sectiom, we use these models to predict the

response of fajiled cireuits.

2.3.1. Respomse of Ciecwits with Shorts

Figure 3.10 shows sn NMOS end a CMOS idnvertee. If we ignere the
power amd ground nodes, we see that each fype of #nverter contains #we
nodes, en input node and an output node. Therefore the possible shorts

that are inmternal to sn inverter are

(1) Input node shorted to power or ground
2) Output node shorted to power or ground
(® Input node shorted to output pode

(4) Power shorted to ground

1If the input node is shorted to power or ground, we may medel this a&s
the output node of the previons inverter being shorted 1o power oF

ground. We therefore only need to consider three eases-

If the output node is shorted to power or ground, then we have the
impedance of the short im parallel with the jimpedance of the #¥ansistok.
If the impedance of the short is much less than the impedance of ihe
transistor, then the output will be stuck-at 1 or stuck-at 0. depending

on whether the short is to power or ground. If the impedance of ithe



NODE 2
NODE 1

NODE 1 NODE 2

Figure 3.10. NMOS and CMOS Inverters.
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short is much greater than the impedance of the frsnsistor. ihen ithe
short will have ne effect on the operation of the iInverter. A mHore
interesting situation oceurs if the impedances of the short snd transis-
tor are of the ssme order of magnitude. The impedance of the shorted
transistor can be replaced with the parallel combination of the transis—
tor impedance and the short impedance. If the short oceurs in a8 NMOS
inverter between the output node snd power, #hen #he value of Z
decreases while the value of Z’ increases. © These new values for Z and
Z' may be used with the equations siready derived for jnverters. The
decreased value of Z causes sn imcrease in Vf'ﬂ aod e rising trapsitish
switching time. If the short occurs between the output node and groued.
the value of Z increases while the value of Z* deereases. 1I1a #his case.
Vhi decreases while the rising transition switching time increases. FoE
& CMOS inverter, an output node to power or ground short causes Z 6F Z*.
respectively, to be reduced to & specifie finite value. whereas unde¥ RO
failure they can be treated a&s effectively infinite. This decrease ip Z
or Z' will either increase the falling transition time end JImerease Yio
or imcrease the rising tramsition time asnd reduce Vi;+ IR Reditign, the

CMOS gate now dissipates static powee-

To summarize, a short from the output node to ground decreases the
falling Gramsition switching tife., Jncreases the rising transition
switehing time, and reduces V), . A short from #he sutput pede %9 pover
decreases the rising transition switehing time. increases the falling

trensition switching time. and Faises Vie-
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Figure 3.11 shows the situation that exists when the output node is
shorted to the idnput node. By recognizing that the short and the driver
transistor®s gate together form a distributed RC network, we see that
the circuit is of the same form as a phase-shift oscillatoe. The
inverter formy the inverting emplifier while the short and driver
trensistor’s gate together form the phase-shift network whieh serves to

feed & delayed version of the J$nverter’s outpdut back into its input.

The frequency of oscillatiox, e j5 given iR I35] &s:

]

o = ¥&

where R is the resistance of the phase-shift network end C is its cepa-
citance. The conditions necessary for oscillation sre stmjlied in [36].
where it is shown that the gain of the ammplifier must be less than -29
for sustained oscillatioa. From our discussion of A", it is fairly
ufilikely that sn NMOS idnverter would have the required gain for sSuws-
tedined oscillations. This value of gain is not unreasonable for s CMOS
invertee. especially one that was deliberately designed for high gaim.
In order for en inverter to have high gain, #t must be operating near
its trensition point. If the imput to the inmverter is driven to either
8 logie 0, or & logie 1, the inverter will not be sble to oscillate.
There are three conditions where inverter of sufficient gain haz the
potential to oscillate:

(1) The ecircuit driviang the failed Jinverter is not capable

of driving the failed inverter's input & significant dis-

tafice from fits tremsition point. 1t is much harder to drive

stch 8 failed iaverter than a good inverter.

(2@ The failed inverter’s dnput 3is coupled by a pass
transistor to the previeds stage. Any time the pass
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transistor f§s off4 the failed circuit may begin to oscil-
late.

(3) The circuit diriving the fwiled #imverter switches the
failed inmverter"s fnput. As the i§mput movea through the
transition reglomi it may oscillate until the driving cir-
cuit is capable of forcing the imput a significant distance

from its transition point. As mentioned in (1)# this takes
longer than it would for s good inverter.

If the gain of the inverter js insufficient to sustein oscillation
the result of an #nput to output short is to shift the inverter's logic
levels snd IJnmcrease its switching time. The exact nature of these
shifts §s dependent on the impedance of the shorti the value of vin- the
inpedances of the load end driver traensistorsi and the jimpedances of the
Jload smd driver transistors driving the feiled inverter. If the
impedance of the short idis very Jarge (at Jeast & factor of 1@ 1srger
than the transistor’s impedance)i it will have 1little or no effeet o#

the circuoit. As the short impedance becomes smalleri the difference

betmeern V;, snd V,,, becomes smeller snd smaller. For gn impedance of

o, xiﬂ equals Vguit. Depending on the impedances of the driviag
inverter, the failed inverter, amd the short# vont will range apywhere

from ground to the supply voltage. A situation of particular finterest
occurs if the driving inverter and failed ifnverter sre identical snd the
short resistance is small. Figure 3.12 shows the resistive models for
the failed inverter imcluding the output stage of the driving inverter.

Two cases are shown, namely @& Jogic 0 end logic 1 input to the driving

inverter.

If the input to the driving inverter is a logie O, then we effec-

tively have the parallel combinaticn of the 10ad trensistors of both
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inverters trying to pull V .. high while the driver transister of the

failed inverter tries to pull V .. Jlow. By setting the fesd eurrents

equal to the driver corrents, we find that

Yont = Venp + VexL I 25 11/2
In deriving this equatiom, we have assumed that the load transistor is

saturated. As this equation shows, the output, {(which should be a2 logie

1), is significantly Jower than V“_

If the input to the driving inverter is & logie 1, then the Jead
transistors of both inverters try to pull V . Righ, whils e GFiveE
transistors of both inverters will be trying to pull the output low. If
we assume the current through the failed inverter's driver transistor is
very small, then the stesdy state value of Voot s the SEWE & &
inverter which has a value of Z which is half of the original inverter’s
value of Z. Therefore, the value of V.. i, lowered while the value of
Vi, §s raised. When the imput to the driving inverter is a Jogic 1, it

§s possible for V . o become greater tham Vgyt when the ipput e ihe

driving daverter is & logie 0. Furthermorxe, the speed of operation of
the failed circuit is reduced considerably. This reduction is due to

both the degraded values of Vi, apd vJg sad the fect it the failed

inverter output must drive the Joad cepacitances of both invertees.

One interesting variation occurs il the iJnput node is shorted 1o
the output node and, simultaneously, the connection froii the previous
stege is open circuited. As Jong asJ the impedance of the open cireuit
to the previons stage is very large, the input end output node of the

failed inverter charges to VIn regardless of the impedance of the short.
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There are two likely ways to get a simultaneous open 0 the previous
stage and short from imput node to output node. One way fs for the pgate
of sn inverter's driver transistor to be coupled to the previouws stage
with a pass transistor. Whenever the pass transistor is off, the open-
short condition would exist. A second way to get a simulteneous open-
short would be for metal migration to cause an opeda. The sacctmulated

metal could then form a short.

A short from power to ground can have catastrophiec consequenees-
If the impedance of the short is very small, then the voltage differemnce
between the power and ground lines would become gquite small. Ia this
case, the output of all circuits supplied by these power and ground
lines would be unpredicteble. 1In order for the power and ground line
voltages to change appreciably, there would bave 10 be & large current
Flowing through the short. Electromigration and/or ohwic heating of the
short snd power and ground lines would Jlead to one or more of these
lines glmost instantly failing (wost J1ikely the short) whieh would allew
the power and ground lines to return to their original values. 1If the
impedance is large enmough not €0 reduce power supply voltage signifi-
cantly, the short should have Jittle effect; at Jeast for the short rdan-.
The short imcreases the power dissipated from the integrated circuit and
thus raises the temperature locally. 1t may also encourage electromi-
gration to occur salong power or grodnd Jines which HusE AOW Carey
heavier currents than they were designed for. A power-ground shert in &
CMOS circuit due to latchup may be sble to sustain heavy currents for a

Jong period of time before the Jatched CMOS deviee OF ® power or pround

1ine fails.
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We have now stndied sl1l possible ifnternal shorts in NMOS snd CMOS
joverters. An NMOS NOR gate behaves in a similar manner for interaal
shorts. NMOS NAND gates and CMOS gates have a structure of stacked
transistors. In such a stack; the drain of one transistor is connected
to the source of the next transistor. The first transistor in the stack
has jts source connected to the power of giround node. The drain of the
top transistor in the stack is connected to the output fnode. A drain to
source short of sny of the tramsistors in the stsck may be enslyzed by
the same procedures as those used for the NMOS and CNOS idsaverters. The
most difficult situstion to snalyze occurs when a gate to drain short
occurs. The snalysis fs basically the same as for the inverter except
that more transistors must be considered. The results will be the same;

voltage levels snd speed of operation will be degraded.

Dynamie¢ circuits ere much more susceptible to shorts than statie
Jogic circuits. Dynamic logiec depends on the ability to store charge on
the stray capacitance of nodes. Any short; whether #o another node” a
clock signal’ or the substrate {(groupd)”: will allow charge to leak on oF
off the node. If enough charge enters or leaves a node”; the inforwmatien
stored there is destroyed. An RC time constant determines the tife
required to charge or discharge & shorted node. where R is the resis-
tance of the short and C is the node capacitance. If the RC tiime con-
stant is much longer than the clock pulse’ the circdit should be unaf-
fected. If RC is of the ssasie order of magnitude as the clock pulse oF
smaller; the short will be sble to alter the voltage of a node sighifi-
cantly. I1f the short is almost able to completely charge or discharge a

node during one clock pulse’ the node will appear o be stuck-at 1 oF
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stuck-at 0 depending on whether the short is charging or discharging the
node. If the short is unable to charge or discharge the node completely
durlag & clock pulse, but is still able to slter the node voltage signi-
Ficantly, then the circdit may or tay not operate correctly. This
situation is somewhat enalogous to the shifting of Vlo oy Vii iR static
circuits. The most critical determinate of maximum clock speed for this
circuit fis the time tsaken %o charge asnd discharge the isput fiode of the
inmverter. A short occurring at either the input or ovtput nodes. signi-

ficantly imcreases the time required #o perform these operations.

In addition to internal shorts, jt is aslse possible for external
shorts to occur between inverters. We ggein treat external shorts as if
they occur between output nodes. Let us first assuiie that the shert
does not introduce feedback. That is, neither of the shorted outputs is
a fumction of the other. IFf Uedth abidppitts adfe Hlee Siite Vedlgs, tee
behavior of the two outputs is generally unaffected. If #he outputs
have complementary values, several possibilities may oeewk. If {the
impedances of the short and one of the inverters are much less than the
impedances of the other idnverter, then the ijaverter with the Jarger
impedances will follow the output of the other inwverter. If the
impedances of both inverters are similae. then the exaet behavier will
depend primarily on the impedance of the short. The #we lead &¥ansis-
tors, coupled by the impedance of the short will be #rying €e pull beth
oatput nodes high while one of the driver transistors will be t¥ying e
pull the output nodes low. See Figure 3.13. The veltage at nedes 1 and

2 will be:
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V() = Vdd . ZjRj + Z2R2 + Rshort
1z2R2 + zIRshort + ziRl + z2r2 + Rsliort

V(2) =v ——7?sbgyt.— + y(i) ———— 2= -
dd Z2«2 + Rshort Z2R2 + Rshort

IT the two inverters are identical* then

vay = v Ve

In this case, the effective value of Z has been reduced by one-half. |In

addition to degrading the steady state output values, a short also

reduces the speed of a falling transition since both inverters® load

capacitors have to be discharged by one driver transistor. As mentioned

in Chapter 1, many people use a wired AND operation assumption to model

shorts between outputs. An examination of the equations for V(1) and

V(2) shows the wired AND operation assumption is only justified if the

value of the short resistance is small and R® an(j are both much

smaller than either Z~r”™ or Z2R2 =

If a short occurs between two output nodes where one of the outputs

is a Tfunction of the other, then we have Tfeedback. IT this feedback

loop includes an odd number of inversions, oscillation is possible. Let

us define the looped iInverter to be the inverter whose output is a func-

tion of the other 1inverter®s output (that is the inverter inside the

feedback loop). We vrefer to the other inverter as the unlooped

inverter. In order for oscillation to occur, the looped inverter must

have a driver transistor with much lower impedance than that of the

unlooped inverter®s load. An algorithm 1is given in [37] to predict
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whether or not feedback bridging faults will lesd to oscilletion** The
algorithm is useful for determining whether or not & complicated cireuit
will oscillate with a given isput vectoe. Unfortunately this work is
based on the wired AND or wired OR assusiptions which may not be spplica-
ble. If the jnverter which is out of the feedback Joop has wmuch Jower
impedances than the inverter fn the feedback loop, then the inverter in

the Teedback Joop’s output will follow the other inverter's output.

Ir the feedback loop encloses an even number of inversions, the
circuit will generally not oscillate. The ifoverters iJinside the 1oop
will form & Jatch ecireuit. If the unlooped fnverter has Jower
impedances than the Jooped inverter to whieh it is shorted, then the
1stch will change stete each fime the input to the uinlooped inverter
changes. If the looped inverter has the lower iwpedances. then the out-
put of both inverters will eppear to be stuck-at 0 or 1, depending on
what value is stored in the lstch. Under very unusual circumstanees. it
is possible for the latch cirecult to exhibit metastable behavior. This

behavior is discussed later in Section 3.4.2.

3.3.2. Respppse of Cixsaita yith Opens

Openzs that oceur in series with transistor channels sre very essy
to snalyze. Por all three types of circuits we have studied. it is only
necessary to replace the open transistor with the series conbination of

the channel resistance end the open resistance. This new resistance may

Questicns have been raised about several of the theorems in this pa-

per (see [38]). The disputed theorems sll concern the detection end lo-
cation of bridging fasults, not the conditions necessary for oscillatiea-
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now be used in the equations we have already derived for switching speed
end voltage limits for each of the cireuit types. I the open o66euFs in
the driver trensistor, Z js deecreased and Z*° s increased. IJf the open
occurs in the load transistoe, Z js increased and Z' is decreased. If
the resistance of the open is very large {(i.e., much greater than #he
resistance of a transistor), the output of the inverter will either be
stuck=at 0 or stuck-at 1, depending on whether the open is in series
with the 1load or driver transistoe, respectively. As discussed in
Chapter 1, high resistance opens in CMOS NAND or NOR gates and NMOS
gates fed with pass transistor logiec, result in stuck-open type Ffaults.
If a high resistance short occurs in NMOS NAND or NOR pgates. either ene
of the imputs appears to be stuck-at O (driver trensister open). 6F ihe
output appears to be stuck-at 0 (load transister open). In ihe dynafie
circuit, high resistance opens cause the output fiode €0 appeaFr to be
either situck-at 1 (driver transistor open). or stuck at 0 (Jead trapsis-
tor openj. A high resistance open of the coupling transister in general

leads to unpredictable behaviok.

Low resistance opens in series with the gate termipal of a transis-
tor sigmificantly reduce the speed of NMOS and CMOS iaverteks. For an
NMOS imverter, the capacitance of the driver transistor’s pgate must be
charged though the open. In & CMOS inverter. fwo cases are possible.
If the short affects both driver and load transistoes. then the sapasi-
tance of both trsmsistors must be charged through the open. 1Ff the
short affects only one of the transistors, then the shorted transisteF
turns off and on more slowly than the other transistoe. AR epen gate

terminal to the depletion load transistor of aa NMOS inverteF has veky
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little effect on circuit operation [4]. The primary resson the gate-
to-sonrce connection has so little effeet on cireult operation is due o
capacitive feed-through from the source terminal to the gate terminal.
A parasitic capacitance exists between the gate snd source of s frsnsis—
tor. Any rapid change at the source terminal is coupled to the gate
terminal. 1t is difficult to predict the circuit behavior if a deple-
tion transistor's gate shounld open completely. If no signal 1levels
change on the chip for a long perlod of time. the charge will eventually
leak off the gate [28]. Charge leskage csuses sn n channel device to be
off snd s p channel device to be on. This enslysis., however, fails to
account for capacitive feed-through. Any transistor whose drain or
source is coamected to a clock or other rapidly changing signal will
experience ceapacitive feed-through to the gate. As s resclit. the gate
voltage will be constantly changing. Whether or not the gate voltage
ever gets above (below for a p channel device) the threshold voltage
will depend on the particular details of the cireuit. 3Since a8 Ilarge
percentage of the transistors in dynasie circuits have & source or drain
connected to a clock signal. capacitive feed-through is san ieportant
factor. If the gate Js connected to a& Jong interconnectiom, snd the
open occurs at the end of the interconnection sway from the gate, then
the intercommection will sct @8 sn sntenna collecting &1l the nolse and
other signals in the vicinity. This essentially rendom signal drives
the inwverter which in turn smplifies it snd distributes it o other cir-

cults.
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3-B-3. Response 9f Circuits fo Noise

During normal operatiom. an JIntegrated circuit 3ds censtantly
exposed to noise. This noise is of twe types. randog noise doe 10 vari-
ous physical processes (we call this physical noise) end capacitive or
inductive coupling of signal: ss well &s sny external electrical distur-
baneces (we call this coupling noise). The most common itypes of physical
noise are thermal noise. shot noise, svd quastus noise [39]1. These
types of noise are usually modeled es &n independent rasndowm white Gaus-
sian process. Wallmark [40] has developed a statistical model for capa-
citive and induoctive coupling. For 1large circuits, especially these
consisting of a 1akargeepaeaantmge fofrandodon] d@dtG, hide shews that the ceou-
pling noise mayakdaobeec@aakdadsat das sanablitde rrand@onn@ktSse SQaece. He
also treats device variatiems (yandom fluctuations in geometric end pro-
cess parameters) in a similar fashion. Under Wallmark's assumptions.,
the total rms voltage due $to all sources of noise is three #o four tCides

the value of physical noise alene-

For proper opepetathon, thdhecicinCuitnust the desighed o work
correctly in the presence of noise. Although it is impossible to make a
cireuit totally dimmone to noise, it is possible 1o make & cirecuit rela-
tively insensitive to neise. Usually this is done by making the sbso-
Iute value of the gain of & ciredit snall both for values of vin elese
to logie 1 and for those close #o 1logiec 0, while the absolute value of
the gain at the trenarsibionpoiaintisismadidess large s mossible. The

sbsolute valwe of the gain for V, egual te 2 legic 0 oF 1 must be Jess
than 1. Otherwise. neise is awmplified rather than suwppressed. Ideally.



the gain at these points should be close #0 zero. The sbsolute value of
the gein et the trensition polat shovld be as large &s poessible 1o pro-
vide a sharp trsnsition from & logic 0 to a Jlogic 1. Other techaigues
for maximizing noise immwunity sre using & lerge supply voltage and mak-

ing V;. close to the midpolat of the voltage swing-

Long-term exposure to radiation #28d Hhot electron injection
increases & clircuit’s susceptibility to noise. As mentioned in Chapter
2, noise levels jn transistors increase after exposure 10 radiation. Ia
fddition} radiation exposure and hot electron injection ceuse shifts in

the threshold voltages snd a decrease in trasnsconductance. These paraii~

eter shifts may result in valoes of Vfg #hd viﬂ cleser 19 the transitien

point: As V. apd Vjjj meve closer io the transition peiat, the cireuits
fed by an affected gate tend to aiplify the poise 10 a greater exteat.

A feduetion in transconductance also tends to reduce the gain of the

inverter. Lower gein also reduces sn inverter’s noise imwunity.

For well-designed circults operating normally. the effect of nelse
should be soft errors very similar to radiatiosi-induced soft errors. Oa
very frare occasionz, & nolse spike may be large enongh €0 cbange the
value of output. As is the csse for radistion-induced soft errors,

dynanic eirecuitry fis more susceptible than static circuitry.

3.4. Response of Good Circuits 46 the Output af a Falled Circuit

As shown in the last section, there are & varlety of ways a cireult
fiay behave under failure. In soie cases, the owtput of & cireuit is a
legal logic value although it day not be the correct ome, e.g., ontputs

fay exhibit stuck-at or stuwck-open behaviee. In these circumstances. we
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know the rarppoese obHf goed ecircmits which mrust process the failed
circuit’'s omipptit. THhemtput ffoom thke fAdadtdd circuit is a legal logie
valoe and isiyrprecasskdjsstassany beagalepalidogitwatudsodrgnodoodreiicyits

would be processed.

However, many of the failures that we have examined may result in
outpots which are not legal Joglie values. Under & variety of failures.
it is possible to produce a2 steady state output which is between v8 snd
Vvl (undefined constant logic value).. Acother possibility §s & timing
failure. Synchronous systems are designed so that all signals are
steady when & clock pulse or edge occurs. A timing error may vielate
this constraimt. A related type of failure jis oseillatioa. When oscil-
lation occurs, the steady signal constraint is once again vielated. All
three of these types of failures haveobee idppeitkatt satEhibutie in comroN;
circuits which process tthese sdygrellsaree vmadllke tto ihteamaest them reli-

ably as being either a logiec 0 or logic 1.

3.4.]. Metastable Operation

During normal operatiom, a system undergoing & state transition
shifts from one stable state to anothee. Uanfortunately., under certain
eircumstances, it is possible for the system to be Jleft in 2 metastable
state. A system is at egquilliibdimn when it iks ik cditbhar A sioidbe @t
metastable state. In a stdile sttate, 2 gued]] disgrpitipim WwWidll celse: tie
system to react in a manner which restores the system $o Jts origimal
state. The larger the disruptiom, the larger the restoring force until.
for & disruption which is large enough, the system changes state. In a

netastable state, if a disruption is epplied., the system will react by



forcing itself further from its metastable equilibrium condition toward
some stable state. Eventunally, the system will come to rest in a stable
state. Unfortunately, the system may remain in a metastable state for

unbounded time period.

As an example of such a system, consider a bistable element. Such
s element can store one bit of information. A power or energy fumction
is sssociated with sny such element. For sn imverted pendulum or other
nechanieal bistable element, this associated function is the system’s
potential energqy. For a flip-flop,. this sssociated function is called
the dissipative function {see [29] for s discussion of the dissipative
function)). A stable state is represented by a local minimum in the
element's associated functiom. A metastable state is represented by a
local maximum. A bistable element must have two local minina
corresponding to its two stable states. For sny continuous functiom.
however, between gny two l1ocal mirima, there must slso exist at Ileast
one local maximum. Therefore, between sny two stable states., there must

slways be s metastable state.*

A certain awount of energy or power (diepending on the memory ele—

ment) is required to switch the state of a flip-flop. If the imput sig-

¥

By flip-flop, we mean a static restoring memory element. We do not
use the term flip-flop for & dynamic memory element where informetion is
stored as charge on a transistor. A dynamic memory elenent has & con-
stant dissipative functioa. Such sn element has a#n infinite number of
stable states. Any disruption to such an element, no matter how swail,
will simply move the element to another of the infinitely many stsble
states. Due to the flatness of the dissipative funection. the elesent
has no restorimg or nonrestoring response to a disruption. In & dynamie
memory element, there is no distinction between stable snd metastable
states.



nal does not have guite enough power or energy to complete the Fflip-
flop'’s transitiom, the flip-flop may be 1left in a metastable state.
Such a pulse is caslled & runt pulse. A runt pulse lacks the duratioen
end/or asplitude required to change the flip-flop state reliably. Ia &
properly designed system, there sre only two ways that the system wilk
be left in a metastable state: a synchronization failure. or & codsiponent

failore. 1In both cases, a runt pulse is presented to a flip-flop.

Synchronization feilures result when & synchronous systes must
sccept & nonsyachromnons ipput. Such an Jnput may change at asny time
with respect to the system cloek. For a synchronous system €0 work
properely, all inputs mdst be stable before the clock pulse aprrives. Ia
order to accomplish this, the sasynchronomz signal is usually presented
First to a clocked flip-flop. Unfortunately. as we have aslready showa.
the flip-flop has a metastable state. If the ssynchronous signal should
change during a very small window with respeet to the clock. the flip-
flop may be left in a metastable state. Such a sitwation is referred teo
as & synchronization failere. Notice that swech & synchremization
faildre can occur without eny part of the cireult experieneing a physi-

cal failure.

Several suggestions have been proposed o prevent synchronization
faildfes. One sapproach is o desighn sn asynchromnous network to perform
the synchronization function. One svtech network is a time-bound arbiter-
Unger [41] has developed & technique for designing asynchronous networlks
including time-bound arbiters. Unfortunately. Unger's technique depends

on the use of & deviece called an inertial delay. There is some question
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as to the reslizability of en inertial deley. Marino [42] has investi-
gated three proposed ifnertial delay design: snd has demonstrated that
they are all unreliable. In sdditiom., Strom [43] has shown that a
time-bound arbiter end an inertial delay are equelly realizable since an

inertial delay may be built from a time-bound srbiter and vice versa.

Ia & more general study, Marino {44] has proposed an extremely gen-
eral model for sny system that exhibits sequential dehaviar. The only
restriction imposed by' this model fs that the system is nonanticipatory.
Using this model, Marino has shown that unless certain relationships

between the inputs cen bde greranteed, metastable operation fis unavoid-

sble.

Several techaniques have been proposed to elimimate synchronization
feilures. The only proposed technique which will prevent synchroniza-
tion failure was first suggested by Chaney et al. [45]. This method
uses flip-flops to synchronize the gsynchronons iJnputs. Instead of
attewpting €0 prevent the imput flip-flops from entering & metastable
state, circultry is included to detect s metastable state. If this cir-
cuitry detects a metastable state, the clock signal is delayed until the
metastable state is resolved. Such sn spproach is clearly not setisfac-
tory for all espplicatioms, since sn adjustable frequency clock is
required. In edditiom, the maximum clock period is unbounded since the
time for @ flip-flop to exit from its metastable state is glso
unbounded. A practical compromize is to reduce the probability of syn—

chronization failure below some "acceptable" level [46,47,48]1.
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Another source of metastable operation is component failure. 1f a
failure occurs’ the timing and/or voltage levels of signhals preduced by
the failed components may present & runt pulse #o a flip-flep. Oseilla-
tion at the idnput of @ flip-flop can slso cause runt pulses asnd thus
metastable operatiom. Regardless of whether the failure is a synchroni-
zation failure or a component feilure. metastable operation is csused by

a runt pulse being presented to a flip-flop.

Researchers have found two modes of metastable behavior in flip-
flops [49,50). 1n one moede of behaviok. the ouwtpdts of the flip-flop
remain for some time at & Jevel between VO and V¥. 1In the second mede
of behavior, the outputs of the flip-flop oscillate. In both cases,
other gates receiving the outputs of the flip-flep will be unable 1o
interpret the flip-flop’s state reliably. Some gates may interpret the
state as & Jogic 0, while others may interpret the state as & logic 1.

Still others may themselves produce son illegal logic ouwtput.

A variety of researchers have examined the probability of failure
due €0 metastable operation [29,46,50,51]. Unfortunately., #n these
prior studiezs, only synchronization failure is considered a&s a cause of
metastable operatiom. Generally, a synchronizing flip-flop i#s con-
sidered for processing an synchronous idfput occurring st some average
frequency f. In [29], it is estimated that metastable operation will

occur 4T the asynchronous input changes within a window of width

O.lt“eve" The valwe of rs'we is that of the cross—coupled gates whieh

form the flip-Tlop. Therefore, metastable operation occurs with & pro-

bability of 0.1frgQ  per synehrenizatien sveat. Clearly. the faster
ave



the gate used in the synchronizer flip-flap, the lower the probability
of the flip-flop entering s metastable operatiom. On the other hand.
this advantage is lost if a faster synchronizer is forced to synchronize

more events (d.e., f is higher).

The probability of s synchronizer l1eaving s metastable state before
some time t, is vusually modeled ss & Poisson process with rate p
§29,51]. Under a number of simplifying sessumptioms, &t cen be shown

that [51:46]

VHe,,

Therefore, for everything else equal. the lower the value of xé‘w
(i.e., the faster the flip-flop) end the higher the value of A*, :f;:
lower the probability of failure from synchronizatiorn failure. The pro-
bability of m synchronizer being in a metastable state st time t, p(t)
is
L
- 2t

p(t) = 01fFgy 5 WO

These equations should be used with cautiom. They were derived under a
number of simplifying assumptioms. Lacroix et sl. [52] found a three
order of magnitude difference in the everage length of metastable opera-
tion for 7475 D latches from differeat vendoezs. It is gquite doubtful
that the gain-bandwidth product would vary enough €0 account for this
difference. Pechmwetk [50] found that from a random sample of 74574

flip-flops, the flip-flops with the smsllest delay exhibited 1longer

)
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average Ilength of metastable operation than those flip-fleps with a2

larger delay.

If we make the assumption that during & timing failure. the added
delay modulo the clock period fis uniformly distributed. then the saiie
equations derived for synchronization faflure will elso apply to timing
failures. This essuniption J§s somewhat tenuous. One could reasonably
expect the actual probability of metastable operation due to & timing
failure to be several times higher than that predicted by the synchroni-
zation failure emslysis. Sinece most device failures affect both timing
end Jogic levels, it is very difficult to estimate the probability of
metastable operation due to a component feilure. 1T, however, the com-
ponent failure does neot oceur in the Flip-Tlep itself. then the average
length of metastable operation should be the same regardless of what
cansed the metasable operation in the first place. Based on the egua-
tions, the gein-beadwidth product of the fFflip-flop gates should be as
large as possible in order o minimize the sverage time of metastable
operation. If NMOS gates with nonsaturated loads are used, then the
gain of the flip-flop pates will be limited. To increase a gate’s gainm.
we must imcrease the valuwe of Pr. Since Z Jis propertienal e pr., &ay
increase of B also increases Z. For large Z, acswwe is propertional e
Z. Therefore, if B_ s large. the gain-bandwidth product actwally
decreases by a factor of spproximately bf_ﬁ as ﬂjl__’ Is Jnereased-. Better
sypchronizers cen be built using NMOS with a saturated Josd or CMOS.
Both of these types of gates will have inkherently Jerger gains than the
nonsatdrated NMOS gates. Any attempt, however, 1o increase the gain-

bandwidth product of & setursted NMOS or CMOS gate by inmcreasing channel



length is futile. As the channel length is increasedi gain increases
but switching time decreases due to idncreased resistance end capaci-
tance. The implications of sceling on metastable operation is exsmined
in [51]. If the number of devices sre increased by the scaling process
end clock speeds sre imcressed as gete propagation delays decreasesi the

sverage length of metastable operstion is roughly inveriant.

3.4.2, Ringuwosh £ Gpwhimitiohsl Logie

Combinational logie is only susceptible to timing errors if it is
part of a sequential machine or IT it must produce its ontput in some
bounded period of time. Unfortunatelyy nearly sll cases of practiecal
interest ere inclnded §n this cese. In additiom’ cowbinational logiec is

susceptible to oscillation end illegal constant logic values.

If the cowbinational Jogic is part of & synchronous seguential
machine’s then = timing failure may result in iJncorrect bdehavior. In
order for e synchronous sequential machine to operate properlys it is
necessary for sll outputs from the combinational Jogic to have reached
their stesdy state values before the srrival of the next clock pulse.
In the event of a timing failure’ one or more of the ocutputs may be ia
the process of changing at the sseme time that the ¢lock pulse strrives.
In this case, it is not possible to predict whether the affected combi-
national logic outputs will be imterpreted as a logie 0 or & logie 1.
Any outputs which are delayed may be imcorrectly interpreted. Altheugh
asynchronous sequential machimes do not depend on sll intersal signals
settling before a clock pulse arrives, they are still susceptible 1o

timing failures. A large class of asynchronous circults have essential



hazards which cennot be eliminated: In these cireuits, excessive delays
in part of the circuit may result #n an erroneods state transition.
Furthermore, asynchronous sequential circuits are usvally designed under
the assumption that after an inpdt changes. all sighals in the eciredit
settle before further jnput changes occue. Timing failures cen lesd %o

the violatjion of this assumptiom.

Any node which oscillates will cause other nodes which sre sensi-
tized to it to oscillate also {(the conditions required for sensitization
are discussed in Chapter 4). If the owtputs of & coambinatioral Jlogie
block are sensitized to oscillating node, then they may be #inter-

preted as either & logic 1 or s Jogic 0 by following logie.

1T the 4dnput of & gate Is et & voltage close to its transitien
point (@.e., &n illegal constant logie value)., then its output voltage
may also be close to its traensition poiat. Similarly. other inverters
whieh receive this inverter's output as thelr ifnput Hay have their out-
pat voltages close to their transition points. Consider & skring of #
ddentical inverters where the first inverter's idnput is et its transi-
tion point. The first several idnverters will have output voltages whiech
are close to the transition point. Any noise present in the system will
tend to force the iJFnverter’s output voltage sway from its transition
point. Intuitively, inverters at the beginning of the string would be
expected ¥0 have & relatively high probability of being close %0 the
trensition point. Inverters further down the string would be expected
to have & much lower probability of being close o the gramsition point

due to each diverter's amplification. Inverters at some Adistance From
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the beginning of the string would be expected to oscillate between V“

and V—l o*

We now develop a simplified model in order 1o determime the aspprox-
imate probability that a given inverter”s output is greater than vl or
less than VP, Figure 3.14 shows & string of fnverters and the simpli-
fied model which we use. Each inverter is modeled as an ideal finite
gain finite bandwidth asmplifiec. Each smplifier has & transfer fuone-
tion H(w). At the input of esch emplifier is & summing polat where
poise from a noise source is sdded to the output from the previous
smplifier. Each noise source fis assumed to be & Gaussian white noise
source smd each source fs sgssumed to be statistically independent of
every other source. For the sske of convenience’; the transition point

is taken to be zero while V0 is assumed to be negative and VI is sssumed

to be positive.

Referring to Figure 3.14, the response at polnt y due to some nolse

sonrce i (1 € i £ n) is

fita) = [m(u)]ﬁi}-i'i(-)
The power spectrum density of yf’ 1391 £s

8y, = W@IZEH=8y of

while the variance is

VAR = f° IM)|En+i-ids
s j: m)| Mgf

The central limit theorem states that when several imdependent random

variables are sommeds the variance of the som is the sum of the vari-



Figure 3.14.

Model of Inverter String.
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ances [39)., Therefore; the variance due to a1l the noise sources is

a -
VARy 3 J'[ Imi(u»liknﬂ:iisw oF
i=1 $
We assume that every source has identical statisties ((.e.} SW. - 91'
2

¥ oe*0 "™ s'n = 8y = Ng/2). The variance is now

e R 3 7 mmien-iar

§=1
If the smplifiers sre sssumed to have & single pole., thea

H(ir) = WAJW

and

M2 = — A2 —

1+ jyd
where A is the gain of the amplifier and y J§s the reciprocal of the
smplifier’'s cut-off frequency. Using the fact that & = 2nf, the expres—

sion for varianece csn be rewritten ss

i
VR z ol 5 M@ [ [ el Al
y© 5 Z,, MO 11 ed2

Using a table of imtegrals and simplifying., the variance is

VAR

E gy o gamna(y - § +1.5) j
gm/g -2n + 2i -1 gemmain - 1 +
In order to avoid the gemma functlom, we developed the fellowlng #pprox-

imation
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tammalx + .5) _ 1 /2
gemacy  * B = 25 4 (2500x)1/3

For integer values of x between 1 and 70, the error is less than 1 per-
cent for this sapproximation. If we substitute this approximation inte

the equation for Vﬂmy", we FEpg

Ng L0-idd)) _
VAR,, -~ §¥Hi/2 }#j}l* 2l = 1L [ o i+ 0,75

+ (2500(n - 1 + 1)}1/2 ) 1/2
Let P" be the probability that y € -a or v > a. In other words. l’A 1
the probability that y is at Jeast & distance of a frosm the tramsitien

point. Since y has a mean of zero, it is easy 1o show that

B Ngz y. A, B) = 1 - erf(al2vARyl ¥/%>
where erf() is the error function. P* is most strongly dependeat on the
inventears gaim, A. This dependence is due to the fact that the vari-
ance of y is proportional to A2{n+l)_ Ag n becomes large. this factor
will imcrease rapidly ss A increases. Figure 3.15 js a graph of P* vs
as A is varied from 2 to 100. The value of y is based on & SPICE siibu-
lation of en inverter designed using Mead-Conway [293 design rules for a
5 micron process. a was srbitrarily chosen to be 1 velt while No was
roughly equal to the thermal noise present at roomi temperatuce. As
pointed out in [40], the total noise in the cirecuit will probably be
several times this value. The SPICE simuletion of #he Mead-Conway
inverter had a value of A egual to 2.27. The graph shews that P° s
very close to zero for small values of n. When A imereases beyond &

certain value, P* increase rapidly until it becomes asliost equal €0 one.
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The value at which P* begins its rapid rise is highly dependeat oa A.
The larger the value of A, the sponer P* begins its repid increase. The

slope during this increase is also larger for larger values of A.

In Figore 3.15, we assume a very Jow value for Ngo Figurg 3.1§ is
gsother graph of P* es A is varied from 2 to 100. The values of @ and ¥
remain the ssme in Figure 3.16, but the value of Ng 45 dncreased by &
factor of 10 from the value used to derive Figure 3.15. The value of Ng
used for Figure 3.16 is probably much larger than the actual total noise

#8 8 circumit.

The graph of Figure 3.16 is very similar in shape 1o the graph of
Figure 3.15. The only eppreciable difference is that the graph of Fig-
ure 3.16 is shifted roughly one inverter to the Jleft with respect #o the
graph of Figure 3.15. In other words., the effect of increasing the

value of Ny iy @ factor of 10 is spproximately the sawe @s the effect of

adding one more imverter to the chain. By exaiining the eguation for
VA&}, it is eppearent that en Jncrease in A, Ny, and n leads to an
increase in the value of VARY gad thus p* Likewise. increases in a and
y decreases the value of both VAR® g p*. 1n order #o maximize the
value of P%5 circuits should be designed to maximize pain and bandwidth.

Note that gain is more important than bandwidth in maximizieg P°.

It is important to consider the behavior of & node whem ifs veltage
leaves the range of + a. As long a&s the node voltage is swall. the
response of each inverter is approximately Jinear. The iJnput o the
first idnverter is white Gaussian noise. The output of the fFirst

inverter will be colored Gaussian ncise. The freguency components #hat
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sre removed from the output noise ere those frequencies that sre o0
high for the inverter to respond to. The colored Gaussian noise from
the output of the fFirst inverter is added to white Gaussian neise and
then input to the second fnverter. The output of the second inverter is
once again colored Gaussian noise. This process is repeated 88 we pro-
gress down the chain of inverters. Finally, the colored Gaussian noise
at the input of one of the inverter js large enough &0 that the 1ipea¥
response assumption is no longer valid. Sinece the noise frem the previ-
ous inverter is so large, we may neglect the white noise which is being
injected amt this node. Therefore, this inverter is being driven By a
feirly large colored Gaussian signal. By large. we imean that the sigaal
is large enough to saturate the jnverter. The freguencies present in
the Gaussian signal asre low enough for the inverter o respesd #o.
Therefore, the output of this inverter will be a "elipped” versien of
its input. Since the colored Gaussian noise is @ zero HeaR Pro¢ess. ihe

inverter outputs will oscillate.-

In this semalysis, it is assumed that ¢he iJnput o the First
inverter in the string is exactly at zero (J.e., its transition peint)-
It is more likely that there will be some swmall offset, g, from 0. The
effect of such a DC offset is to change the mean of the input sighal
from 0 to e. Likewise, the output signal’s mean is changed frem 0 1o
gA: In general, the output from the ith inverter has a mean valde of
eAl. B8ince the signal st y no Jonger has @ mean of gZera., ihe prebabil-

ity that y ! a is no longer the seme as the probability that y ( -a.



assome that e is positive. In this casei the response &t ¥ is identical

to our previous smelysis except that sAR is sdded to the signal.

Let y* be the original signal at y (i.e., the value &t y if & = 0).
Therefore, y = y'( + sAR. The original value of P* was defined to be the
probability that y { -a plus the probability that y » @. Since the
valuoe at y is the sum of the origlnal signal &t y and eAn. Therefexe.
B* is the probability that y* ¢ -a — eAR plus the prebability that
y' 2 a - eAn. It is easy to show ithat

PR = J1 - erfi(e - 8AR)(2VAR ,)=V/Z] + 1 - erfl(-a - AR (VAR ,)-1/2)

As ecAn becomes large, then

1 - erfl{a - m)(zvm; AVZ} » 1 - erfl(-a - m)(zvn}@-uz

Therefore, for large values of eAR, en spproximatioa for P* is

Bia- Np, v. A, B, 8) ~ A = erfi(a - mn)@vmy.,jﬂiéj
As the value of e becomes larger, the probability that y is outside the

range of -3 to a6 increases.

This enalysis demonstrates that if an illegal censtaat logic value
occurs at = node, then other nodes that sre sensitized to the illegal
valoe node may either oscillate or siso have sn illegal Jogie value.
The more 1levels of logic between the nodes. the greater the probability

of oscillation.

In most cases, the output of & chain of pgates drives the input of &
flip-flop. 1f a failure has occurred so that the input of ome of the
gates is forced to its tramsition point. the flip-flop may enter a meta—

steble state. If the output of the I1ast gate in fhe chaian is still



close to its trensition point, then the probability that $he flip-flep
enters a metastable state is relatively high. The flip-flep enly enters
a metastable state if its idmput js in the vieinity of the #transitiea
point. If the imput is oscillating with & very small asplitude (i.e..
the impot is near the tramsitjon point), then the probability of enter-
ing a metastable state is much higher than if the input is eseillating
between the voltage limits of the circuit. The mest effective way o
minimize the probability of a metastable state #s 1o keep the input te
the inverter as far sway from the transition point as possible. There-
fore, the higher the probability that the output from the Jast gate #p a
chain is a legal logic valwe, the lower the probability eof metastable
operation. From Figure 3.15, the probability of a legal 1egic valus
epproaches 1 as the chain length beecomes Jonge€. This would seem 1o
imply that as the chain length becomes Jlong, #the last gate’s eutput
spends & smeller and smaller percentage of its time in a regien near the
transition point. If this is true, then as the chaln becemes leng, the
probability that the flip-flop enters metastable operatien approaches
zero, Unfortunately, in our analysis, we have neglected the fast that a
gate has a finite slew rate (i.e., the output of 2 gate can enly ehange
st some maximum rate). As the pgate owtput oscillates back and Forth
from one voltage to the other, it takes a finite time to switeh frem one
logic level to the other. Therefore, the gate output must spend seome

nonzero time in the region of the transition peint.

fe have already calculated the switching #time for an Jinverter. 1g

the section on metastable operatiom, we estimated that there is windew

Width of sppreximateiy -“suwe dyring which time the Flip-flep c@n
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enter a metastable state. When the output is oscillating between the
voltage limits of the circult, it should typicelly be switching st &
speed fairly elese to xg\,we,, Tharafoses, Wik e iy oF a
legal logic value is very close to 1, the probabllity that the flip-flep
enters a metastable state should be spproximately 0.1. Oa the other
hand, when the probability of of a legal logie value is very Ilow, the
probability that the flip-flop enters g metastable state is quite high.
Therefore, it is important that the probability of having & legal Jogie

value is as high as possible.

In summary, when a component failure occurs in cosbinational logie.
three types of illegal logic values may result: timing fellures. oscil-
l1ation, and illegal constant logic¢ values. Synchronization failure nmay
also result in sn §1legal logic value. For the rest of this manuscripk,
we restrict our scope to synchronous sequential systems. These systems
consist of blecks of owhinetiona] 1lhpic flotlllonedl Yy sowe type of
clocked bistable elements. If static flip-flops sre used, then it has
been shown that when sensitized to illegal 1logie value in the combi-
natiomal logie, these flip-flops may either essume & legal (wJthough
possibly incorreet) llogic value or an iilllleped lmgliic wellue (@3y entering
end remaining in a metestsblestatede) . IfIftheheoutipgntofafonsne or more
flip-Tlops assumes amn idllkgpell 1dgdeicvedlias. ticem ttlbsse idllbggdl Ibggtc
values sre presented to the cowbinatiomal Ilogie bleek following the
latchea. Altheough it is possible for illega)l logie values to propagate
through many bloecks of coambinational logie, it is unlikely since prop-
erly designed flip-fleops have a high probability of leaving a metastable

state well within one clock period. Obviously. the longer the system
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clock period is with respeet to the combipnational delay, the lower the
probability that gn jllegal logie value propagates through more than one
block of combinatienal logie. 1f dynamic lateches are used, the proba-
bility that an jllegal logic value propagates throngh several conbina-
tional blocks is muck higher, since dynamie Jlateches do not attempt to
resolve an illegal logic value to a2 legal logic value. For this reason.

static flip-flops are fto be preferred over dynamic lateches.

Many of the physiecal failure modes jn Chapter 2 result in a2 gradual
degradation of switching speed and inverter gaimn. Such failures incjude
hot electron injectiom, exposure to fonizlag raediatiom. snd electroml-
gratiom. From snmlyzing the probsbility of metastable operation snd
illegal constant logic level propagatien slong a chain of inverteres, it
is clear that the degradation of gate performance has & very fnegative
influence on the circuits ability 1o react #to undefined Jlogie valuwes.
The average length of metastable operation is proportional to the gain-
bandwidth product. The probability of producing & legal 1ogie value
from & chain of inwverters, is a very strong fobction of gain end is also
influenced by the bandwidth of the inverters. As circuits degrade. tim-
ing becomes more critical since all gates in the circuit become slower,
but not necessarily by the same ammount. 1In asdditioan. the Jowering of
the gain coupled with the decrease in bandwidth makes flip-flops fiore
1likely to enter a metastable state and more likely to stay in the meta-

stable state for & longer time.
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CHAPTER 4

Coficureent Error Detection of Physical Failures

In the last chapter. we developed understanding of how circuits
behave when they fail. The behavior of good circuits which must process
the outputs of feiled circuits was elso discussed. We are now im a
position o develop concurrent error detection schemes for physical

failures.

4.1. Indeterminate FiitS

The enslysis presented in Chapter 3, demonstrated the diverse ways
in which a digital circuit may behave when it fails. Most of the clas-
sical faunlts sre only capable of saccurately modeling a2 subset of all
failures. Physical failures which result in timing failures, oscilla-
tions, or §l1legal logic levels are very poorly modeled by the classieal
fault models. Synchronization failures also result in cireuit behavier
which is not well modeled by the classical models. These failures all
result in circuit outputs which cannct be reliably imterpreted as either

2 logie 0 or & logic 1 end are hence called indeterminate values.

If all but one fnput to AND (or NAND) gate is a Jogie 1 while
the remsining jinput js sn imdeterminate value, then it is possible for
&n imdeterminate value to appear at the output of the AND gate. Ui,
however, at Jleast one input to en AND gate jis a Jogie 0., then any

indeterminate imput present at amy other imputs does not propagate to
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the output of the gate. Instead, the output of the gate is & logie 0.
Similarly, for OR (or NOR) gate, if all but one input is a legie 0,
then en indeterminate value may propagate. If one or more inputs o the
OR gate is a logic 1, then its output is a logie 1 and the indeterminate
value does not propagate. An indeterminate value input to an jnverter

may slways be propagated €0 its outpdt.

When an indeterminate isput to a gate may be propagated to the gate
output, we say that the ountput of the gate is sensitized #o #he input
with the imdeterminate value. Therefore, AND snd NAND gates are sensi-
tized to an indeterminate value when all inputs other than the input (oF
imputs) with indeterminate value have Jogie 1 values. OR and NOR
gates are sensitized to indeterminate input when all iJnputs other
than the idmput (or inputs) with an indeterminate value have 1egic 0

values. Inverters are always sensitized to indeterminate valuwe.

Tt is important to realize that simply because a gate is sensitized
to an indeterminate value which is occurring at one of its inputs does
not necessarily imsure that the gate output is an indetermirate value.
In this case, the output may be either & legal logie 0., an indeterminate
value, or a legal logic 1. 1If the indieterminate jinmput happeas to be due
to oscillatiom, then the output of a sensitized gate is usvally an
indeterminate value. 1f the imdeterminate input is edther an illegal
constant Jogie value or a timing fajlure, then the value assufied by the
sensitized output depends on such factors as the gate's delay. the gate
dinput’s tranmsition poimt, and the noise whieh is preseat in the eireuit

at that {mstant. For this reason, the respoase of eiredits with



indeterminate value fnputs is, in general. nondeterminjistic. Effects of
fndeterminate errors may not be repeatable end e signal which is

fanned-out may be interpreted differently at distinct destinations.

Indeternilnate feults sre @ very general type of fault. Most of

this chapter is based on the following hypothesis

Hypothesis:; An indeterminate value st s node iis the most general
type of single node feilure.

This hypothesis is due to the fact that when sn iwmdeterminate valuwe
o6Cuks, it may be subsequently idnterpreted ss efther s logic 0, sm
fndeteriiinate value, or & Jogie 1. Therefore, iIindeterminate failures
are able to represent not only the nondeterministic behavior but also
the deterministie behavior of many classical fsnlts. 1In this sense.
sthek-at fasults, stuck-open faults, and any other fault whieh forces &
node to & legal logic value are only speclal cases of idndeterminate

fedlwres..

4.1.1. Ternarvy Algebra

In order to snalyze digital systems whieh operate on indeterminate
valdes, it s helpful to have an egppropriate algebra. Since such an
#lgebra must deal with en alphabet of three distinct values., Boolean
algebra is clearly finedequate. A ternary slgebra [53] however has the
three reqguired levels. The three values may be represented ss {0, u, 1}
with the property that 0 ¢ u ¢ 1. When 8 signal undergoes & transition
froi @ voltage which is less than V0 to & voltage greater than Vi, then
the ternary slgebra models this trsnsition a&s the sequence 0 -> u -> 1

I54]. Likewise. & negative tremsition jis modeled by the sequence 1 -> u
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=> 0. In order for the algebra to be useful, there must be a mappieg
between Boolean functions and ternary functioms. The terasry fFunctions

MIN, MAX. and INV may be defined as

¥ = MINBs ..., xg) $x§ for (1 ¢ 3 (B) #8d Y € (xf, ..., ¥}

¥ = MAR[x(d ... xgl 2 x{ for (1 (i (n) and Y € ©f. .... xpD

INVEx,) = § = &

wherFe x¢, ..., xp represents the a ternary inputs to the functioas and
1l - u i§s defined to be u. Figure 4.1 gives the truth tables for these
ternary fonctions for two idnputs. An exanination of these functions
when the ijmputs are all efther 0 or 1 shows that MIN is the tersary

equivalent of AND, MAX is the ternary eguivaleat of OR, and INV is the

ternary equivalent of NOT [53,54].

IT MIN, MAX, and INV ere substituted for AND, OR, and NOT, then
many of the laws of Boolean elgebra are alse valid for ternary algebra.
These 1laws include idempoteacy, commutativity. absorption, associa-
tivity, distributivity, involution. end De Morgan“s law [53]. The conm-

plementation lJaw, however, does not extend €0 ternary algebra. That is;

¥iNFxa, vl £ o

and

MARFxy, INVEXRTD A 1

The ternary value u will be used to represent #weo cases. The valume

o indlicates either that & signal has sn indeterminate value or that the
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value is & usually unknown® (but iegal) Boolean value. Therefoke, a2 1
may represent a logie 0., sn indeterminate value, or & logiec 1. This s
useful since if m gate is sensitized to en input which is en JIndeter-
minate value, its output may be either indeterminate value or a legal
Boolean value. 1t is therefore possible to use ihe ternary algebra o
determine whether or not a ggake is densitbeasitdzedpdet icnlardnpbeu kdgbnput with
a given input vector. The ggake is deplaceéplachd inkthernadfs edernalypguivalent
d.e., & NIN gate replaces AND pgate, @ MAX gate replaces an OR gate,
and en INV gate replaces am NOT gate). The value of the particular input
is set to u while all other inmputs are set to the values given in the
input vector. 1f the gate ocatgmt i3 w. €her e gake iSssevskitieddtao

the imput. If the gate ountput it & 0 ar 1, tWieen ke ggice iSs Ot sensi-

tized.

The concept of senmsitization may be defined for any combinatioaalt
function. A fumction is sensitized to a particular node (or nedes) of
the circuit if onder a given #nput vector and an indeterminate value at
the particular node (or nodes), sn imdeterminate value may oceur at the
function ocutput. In order to determine if the cowbinational funetion is
semsitized to a particular set of nodes under & given input vectek. ihe
gates in the fumction must be first transformed Jnpte thelf ternary
equivalents. The idmput vector is then epplied to the ternary function-
Finally, the particular set of nodes are set 1o the value uw. I the

output of the fumction is u, the function is sensitized #o the set of

&
That is, the value is usually unknown a priofki. We disecuss n See-
tion 4.1.2 why a static hazard may make the Boolean value predictable.
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nodes under the given inmput veetor. It should be noted that sensitiza-

tion is slways defined with respect to sosie ifmput vector.

The concept of semsitization developed here for indeterminate logie
values §s analogous to the concept of path sensitization for stuek-at
feults [55]. A node is seid to be path semsitized to a&n output with
respeet to sn finput vector if & change Jn the Boolean logic value at the
fiode results in a change #n the Boolean logiec value at the output. The
method of Boolean differences [56] can be used to determine whether or
not sn output is path sensitized with respect to s particular node with
a given jiumput vector. Let y be the output of f, some Boolean functiomn.
and X =2y, ...y x, be the input vector. Let g be some node in the eir—
cuit whieh implements f. Then q must be some fumction of X which we

shall call g. Therefore, q = g(X) snd y = f(X,q), snd y is path sensi-
tized to q if and only if

aEeal|) - wx:0) @ rex, g = 4

Otherwise, y is not path sensitized to g. The Boolean difference being
1 jiplies that, for the given assigniient of valdes to X, any change of
the Boolean 1logie value st q results in a change of the Boolean logie

value et the function’s output.

The Boolean difference may be computed for ternary functions as
well ss for Boolean funictioas. If the dnputs to a ternary function sre
Boolean valuwes, the ternary function and & Boolean equivalent of the
ternary fumction produce the sasie ftesdlt. Therefore, the Boolean
difference of & ternary function may be computed by finding the Boolean

difference of the ternary function's Boolean equivalent.
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ThgQrem 1: If a node is path sensitized to a second node with a
given idnmput vector, then it must gllse be sensitized to & in-
determinate failure st the second node with the same Input vee-
ior ..

Proof: Consider the ternary model of the circuit® For Boolean
inputs, the behavior of the fernery model must be iddentieal o
the behavior of the Boolean eguivalent. Let node a be path sen-
sitized to node b for a given input veetok. Since node a is
path sensfitized to node b, when the value of node b is set #0 0,
then node = will sssume value d snd when the valde of node b is
set to 1, then node & will assume the value 3, where d is 0 oF
1. Tf the value of node b is set 1o u, then the eireuit may ip-
terpret the value of node b a&s either O or 1. Therefexe, ihe
valuoe of node a may be either 0 or 1 when node b is set to o and
node a is path sensitized to node b. Consequently, when a node

is path sensitized to a second node. it must also be sensitized

to an indeterminate failure at the second nede-

4.1.2. The Effects of Hazards op Sensitizatiom

In the last sectiom, it was shown that whea the Boolean difference
of a fumction is equal to 1, with respect 1o some node. #he output is
sensitized to an indeterminate value at that node. The converse of this
statement is not, however, true. That is, if the Boolean difference of
e function with respeet to some node snd input vecter is equal #o zero.
then the fumction may still be sensitized to an indeterminate valwe 6n

the node. As en example, consider Figure 4.2. If inputs B and C te the
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function are both a logic I, then the output should be a 1logiec 1.

regardless of the value at the A input® Therefore

ﬁ’nq. C=1 =0
This Boolean difference implies that the output of functien f is net

path semsitized to imput A when B = C « 1, If we ceonsider %he
equivalent ternary functiom, however, we see that if ifput A assHBes &
valoe of u, while inputs B end C both have values of 1, then the output
is ©. Therefors, the output is indeed sensitized o A. This
discrepancy between path semsitization for a Boolean value and seasiti-
zation for asm indieterminate valme, is a direct consequence of the fast

that the complementation law is not valid for the ternsry algebra.

By exsmining the Karnaugh map of the fonctiom. it is evident that a
1.

static hazard [56] exists for a transition of input A while B = C
Any time a static hazard exists with respect to an input trapsitiom.

then the Boolean difference with respect to the ifnput must be Zeke-

A static hazard occurs when there is recosvergeant fan—out along #we
or more paths, amd at least one of the paths has a different iIxwersion
parity than the other paths. 1f x is the jJinput whose transition causes
a static hazard, then the reconvergent fan-out either results I8 x + X
or x = x depending on whether the recomvergence oceurs st am OR gate oOF
an AND gate respectively. The complementation law of Boolean algebra
guarantees that x + x = 1 and x » x & 0, which in turn implies that the

Boolean difference with respect 1o x must be zeroe. Therefore, the out-

piiE #s not path sensitized to x.
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1If we wuse the termary medel thephedAXPAX(ANVENYEx)EH!#: Tandand
MINDt. TWVix]] £ 0. Id@n ppekkdckedar, ifif x = w, then MAX[x. INVEX]] =
MINEx¢, INVEx]] = u. Consequently. the output of the reconvergence gate
s sensitized to an indeterminate value at x. If the output of the fune-

tion is sensitized to one or more of the outputs of the reconvergence

]

gate,” then the function fs sensitized to an indeterminate value st

input x. By modifying & functiom., it Jis always possible €o remove =&
static hazard. In the exmiple of Figure 4.2, the static hazard may be
removed by sadding the produet term B » C 10 the sui—of-proddcts dwple-
fieatation. This term Js redundant but serves %o redove the statie
hazard by desensitizing the reconvergent fan-out from the output of the
fonctlon. When B=C =1, the teem B » C is 1. The reconvergence gate
js an OR gate. An #mput of 1 ffyom dhis produet term thus forces the OR
gate ouvtput to & 1 value. This new implesmentation of the faietion Ho

Jonger. has its output sensitized to &8 Indeterminate value at JIsput A

whea B = C = 1.

From this analysiz, it is clear that & static hazard implies sen-
sitization. This fact is not surprising since ternary slgebra has long

been used to deteet the presence of hazarda in digital circuits E54,
57].

Eichelberger [54] has extended the concept of siatié¢ hazards fto

hazards that oeccur during multiple fnput trsnsitions. He calls a hazard

due o 8 trsnsition et p of the imputs. @ p-variable logie hazaerd. Let

[ ]
It is possible for the reconvergence gate to be the seme gate as ihe
output gafe.
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xi_:(xr’; ree’ 3 Xp#ly o, ¥p)

and

xzﬁ(;ﬂ NP ;9, Xp#is ... XR)
where X; amod xZ2 reppeseett ibpptit veetooss off sps@e Ccooh baiidoak] BBodtaan
fumction f. Function f is said to have a p-variable logic hazard for &
trensition from input vector X, 19 faput vester X3 (p variables ehange

in this transitiom) if end only if
@ fHxp = f&3

@ =all of the 2P values specified for f in the sub-cube
‘\Xpﬂ» ~ee» Xp) are the ssme, and

(3} during the imput change from X, 9 X2, @ spyFiods pulse may
e present at the output.

For the special case of p = 1, the p-variable logic bazard is identieal
to a static hazard. Eichelberger shows that by modifying the diiplenen-
tation of a fumctiom, it is possible to remove all p-variable 1ogic
hazards. In many cases, this will require the addition of redundagrt

logic just ss it did for statie hazaeds.

Erom the ebove definition of e p-variable logie hazard, it is
spparent that whenever & p-variable logiec hazard exists. the ouwtput of
the function is semsitized to imdeterminate values at the p variables.
This semsitization occurs despite the fact that all 2P values of F #n

the sub=embe (gif, ..., xp) sre the sawe. Cleacly. if these values are

not the same, the fuiction must be sensitized.
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4.2. CH@6Srrent Bonor Detection

The goal of concurrent error detection is to detect errors during
the snormal operation of the system. Ideally, the concurrent error
detection scheme should gunarantee the detection of sll possible errors.
A class of circuits has been defined [5] that under a number of asstump-
tions echieves the goal of total error detection. These circuits are
designed so that under the proper sssutiptiomz, aeny error results in =a
nen-codeword output from the circult snd the first incoerreet ouwtput is a
non—-ecodeword output. Such circuits sre called totelly self-checking

circuits.

4.2.1. Totally Self-ChéldfSiee Circuits

Let the imput code space be g1l §nput vectors that can be spplied
to & circuit under normal ((i.e., fenlt-free) operatiom. ALl ocutput vee-
tors fnot #n the code space are non-codewords. The following definitions

sre paraphrased from [5]:

Self-Testimg- A cireult is said to be self-testing if for every
fault in the fanlt model, there is at least one sequence of
codeword inputs which producezs & non-codeword output.

Fauli-Secutre: A circult is seid to be feult-secure if for every
favlt in the fault model, the cirenit either produces the
correet output or & non-codeword output for the entire imput
code space.

Toetally Self-Checkimg: A circuit is said to be totally self-
checking if it is self-testing end feult-secure.

Code Disioipg: A circuit is ssid to be code disjoint if ell
non-ecodeword imputs produce non-codeword outputs.
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The following amssumptions are made sbhout the operation of a totally

self-checking circnit:

@) Only failures which are modeled by the fault model oceur-

(2) Failures occur one at s time with some minimum time inter-
val, r, between each failure.

(3) The inputs to the cireuit are applied often enough to insure
that during any time period of length t, enough inputs are ap—
plied to the circuits to test the circuit completely. This as-

sumption is referred to as the testabiljty asspption.

In practice, the period of time between failures J§s & random variable
sand is often modeled as a Poisson process. It is possible for two
failures to occur in a period of time much less than x sithough this is
unlikely. If the circuit is completely tested in sny time period x,
then v can be made sufficiently small to imsure that the probability
that a second fFailure occurs before the fFirst failure is detected. is
Jow. Note that in the testability assumption. completely testing the

circuoit, refers only to testing for those faults which are testable.

Under these assumptioms, a totally self-checking cireuit is able io
detect smy failure. This fact is guaranteed by the self-testing pro-
perty emd the three assumptioms. The self-testing property is necessary
to prevent the buildup of undetectable Jatent faults. The faplt-secuke
property, assures that for any fault fron the fault model., all incorrect
outputs are non-codewords. We are therefore sssured of meeting the goal
that the first incorrect output is a non-codewokd. This property is
referred to as the totally self-checking goal [58]. The totally self-

checking property is more restrictive than it needs #o be sifnce ibhere
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gre cireuits which are not totally self-checking but which still satisfy
the totally self-checking goal. Consider a sequence of fsults from the
fault model. As esch subsequent fault I8 the gseguence occurs’ the
behavior of the circuit is modified to reflect the effects of all the
feults in the seguence. A sequence of fewlts is said to be detectable
if at Jeast one codeword isfput produces incorrect result. The fol-

lowing definition is peraphrased from [58]:

Strongly Fauli-Secute- A eireuit is seid to be strongly fenlt-
secure If for all possible sequences of faults as each fault in
the sequence occurks’; the first feult i the sequence which
causes the segnhence 1o be detectable only produces correct out-
puts or non—codeword outputs.

Strongly feult-seedre networks sre the largest class of networks whieh
schieve the totally self-checking goal [58]. Totally self-checking net-
works aere a subset of strongly fauwlt-secure fnetworks. The fault secure
property is a fiecessary (but not sufficient) condition for a ecircuit to
be strongly favlt-secuke. I a ciredit is strongly feult-secuce’ then
each failure that occurs must either be detectable or txsusfors the eir-
cuit inte & new circdit which is elso feult-secure until & detectable
failure oeccurs. Totally self-checking and strongly fevlt-secdre cir-
cuits sre generically referred to es totally self-checking. A distine-
tion between the itwe will only be nmade when jt is relevadat 1o the dis-

cussion-

Typieally: the totally self-checking properties are only censidered
for coabinational circuita. This restriction is made to insure that the
testability essumption is met. If the circuit is combinational” thea by

spplying the Jnput code spmce to the cirecuit. sll stuck-at feults which
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are detectable will be detected. If the circuit is sequential. thed &
specifie sequence of input codewords must be applied In order o assure
the detection of =]l detectable faults. Therefore. for & combinational
circunit, it is only necessary during eny time pereloed. x. ¥0 apply at
most the entire input code space to the circuit &0 setisfy the testabil-
ity assumptiom. Since the inputs to a circuit are #n general upnknowd.
it is very difficult to insure that the testability assumption is satis-
fied during normal operation. The mest obvious selution is 16 use
periodic off-line testing to test the circuit completely. 1f off-line
testing is used, then seguential circdits ean be tested by performing
the tests in the proper seqguence o test all faults.® We have worded eur
definitions of the self-testing property so that it may apply o seguen-
tial as well as combinational legie. 1If the self-testing property is
only specified for comnbinational 1logie. then any fFault whieh ecauses
sequential behavior, antomatically prevents the ciredit from satisfying
the self-testing property. For this reasom. the self-testing proeperty
is defined for both sequential and combinational Jlegic even theugh the
circuits we consider are combinational. I the gceabinational e€iredit
has some of its outputs fed back &s inmputs, it may be ansmlyzed a5 & com-

binational circuit for the purpose of determining whether it satisfies

the self-checking property-

Figure 4.3 shows & typical totally self-checking module. The

module is made up of & totslly self-checking circuit which performs the

" . .
Generating tests for sequential circuits is significantly mere dif-
ficult than for coibinational circuits.
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INPUT TOTALLY SELF—-CHECKING SR
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Figure 4.3. Tetally Self-Checking Module.
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desired data processing. The imputs and outputs must be encoded in sn
approprlate codes. The ontputs from the circuit sre examined by a
totally self-cheeking checker. A totally self-checking checker must
itselT be both totally self-checking snd code disjoint. The code dis-
joint property is required since the whole purpose of the checker is 1o
indicate when it receives a non-codeword input from the data processing
circuit. The checker does this by producing a non-codeword on the error
indication l1ines. The cade disjoint property assures that IT a nop-
codeword is produced by the processing circuit, then the checker indi-
cates the fact by producing & non-codeword. The checker must be totally
self-checking to imsure that sny failure in the checker is detected
before it can cause the checker to miss detecting & non—-codeword output
from the processing circuit. The checker is therefore sble to detect
faults in the data processing circuit &s well &s in JFtself. The error
indication 1ines are usually encoded using & 1-out-of-2 code. A minibum
of two 1ines are required for the error indication. This requirement
prevents the failure of one checker ountput 1ine from causing the error

indication to appear permanently good.

In many cases, it js advantageous to build a totally self-checking
system by connecting together several smaller totelly self-checking cir-
cuits. TIf all circuits bave thelr output checked by tetally self-
checking checkers, there are no additional restrictions whieh are neces—
sary. If it is desired to connect two cireuits together witbodt check-
ing the output from the first circuit, then the second circult must be
code disjoink. The code disjoint property assures that if & non-

codeword output is produced by the First circuit, then the second
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ciredit slso produces & nos-codeword ontpud. The fnoni-codeword from ithe

second totelly self-checking circuit is detected by the checker and thus

the faylt in the first circult is detected.

The definitions givea above, are the traditional defimitions fer
totally self-cheeking systems. These definitions are guite sdequate
when treditional fault models asre used. When feilures cause indeter-
finate valdes 1o ocedr’; the cireuit behavier is no longer deteriinistie.
If the output of & cireuit with & given feult snd input veetor couwld be
one of several differeat output vectors (some of which may be codewords
snd some of which may be non-codewords)” then the self-testing property
is not setisfied. Therefore, if the traditional definitiens of totally
self-checking were retained; it would not be possible to construct
totally self-checking systems which include indeterminate valde faults

in their fault model.

In order to allow the construction of totally self-checking cir-
cuits for fawlt models sllowing JIndeterminate value faults, new defini-

tions are required. We, therefexe’; propose the following

Potentjal Codewerd: Let A be a ternary Jogiec vector centaining J
elements assigned the value u. It is possible to construct 24
distinct Boolean vectors by replacing all u values with a Jogie
0 valde or & logie 1 value #n sll possible combinations. Veector
A §s seid to be a potential codeword if exactly ome of the 21
Boolean vectors is a codeword. The Beolealm vector which is &
codeword is called the corresponding codewerd of the potential
codeword. (Any vector whieh is neither & codeword nor & poten-
tial codeword is said to be a non-codeword.)

Self-Testing: A cireuit is said to be self-testing if for every
fault in the feult model” there is et least one sequence of
codeword inputs which produces either & nofi-codeword output of &
potential codeword output.
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Faplt-Secore: A circuit is said to be favlt-secdre iT for every
fault in the fault model” the circuit either proddces the
correct outputd & non-codeword outputi or & poteatial codeword
output whose ocorrespondiang codeword is ihe correct ovtput for
the entire imput code space-

Totally Self-Cheekimg: A circuit is seid to be totally self-
checking if it is self-testing and fault secdre.

Strongly Fauli-Secure: A circuit is said to be sirongly fault-
secure il for all possible seguences of faults from the fault
model, as each fault in the seguence ocecu¥ksy¥ the first fault in
the sequence which causes the seguence %o be detectable# only
produces the correct output, & nea-codeword outputi or & poten-
tial codeword output whose cerresponding codewerd is the eorreat
output for the entire input code space.

The new definitions explicitly ellow for the presence of iJndeterminate
valves in vectors. In the remainder of this thesis we use these defini-

tions rather than the traditioral definitions.

4.2.2. Checker Strategy

Checkers designed for traditional types of feults sre only designed
to work properly with legal logie values. In general# digital cireuits
are unable to react in a reliable manner to indeterminate values (J.e..
the circuit response to indeterminate values is nondeterministiic). A
variety of checker strategies is possible when indeterminate values may
occur in ontput vectorzs. One strategy is o include agditional cireuwi-
try in the checker portion of #the cirecuit. The purpese of this addi-
tional circuitry (which we refer to &s jndeterminate detection circui-
try)., is to deteet the occurrence of imndeterminate Jogic values in the
ootput vector. If sn error is preseat in the ocutput veeter# then either

the original checker and/or the additional indeterminate detection cir-
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euitry detects it. The original checker circuitry detects any erroneous
bits in the output vectors whieh sre incorrect, but l1egal, Jogic values.
The checker circuitry may or may not deteet the presence of sny indeter-
minate values. The indeterminate detection circuitry is desighned to
detect the occurrence of indleterminate values in the output vector.
Therefoke., the checker together with the indeterminate detection circul-

try is able to defect all erroneous output vectora.

There are several problems with this strategy. First of ail,
indeterminate values may be of several different forms. Cireuits which
sre cepable of detecting 611 types of indeterminate values sre
inlerently quite complex. To make the problei even more difficult, the
indeterminate detection circuitry is inherently snalog. The circuitry
fidst be cepable of measuring voltage saplitudes and determining eceu-
rately when high frequency trsnsitions on one line occur in relationship
to mnother 1ine (wost likely the cloek). To fabricate such circuits
with sn integrated circult process that is optimized for digital cir

cuits. further complicates this problem.

The wost seriods probledm with the indeterninate detection circuitry
is the need to fiake it part of a totally self-checking system. The con-
cept of totally self-checking is defined for digital systems where it is
meaningful to discuss the encoding of input snd output veetors. There-
fore, it is doudbtful that indeterninate detection circuitry can be built

which is totelly self-checking.

At the very least, is should be possible 1o test the indetermimate

detection cireuitry under norimal operation. Testliag of enalog circultry
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is considerably more complicated and inherently different from testing
digital cireunitry [59]. It is altogether nnclear how to go sbout test-
ing smalog cireuits &as comiplicated as the indeterminate detection eiren-
itry during normal system operation of a digital cireuwit. Usless @&
scheme can be developed to test the indeterminate detection circultry.
the overall system reliability is seriously compromised since it is new
possible for a series of Ffailures to lead to an undetected efroF.

Therefore, cost end reliability concerns make the stkrategy of directly

detecting indeterminate values unattraetive.

An slternative that eliminates the cost objection is possible if
all l1ines which are to be checked by the checker come directly frem the
output of clocked flip-flops. Recall that the output of a flip-flep is
either a & legal (but possibly inmcorrect) logic value from ihe flip-flep
or the flip-flop is in a metastable state. Therefoke. the preblen of
detecting indeterminate values has been reduced #o the problem of
detecting metastable operatiom. As discussed in Section 3.4.1, circuits
capable of detecting metastable states do exist. A circuit given by
Stucki and Cox [47] is shown in Figure 4.4. This ecircdlt s @A
exclusive NOR gate end is imtended for implementation using MOSFETs.
The true smd complemented outputs from the flip-flop are #the inputs io
this circuit. The MOSFET exclusive NOR gate is being used a5 an apaleg
comparator #o compare the voltage difference between the flip-flep’s @
snd § outputs. When a metastable condition oceurs in the flip-Flep. the
true end complemented outputs are et epproximately the eane veltage. An
examination of Figure 4.4 shows that sny tifie IW& - Y’&l £ vth ((Vth o1 7

the two emhancement mode transistoxs), #the owtput #s high. A



Figure 4.4. Metastable Detection Circuit.
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imdeterminate detection circuit cen be built using the exclusive NOR

circuit end a circuit which ssmples the execlusive NOR's output at the

eppropriate time in relation to the system’s e&loclk-

This circoit still suffers from the same reliability Jissues which
were raised earlier for the sanalog indeterminate detection cireditey.
There is simply no way to test the operatien of the exclusive NOR €iy-
cuits during normal system operation. An additiomal problem with this
circuit is that it only detects imdeterminate values es long as the
flip-flop is operating properly. A failure in the flip-flop could else

render the exclusive NOR circuit unable to detect indeterminate values

reliably.

An alternative checker strategy is to make ne attempt to detect
indeterminate values. Instead, the sssumption is made that all indeter-
minate values will eventually become 1legal 1logic values as ithey pro-
pagate through the system. Errors sre detected whea they finally mani-
fest themselves as incorrect, but legal, logie values. It is also pos-
sible for all indeterminate values all to beecome correct and Jegal logic

values. In this case, no error is indiceted snd ithe system has produced

the correct output.

The svccess of this strategy s dependent on the assufiption ihat
indeterminate values eventually become legal logic values. For systems
whiech are constructed with blocks of combinational cirecultry sendwiched
between clocked flip-flops, this is & very reasonable assumptiom. Our
enalysis in Section 3.4 showed that under normal cireumstameqs. the pro-

bability that the output of & flip-flop is other than & legal 1ogie
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value s Jow. If sn indeterminate v;lue from one block of cembinatiomal
Joglie 3s presented to a clocked flip-flop. the probability of the
indeterminate value propagating into the next block is therefore Ilow.
The probability that Jt propagates through snother clocked flip-flop

into @ following combinational Jogle bloek is even lower-.

If the feilure occurs in the flip-flep itself, en iIndeterminate
value may be produced but subsequent flip—flops should eventually
prevent continued propagation of the indeterminate value throughout the
systeti. The major shortcoming of this assumption is the possibility of
indetertilnate values being generated in the proximity of the systes ocut-
puts. If these system outputs sre connected to snother system which is
designed to be tolerant of indeterminate valde idnputs, then the other
systesi is able to respond in some asppropriate manner to fhe indeter-
finate valwes. Otherwise, & serious feilure cen occur. In general. the
onaly solution to this problem is to make the other systems fanlt—
tolerant with respect to indeterminate values since a feilure in the
lines which connects the two systems may slso result in indeterminate

valoes.

The strategy we use is the second one (d.e’» no attempt is made to
detect indeterminate 1logie valuwes). This strategy does not require
costly anslog detection cirecultry. It also does not result in sn unte-

stable design. The checker circnitry reguired for this strstegy is

ebtirely digital.

1t should be pointed out that both strategles suffer from o testing

problem. The definition of self-testing requires that & fenlty cireuit
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most prodoce either a non-codeword or & potential codeword output for
some sequence of codeword idnputs. 1If the faulty circuit produces g
non=codeword output, then the Fault is detected. If howevet. the fault
produces & potential codeword output, then the fault may or may not be
detected: There are three cases that must be considered. One case
occors if the potential codeword’s u values sre 81l interpreted as legal
Boolean values which also happen to be correct. 1a this case, peither
strategy would detect the fault. Another case occurks if at Ileast one of
the potential codeword”s u values is a&n idndeteriinate value. ALl o
values which are not imdeterminate values must be Jlegal end correct
logic values. In this case, the strategy which relies on Jindeterpinate
detection circuitry detects the fault but the strategy we tse may 6ot
detect the fault. Finally, there is the case where at Jeast one of the
potential codeword®s u valuez is an incorre¢ct Booleap valwe. IA this

case, both strategies detect the fault.

Therefore, testing is a serious concern. Regardless of which stra-
tegy is used, there is no assurance that & given seguence detects a
fault that produces indeterminate values. One of the assumptions that
was made emrlier was that there is some minimum time JInterval. x., during
which the circuit is completely tested. In order to preveat the buildup
of latent faults in this case. the time interval., ¢, may have 1o be

reduced considerably.

In many ways, the testing problem for indeterminate failures is
guite similar to the testing problem for imtermittent failures. 1n

fact, most indeterminate faults can alternatively be considered to be
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intermittent. Depending on how the circult responds to &n indeterniinate
feult, an error may or may not be produced when ome or more outputs are
sensitized to the fault. Therefore., the error produced by indeter-
minate fault may certainly be viewed es being intermittent. Techniques
for the detection of ijintermittent feilures sare discussed in [60, 61].
These techniques are intended for off-liee testing. Nevertheless. for
those sitvations where off-line testing is used to help setisfy the tes-
tebility sssumiption, these techniques conld be used to increase the

off-line testing effectiveness snd/or reduce the off-line test Jength.

4.3. CED andey & Simflifjid Indeterminate Fault Model

The properties of imfleterminate faults have been established. In
sddition, we have esteblished the conditions which we require of our
systeiis in order for them to implement concurrent error detectiom. We
fre fnow ready to propose a fault model that incorporates indeterminate-

type faults.

4.3.1. PFault Mpdifl Asgumppidfis

The sisplified indeterminate faylt model sssumes that smy physical

feilure causes a single node fin the circuit to become a ternary u value.
This fauwlt model excludes some (ut not ell) bridging-type feilures.
Opr sanelysis of Chapter 3 shows that, in general, each line which is
shorted to another line may have sn indeterminate value. Thus, if we
wish ¢o model the most general csse, thev each Jine which is shorted to
snother J1ine has & ternary u value on §t. In a few cases, it may be

possible to model two lines skhorted together with onmly a single ternary
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u value. Figure 4.5 shows examples of two different bridging faults.
Favlt 1 is disallowed by the simplified indeterminate fault model since
lines X and Y must both be considered to have u values on them. Fault 2
is allowed by the simplified indeterminate fault model since indeter-
minate values on both dnputs X snd Y sre indistinguishable frem an
indeterminate value at the ontput of the gate. Therefore, fault 2 may
be modeled as a u value on line A. This fault model does not censider
the effect of failures on certain global signals such &s ground. power.
snd clocks. Such failures may affect the entire circuit or very large
sections of it. 1If protection must be provided against failure of these
global 1lines, then the cireuit must be designed so #hat & glebal 1ine
failure results in a non-codewesd. This type of desigh usually reguires

at least a redundant copy of emch suweh global signal.

From Theorem 1, stuck-at fault (or sny other #ype of Failure whieh
causes & single line to become a Jegal logic value) propagation auwtomat-
ically is considered by this fault model. It should be pointed out #hat
using the termary u value for legal logic values may result in mislead-
ing results if there are hazards in the circuit. 1n the presence of
bhazards, the ternary model may predict that an output of ouwtputs are
semsitized to a value of u at & node. ITf the value of u is a Idegal
logic valwe and the Boolean difference with respect #o the node is zZere.
then the path is not sensitized. Therefore, there are cases where aa
indeterminate value propagate even though & legal Beolean value doees net

propagate..
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When detemining.whether a circuit satisfies the fsult-secure pro-
perty, we are interested in which faults are sensitized to the outputs
for a given input. If a fault is propagated to an output, ihe code uwsed
in the circuit must be able to detect this fault. If a fault slways
results in a legal logic value, then the ternary model may predigt that
the output is sensitized, even though the output is not path-sensitized
to the fanlt. Legal logic values may only propagate to an output whea
the output is path sensitized to the fault. Therefore. #he ternary
model is pessimistic for legal logic values when determining whether oF

not a circuit satisfies the fault-secure property-

On the other hand, when determining whether or not & circdit satis-
fies the self-testing propertyq it is desirable %o propagate a5 maay
feults as possible to the ontputs as this #s the only way in which &
fault may be detected. Consequently, the ternary medel is eptimistic
for legal logic values when determining whether or not a eircuit safis-
fies the self-testing property. FPFor this reason, $he indeterminate
fault model is =m poor choice if failures cause only Jlegal Jlogic values.
On the other hand, in situations where both indeterminate valdes and
legal logic valwes are caused by failures. then the iJideterminate Fault
model is a good choice, since it handles both jndeterminate and legal
logic values. 1In situations where failures may cause both indeterminate
valoes and legal logic values, the simplified indeterminate fault model
should be used to determime whether or not a ecireuit satisfies the
fault=secure property. However, the single stuck-at fault wmodel sheuld

be used to determime whether or not a circuit satisfies the self-testing

property.
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| In order to study the implications of using the simplified indeter—
ninate fault model, we sssume that sl indeterminate valdes becoime legal
logic valuves by the time they reach the circuit’s output. This assump-
tion is required to insure that e feilure in s previous circuit does not
result in several indetermicate values eppearing on the imputs of e cir
cuit. By placing a checker at the output of every cirecuit. this sssump-

tion implies that any error in the first circuit is detected before the

error reaches the second circuit.

When using the simplified indeterminate fault model. it is not
necessary to consider all possible faults. Many possible faults do not
need to be considered, since consideration of certein faults, tekes into

account sll th'e effects of other faults.

Theorem 2: For any switching function, sn implementetion exists
ja which a1l feilures allowed by the simplified indeterminate
fault model may be modeled as & single ternary u value on a sin-
gle #nput line or output line.

Proof: Figure 4.6 demonstrates a manner in whiech eny switching
function may be iwplemented. Each output is generated by its
own independent bloek of logie. Clearly. sny modeled failure
which affects sn input 1ine #may be modeled by a ternary u value
on the failed input 1ine. Any modeled failure which occurs in
one of the bloecks of logle imay be modeled conservatively es a
ternary o value on the output line from the failed logic block.-
Therefore. for this implementation, sll feilures allowed by the
simplified indetertiinate fault model may be modeled by a single

ternary u value on en ispdt or output line.
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As Jong &s circuits are implemented in the form of Figure 4.6, the
aumber of fenlts which must be considered jis significantly reduced.
Unfortunately, the implementation of Figure 4.6 is seldom the most effi-
cient Implementaetion of & switching functiom. By using shared Jogic to
produce two or more outputz, the total smount of logic may be signifi-
cantly reduced. Figure 4.7 shows & 4-input, 2-output cirecuit. Cleacly,
this implementation fis not of the seme form ss shown in Figure 4.6. In
Figure 4.7, the product term 1sbeled m is used in generating both out-
puts. If it were desired to implement this fumction in the form shown
in Figure 4.6, then edditional 3-input AND gate would be requiked.
If W=X=YT==xZ 6 (), then both outputs sre 0. Furtheemore, feither
output is semsitized to sny of the 4 finputs. Both outputs are. Howevek.
sensitized to the output of the gate lebeled m. Therefore., & failure
resulting in a ternary u value st the output of gate m cennot be medeled
as sny> single input or output having & termery u valvue. Ia general. &
fault which is senmsitized to two or tiore oufputs snd st the same tige is
not sensitized to any fnputs, csanot be modeled ss a single Jnpdt or

output having & ternery u valme.

4.3.2. Separable C#iéd

Codes used in totally self-checking circuits csn be divided into

two broad classes: separable codes snd non-separable codes.

A separable code consists of two parts: the deta vector and the
check vector. The data portion of the codeword merely consists of the
unencoded data. The cheeck vector consists of redondant iInformatioa.

Therefore, decoding & seperable code simply requires siripplng the check
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vector from the codeword. Cemion ex@ples of sopersble colies mclede
parity codes and two-rail codes. Any code whieh does not setisfy the
definition of & separable code is considered to be non-sepersble. A

common non-separable code is the k-out-of-n code.

We restrict ovr attention exclusively to separable codes. Separ-
gbje codes ere usnally much eesier to idmplement than non-separable
codes. With & separable code. the data portion of the code fis no harder
to idwplemient than & non-encoded version of the same funmction sidace the
data portion is not sltered by the encoding into s separable code. The
simplicity of the encoding can often be s significant advantage. The
designer is usually able to use & kiowledge of the fumction snd its pro-
perties to determine an efficient implementation. By encoding into =&
Aon-separable eode. a function typically becomes more complicated in a
mafgaer that often obscures ithe original functiom. More than Jikely.
this new function will be harder to implesient then the original upen-
coded function. A separable code may be implemented with two indepen-—
dent relatively siall circuits while the implementstion of e non-
separable code requires one Ilarger cireuit. In terms of switching
speed, two sisller circuits in parallel ss in & separable code ere usu-
@lly preferable to one laerger circult &s in & non-separable code. This
is especially true in structured elements such as PLAs. Therefore, a
separable impleinentstion may be faster than & non—separable implementa-
tion. Finally., the asmelysis of separable codes is usually essier than
for non-separable codes. Because of the advantages that separable codes
offer over non-separable codes, non-separable codes are not considered

further.
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There are a variety of possible separable codes which may be useful
in totally self-checking circuits. In addition, there asre & variety of
implementations for each separable code. One important class of separ-
able code implementationz is functional duplicetiom. A circuit is said

to employ functional duplication if

() The circult uses a separable code.

@) The circuit layout is such that the data and check portions
of the circuit ere physically disjoint.

@) There is a bijective (one-to-one end onto) mapping between
the data vector amd check vector of the entire output code

SPROE..
Note that condition {3) does not require the checker ciredit 40 be an
exact copy of the data circuit for functional duplicatiom. Since the
circuit uses a separable code and the data and check portiens of the
circuit are physically separated, then any failure modeled by the sii-
plified indeterminate fault model affects either the check portion or
the data portiom, but not both. This fact Jeads us 1o the fellewing

theoren=

Theorem 3: Any switching function has a functioral duplicatien
implementatiom. Furthermere, any functional duplicatien imple-
mentation of & switching functiom, satisfies the totally self-
checking goal.

Prooff: First we prove the existence part of the theorem. Cen-
sider smy arbitrary switching function f. It is poessible te
construct & circoit C that implements the function f. Consider

& circoit C" which is formed by two distinct and physically dis-



joint copies of C. One of the copies of C represents the data
portion while the other copy represents the cheek portion of C”.
Clearly C* employs a separable code where there is & bijective
mapping between the check gnd data vectors of the code. Purth-
ermore; we have specified that C* Jis constructed with disjoeiat
data end check ciredvitry. Thereforef circulit C* fis a functional

duplication implementstion of switching function f.

From the definition of fmction;l duplicationi sny modeled
failure affects at most ome portion of a functionally duplicated
circuit™s output. If & feilure occurs in the data portiow; then
the check vector is slways correct while the data vector may or
nay not be correet. Likewise#4 Iif a feilure oceurs in the check
portion, the data vector is correet while the check vector wmay
or may not be correet. The bijective property of functional du-
plrlcation essures that eny failure that causes either the data
vector or the check veetor {but not both) to be incorreet is

detectable.

If a fedilure occurs which is undetectables then the cireuit
is transformed into A new circuit which still employs functional
duplication ssd still implements the same function &s the origi-
nal circult. The next modeled failure which occups is eithep
detectable” in which case it is detected when the first non-
codeword output is produced, or it is undetectable and the eir
cuit is once agein transformed into a new functional duaplication

circuit whieh contindes to idmplement the original switching

138
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functiom. This process is continued until & detectable failure
occurs and & non-codeword output resultz. Therefere, the first
incorrect output is a non-codeword end the circuit thus satis-
fies the totally self-checking goal.

Corollary 3: If & functional duplication implementation contains
no redondant Jogic (with respect to the inmput code space), thenm
it is totally self-checking with respect to the simplified in-
determinate faunlt model.

Proof: From Theorem 3, we know that the first incorreet output
from a functiornal duplication circult must be a non-codeword.
Therefore, the circuit satisfies the fawlt-secure property.
Since the circuit contains no redundant 1logie, any modeled
failure which occurs must be detectable. Since the circuit sa-
tisfies both the fault-secure and self-testing property. then it
nust also satisfy the totally self-checking property. There-
fore, the circuit is totally self-checking with respect to the

simplified fault model.

From Theorem 3 and Corollary 3, we khow that a totslly self-
checking JImplementation exists for any switching functiom. Uafor-
tunately, functional dauplication requires rouwghly a 100 percent idncrease
in both area end power dissipatiem. When the additional clircuiftry for
the checkers is included, this increase is significantly asbove 100 per-
cent. Therefore, & questiom, which we now examime, Jis: under what cir-
cumstances do totally self-checking implementations exist that asre more

economical than functional duplicatiom?
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4.3.3. Einding Rdufifitich] Yoiwfilx Self-Checking Implementatiops

To determine which of several implementetions of a given funmction
is fest economical; it is usually necessary to Jayont each implementa-
tion. The area of the circuit may then be determined end a circuit
simulator such as SPICE may be used to estimate the circuitt”s power con-
sumption. The simulator may slso be used to determine the speed of the
€iredit. Although this technique sssures that we slways use the most
economical of the several §mplementations; it is not in general practi-
eal. For eny given switching functiom, there is & large number of
implementations which must be consideced. The sverage circuit
designer”s productivity in industry may be ss low sgs 5 - 10 transistors
per day [62]. Even when structured designs snd extensive design antoma-
tion software is used, the designer productivity may still be less than
40 transistors per day [63]. For large integrated circuits containing
hufdreds—-of-thousands of transistors, implementing e l1arge number of
slternative designs is quite clearly not practical. Instead, we con-
sider the cost of sn implementation to be completely determined by the
nuiber of bits the circuit must process. Under this sessumptiom, the
cost of en implementation depends solely on the code it uses. By makimg
this sssumption, we sre shifting the problem from finding the most
econcmical implenentetion to finding the most economical code. Since
there sre many possible jsplementations of a given code, once a code has
been selected, & good implementation of the code must still be deter—
mined. It is usually mueh easier to determime which implementation of
one code is more econotilcal than to determine which implesmentation among

different possible codes is more economical. Tt does not always follow

~ )
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that if code A is more economical than code B, then a ""good" implementa-
tion of code A is more economical than 8 "good" iImplementation of code
B. Nevertheless, it is reasonable to expect this usvally to be truye.

We therefore, restrict our attention to finding economical codes.

Since all codes that we consider are separable. all codes for &
given function have the same nusiber of data bits. Therefore, when €on-
sidering the relative economy of several codes., only the nusber of cheek
bits for each code needs to be considered. We define the cost of @ code
to be the number of cheeck bits in the code. The code with the Iowest

cost is considered to be the most economnical.

Theorem 3 guarantees that a functional duplicatien implementation
exists for amy desired switehlné function. If N is the number of dis-
tinct output codewords of & switching functiom. then the most econemical
code which may be used in a functional duplication implementation has a

cost C* given by

€* = Flog2(M}
Any code with a cost less than C* cannet satisfy thbe bijection require-
ment for functional duplicatiom. Therefore. we are interested in fiad-
ing codes for a given function which have & cost less than C* but still

have an implementation that satisfies the totally self-cheeking goal-

In seerching for codes more economical than functional duplicatiom.
we concentrate on the fanlt-secure property. There are several reasoas
for this. The fanlt-secure property is & necessary condition for both
the totally self—checking propecty end the strongly fawlt-secure pro-

perty. Therefore, a clircuit must be favlt-secure if it is to satisfy
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the totelly self-checking goal. For circuits without hazard:, it is
possible to determine whether & code for & given function s fFfault-
secure withomt knowing the details of the implesentstion except that it
is of the form of Fignre 4.6. On the other hand, whetber e function
satisfies the self-checking property is strongly dependent on the jimple-
mentatiom. The procedure we nse to sesrch for codes with & cost 1less
than C°, but which still sstisfles the feult-secure property, only
depends on the switching function that we desire to encode. Sinee a
hazard-free implementation of the form shown in Figure 4.6 always exists
for eny code, this procedure may be used to find whether s fault-secure

fmplementation exists with a cost less than C%.

The search procedure we propose is now demonstrated by sn exampla.
Figure 4.8 shows the truth table for a full adder circuit with inputs X,
Y, and Z, end outpnts C and S. The question we wish to snswer is
whether or not & feuwlt-secure IimpJewentation exists with a cost 1ess
then CY. For this circult, there must be 4 output codewords. There-
fore, C* = 2. Each codeword consists of a data vector and s check vec-
tor. Codewords are formed by coabining each code vector with certain
data vectors. Not all combinations asre sllowed. The allowed combina-
tions are the codewords while the disallowed combinations ere non-

codewords .

In order for the check vector of the code to require fewer bits
than C*, there must be some check vectors which may be combined with
more than one data veetor to form codewords. Ve make the assumption

that for all codewords, a given dsta veetor only has a single possible
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check vector. 1In other words, the data vector of & codeword implies the
check veetor of & codeword. Violating this essusiption fnever reduces ibe
cost of a code since by violating the sssuiiption. we sre inereasing the
number of distinct check vectors which the code must ineclude. The smain
reason for this assumption s that §t means we only need %o consider

failores in the data portion of the functiom.

In order for the fault-secure property to be satisfied. & failure
must either be undetectable (in whieh cese the correct output is slways
produced) or detectable for some input (in which case the circuit must
produce a non-codeword output). When & feilnre oeccuks fin the data por—
tion of the circuit, then the code must be designed so that it is never
possible for the data vector of one codeword $o be trsnsforsied into the
data vector of enmother codeword. If this trsssformation is allowed o
happem, then the failure has csused incorrect codeword output to
occur and the circuit is thus not fsult-secure. If & failure occurs in
the check portion of the circuit, the check vector is either ecorrect (ia
which case the output codeword is slso correect). or the check vector is
incorrect. We have assumed that the data vector iwplies the check vee-
tor. Therefore, if the check vector is incorrect. then the output from
the circuit is a non-codeword. Consequently. failures in the check por-

tion of the circuit sutomatically setisfy the feult-secure preperty.

Returning to our example of Figure 4.8, we must find & cede which
requires fewer than 2 check bits. The code must be selected such that
if a fault in the data portion of a circuit csn cause the data vector of

one codeword to change to the data vector of snother codeword., thed the
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two codewords must have different check vectors. The first stsp is i@
determine the effect of all faults on the data portien of the eireyit’s
ocotputs. By Theorem 2, we only need to consider failures ea the data
portion of the circuit’s imputs end outputs. Let us first censider the

effect of a fault on the iAput.

Figure 4.9 shows the result for the full sdder example of Figuke
4,8, The first 4 columns of the table of Figure 4.9 repeats the #F¥uth
tasble from Figure 4.8. The next 3 colusins of the table shew the sffect
of failures on lines X, Y, and Z, respectively. Each row of the table
represents one of the possible input conditions. If & data bit, € eF §,
retains its original value when a given input J#s changed. that data Bit
retains its original value in the column under the given Japut. If a
data bit changes its value when & given input is changed, the data bit

takes on the value of u in the column under the given input.-

In other words, we are interested in whether or not the data hit is
sensitized to a fault on the idnput. If a change in the ipput eauses a
change in the data bit output, then the data bit is sensitized te the
input. 1If the circuit conteins & static bazard. then a data bit euiput
may be sensitized to en input even though & change #n a&n Jnput dees net
cause the data bit to change. An implementation which is free of statiec
hazards exists for aemy function slthough it may require redundant legie.
Therefore, we only need to consider whether & input change Jeads o an
output change to determime sensitizationm. We may deterfilne sensitiza-
tion by inmspection from the truth #able &s we have done here of HoFe

formally, by the Boolean difference method. If the Boolean difference
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is 1, then the ocutput data bit is sensitized to the i:s;put snd the output
data bit is set to u. If the Boolean difference is 0, then the data bit
retains its original value. Tt must be emphasized that using the
Boolean difference method (or equivalently determining from the #ruth
table whether or not an fnput change causes an output change)i is oaly
valid because of the =assumption that the implesentetion has no statie

hazards.

In Figure 4.9, on the first row, all columns bave & value of Ou.
This implies that if the input of the cireuit s X =Y =Z = 0, thea a
single imdeterminate fanlt on sny of the three inputs results in output
bit € remaining 0. Output bit S has & value of u meanlng it may take on
a valoe of either O or 1. Likewise, the second row of the table
corresponds to X =Y =0, Z = 1. 1In this case., a single indetertiinate
fault on either jinput X or dnput Y results in output bits C and S bBoth
having a value of u. A single indeterminate fault on Fnput Z results in
output bit C having a value of 0 snd output S having & value of u. A
simple indeterminate fault on either jnput X or Jnput Y can result #n
output bits C and S being either 0 or 1. Other rows sre similarly con-

structed.

The three columns under the heading 'OUTPUT MAP,"™ represent ithe
correet output, all outputs that may be produced Il & single indeter—
minate fsult occurs on any one of the inputs, end sll owtputs that say
occur due to a single indeterminate fault on sny one of the outputs.

Note that the output vector CS is treated &s sn unsigned two-bit binary
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nomber. To determime the possible favlty outputa. ell ufs in the output

vector are replaced by all possible combinations of O0ps sad 11s.

We have now considered the effect of & ternary u value o8 asy of
the circoit fnpots. Tt is still necessary to consider the effect of a
ternary u value on any of the circult outputs. Output fanults may be
considered by taking each of the poassible output vectors one at s time
end complementing each of the output bits. For exampla, if the correct
outpat is 0, an output fault may result in &n output vecter of 1 or 2.
If the correct output vector s 1, then an output fault may result in an
output vector of 0 or 3. 1If the correct outpdut vector is 2, thes an
output fault may elso result in sn output vector of 0 or 3. Finally. if
the correct output vector is 3, then outpdt feult may result isn aa

output veetor of 1 or 2.

The list st the bottom of Figure 4.9, gives a summary of sll errors
due to sny single findeterminate fsult on sn fnput or output 1ine. Below
the table, the fewlt behavior is summarized. Each of the four possible
correct outputs are listed along with the fanlty outputs that they may
be changed into. From the summary, we see that any time ihe correct
output vector iis ®, diww with a Hadit yn apee off Hice inputs oF outputs.,
we may get sn outbmtt veadtar offeittiar 0, I, er 2. Wiam Hr commadt auit—
put vector fis 1 ocar 22, we mmyy get any outpult weekwr.. When the correet

output vector iiks 3B, we mwy et ah Quitpdt weator of 1, 2, or 3.

It is now necessary to assign e check vector to each of the possi-
ble data vectora. In order to keep the cost of the code as Jow &8s pos-—

sible, it is desirable to sssign as many of the data vectors to s single
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cheek vector as possible. On the other hand. two data vectors cannot be
assigned to the saesie check vector if & fault may transforid one data vee-

tor §nto the other data vector-

A set of data vectors is said to be compatible If no metsiber of the
set may be transformed by a fault inte snother mesiber of the set. The
problem is to determine the fewest sets of compatible data vectors sbeh
that each data vector occurs §n exactly one set. Each set of compatible

data vectors §s assighied a nnique check vectok.

In Figure 4.10, a merger disgram is drawn &% & graphical aid to
determine the fewest sets of ocompatible data vectoks. The HergeE
diegram has a node for each data ootput vectek. AR ar¢ is drewn between
each pair of compatible data output vectors- A set of nodes is ecewpati-
ble §f and only if every node in the set is cotnected by an are 1o every
other node in the set. From the merger diagram. we see that at least
three sets of data vectors are required. Data vectors O and 3 form a
compatible set since a correct data vector of O can never be echanged by
a fault 1o 3 snd & correet data vector 3 can never be changed by @ Fault
to 0. On the other hand, data veetors 1 end 2 pust each be ip 2 set by
themselves since a fault may change these data vectors to any of the
other possible data vectors. Since at Jeast three sets of data vectors
are requiced. there must be three distinct check vegteks. Therefore, ne
code exists with a cost less thans 2. Since C* for this funetien is 2,
no code exists which is more econocmical than the mest eesnemical fFune-

tional duplication code.
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Figure 4.10. Merger Diagram for Full Adder Example.
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The procedure for finding codes that gre both more econemical thas
functional duplication end have Jdmplementations ihat are fault-secure
with respect to the siwplified indeterminate fault model may now be sum-
marized as fol lows:

(@) Construet a truth teble for the desired switehing function.

This function is implemented by the data portion of the eircuit.

{2) For each possible data inmput vector. determine the possible
incorrect data output vectors that may result from a fault 68 a
single #nput.

(3) Summarize the results from step 2 to obtain a list of each
correct data output vecteor snd the #ncorrect data ovutput vectors
that may result from & fault o &8 iRput.

(4) Update the 1ist from step 3 to ineclude the effects of faults
on ouwtput lines.

(5) Determine the minimus nuiiber of sets of compatible data eut-
put vectors required so that each output vector is included IR
exactly one set.

(6) The nminimum number of check bits is the smallest integer

which is greater than or equal to the logl of the Ripnimum RuABEr

of compatible sets.
When the minimum number of sets of compatible data vectors has been
found, then ecach set of data vectors must be assigned & unigque cheek
vector. This assignment is completely arbitrary &s it has ne effect en
either the fault secure property or $he cost of the code. Therefeke,

the assignment may be done so &s to miaimize the cost of the implementa-

tion of the disjoint check bit gemeration legie-

In the example of Figure 4.8, it is possible for all data input and

output vectors to occur. Ia other eaces, It is possible that one or
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more of the imput or output veetors csanot occur Jin normal operationm:
In such a case, this procedure may still be used. Any data finput veco-
tors which are not used should be Jeft out of the truth table. Any data
output vectors which do not oeccur during normal operation may slso be
igmored since the checker may be designed to recognize sny unused data

output vector.

This procedure may be used to detect whether or not & code exists
which has a cost lower than the fiost economical functional duplication
code, Furthermore, if such a code is found by the procedure to exist,
then there is always a feult-secure impleamentation of the code. Since
the fsult-secure property is necessary for all circuits that meet the
totally self-checking goal, then if e fungtion is found to have no code
more economical than functional duplication for meeting the fault-secure
property, the fumction elso does not have & more economical implementa-

tion which satisfies the totelly self-checking goal.

We have assumed that the fmplementstion has ne statie bhazakds. In
many cases, this requires the addition of redundant logie. This 1ogie
has iwmportant implications if the desire is for the iwpledentetion %o
satisfy the totally self-checking goal. If redundant circoitry is
added, then the circuit caennot satisfy the totally self-checklng pro—
perty. However, the circuit might not satisfy the strongly feuwlt—secure
property. For such fault-secure circuits which sre not strongly fault-

secure, fsult detection csnnot be guaranteed for some fault sequences.

The procedure we have proposed does not take jinto consideration any

statie hazards which may exist in the implementatien when exsmining
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whether a fawlt may propagate from &an #nput €0 &n output. I8 sofe
cases, a static hazard does not destroy the fauwlt-secure property. Each
static hazard #n the circuit allows & fault to propagate from an Inpdt
to an output. Such & static hazard causes 8 correct output vector #o be
transformed to enother incorrect output vector. Ia some cases, this
transformation occurs for some other Input vectok. regardless of whether
the statie hazard exists. In this case, the static hazard does not
affect the fanlt-secure property of the implementation. IA other €ases.
the static hazard csuses the trensformation from a correct output vecter
into incorrect output vector that does not otherwise eceur. If #his
trensformation csuses one of the sets of compatible output vectors o

become inmcompatible, thean the static hazard imust be rewoved from #he

fwplementation.

Redundant logic is often required to remove a static hazakd. Occa-
sionally, the situation arises in which the oesly way a code fay be
implemented so that it satisfies the feult-secure property is to add
redundant logic to the implementatiom. In this situation. the implenen-
tation is fault-seecure, but it is not either totally self-checking oF
strongly fault-secusre. The redundant Jlogie which is added to remove the
static hazard is not testable. Therefore, iT the redundant logic fails,
then the static hazard exists once sgaim, bdut it is Impessible o test
for all failures in redundant logie. Sinece the redundant 1egic was
added to make the circuit fanlt-secure, then the fajlure of this redun-
dant logic causes the circuit not to be fawlt-secure. We now have &
situation where a failure has occurred that cannot be detected by test-

ing. In additiom, the circuit is no Jlonger fauli-secure so ithat the
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next fault that occurs may cause sn imcorrect codeword outpmt- This fs
example where the first dncorreet output Jis a codeword output.
Thereforei such & circuit does not setisfy the totsally self-checking
goal- From this srgument’ we see that if the desire fis to build cir-
cuits which have the strongly fsult-secure (or totally self-checking)
propertyi: then redundant logiec should not be used to remove static

hazards.

In many finstancesti it may be desirable to use implementations which
are not of the form of Figure 4.6, Often by sharing logic smong several
outputs’ the mmount of logie required for implesmentation fs signifi-
esntly reduced. In many casesi sharing logic between several outputs
results only fin fawlts which can be modeled as & single fault on an
inpdt or output. In other casea the shared 1ogie causes faults which
cannot be modeled ss a single feult on an j§nput or &n outputi but
fevertheless? 00 sets of cosmpatible output vector: become incompatible
due to the shsring of Jogie. In both of these cases’ the sharing of
logic does got sffect the fanlt-secureness of the implementation. In
other cases? sharing of logic results in compstible sets of output vec-
tors becoming incompatible. In cases where one or #ore sets of output
vectors become imcompatible’ the resulting implementation is net fault-

secure.

Simulators sre usually the most practical method of evaluating the
effect of stetic hazards end sharing Jogiec on en implementation. Ter-
nary simulators sre quite straightforward to implement [57]. If the

circuit implementstion is of the seme form ss Figure 4.6 (mo shered
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1ogic)# then the simulator cen be used #o detersiine when & o valde oA an
ifnpdut causes & o value on sn output. The simulator can determine when &
t valde propagates from #nput to output of an Inplementatiom. regardless
of whether static hazards exist. A terasry simulator may elso be used
to study the effect on an Implementation of sharing logic among its out-

puts.

The procedure we have ovtlined in this section cen be used to
search for codes that are more econonical than the most economiical fuie-
tional duplication code. 1f a functional duplication code is feund #o
be the most econoiiical code#4 then it may be #mplemented withodt asny con-
cern about static hazards or the sharing of loglc between ocutputs in the
inplementation. If snother code is found 1o be more economical. then it
may be implemented in the formi of Figure 4.6 and & ternary simulator may
be used to check for the presence apd effect of static hazards. If an
inplesientation that shares logic awmeng the outputs is desired (i.e.# the
fiwplementation is not of the ferm of Figure 4.6). then the siwulator mnay
also be used to determine the effect of shared 1logic. For fon-
functional duplication codes. mny static hazard or sharing of logie
vhich causes sets of ceoipatible output vectors Ko become incosipatible
fust be reioved or else the code must be modified so that the sets of
outputs are split into swaller eutputs. Obviously resoving & statie
hazard or using separate legic o saleulate emch ovtput requires extra
logic. Modifyiag & code by splitting sets of compatible outputs, may
also require additional 1legic. 1t should be noted that for functiomnal
duplication codes, hazakds 2nd shared Jogic are not a concerm. The

bijective property requires that each set of compatible output veetors
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have only one member. Therefore., for functional duplicatiem. the sets

of data vectors always rewain compatible.

The full sdder example fis & casse where no code more ecomomical than
functional duplication exists. There are other functions, however,
where codes more economical than functional duplication do exist. Fig-
ure 4.11 shows the truth tsble and fault behavier of a two-bit, veetor
AND function. From the 1ist of input snd output fault behavier, it is
clear that only two sets of compatible output veetorz are required,
0,3} end {1,2}. For sny such vector bitwise functiom, regardless of
the length of the input vectors, & fasult under the simplified indeter-
ninate fanlt model may only effect &t most one output bit. Therefore.
sny possible erroneous vector will be distance 1 sway from the correct
output vector. To detect such errors., it is only necessery for every
output codeword to be at least distance 2 sway from every other output
codeword. A one-bit parity code is sn excellent choice for snch a code.
Consequently, for smy bitwise vector operatiom. fsult-secure operatioa
with respect to the simplified indeterminate fault model may be provided

at & cost of only one check bit.

4.2-4. Check Vestur Sajicritich

If the circuit we wish to design sccepts unencoded inputs, then the
genmeration of the check vector presents no particular difficulties. The
unencoded input vector is fanned-out to both the data end check portioms
of the circuit. Since the entire input vector is available to the check
portion of the circuit, the generation of the output check vector is

straightforward. Unfortunately, if there fs a fesult on an isput 1ine
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before the inmput vector js fenned-out to flie data end check portions eof
the circumit’ then the fsult may cause an undetected error sinee ihe
incorrect value is passed to both the data snd check portions of the

circuit.*

The genmeration of the check vector becomes more complicated if the
circuit is part of & larger totslly self-checking system. In this case,
the check vector must be generated in such & manner that ne wodeled

failure on sn input violates the fenlt-secdure property.

Figure 4.12 demonstrates three possible ways of pgenerating the
check vector that are compstible with the philosophy of separable codes-
Method A of Figure 4.12 has the sdvantage of being very simple. In this
method, the data input vector is used by both the data end cbeck por-
tions of the circuit. Unfortunately. as we have just shown, this metbod
cannot protect sgainst input Jline faults. Method B is slso very simple.
In this metheod, the data imput vector is used to calenlate the data out-
put vector snd the check input vector is used t0 cselculate the check
outpaut vector. Note that the check output vector of the previous funec-
tion forms the check input vector of this function. The drawback t¢o
this method is that there may not be enough informetion in the cheeck
inpdut vector to cslculate the ebeck ontput veeter. It showld be noted
that the bifjaetive property of functional duplication guarsntees ihat
method B may slways be used with functional dupliecatiom. Methed C is
noxe complicated than either method A or method B. In method C, the

data ifnput vector is used to cslculate the data ocutput vector end the

*
We sre assuming that none of the data bits is redundanmt.
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data input and check input veetors are used to csalculate the check out-
put vecter. Since the check circuitry must procesz both the data input
snd check Jinput vectors’ method C generally requires more logie than
either method A or methed B. For this reasom’ method B is preferred

whenever it is feasible.

One of the sdvantages of using sepsrable codes is that; in general’
single faplts only affTect either the data vector or the check vectok.
but not both. If method C is used for generating the check vector then
a single fanlt may affect both the data and check portions of the cir-
cuit. ldeally, if method C is used to generate the check vector, thein
it would be desirable to design the cheeck portion of the cirecuit so that
no single failure on one of the data input bits csuses hoth the data snd
check portions of the circuit to produece erroneous output vectoes. If
both the data and check output vectors may be in erroe, it is very dif-
ficult to determime whether the circuit violates the fsult—secure pro-—
perty. In some cases, it may be possible to design both the data and
check circuits so that even when both dsta and check veetors are
incorrect, the ountput vector is & non-codeword. In general. this goal
is very difficult 1o achieve since we must now consider the effect of
faults fin the data finput vector on the check owtput vectox. The primary
reasons for choosing separable codes is o simwplify the snalysis end
design of the circuit. If fsults ere sllowed to csuse errors #n both
the data output vector and the check ontput vector, then #n order io
insure that the circuit is fault-secuke. we must consider the data cir-

cuit snd the chesk cirecuit togethek.
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Up to this point, only the function perforied by the data eircdit
needed to be considered. We were sble to ignore the details eof the
check circuit because errors were not sllowed #o0 occur in both the data
output vector snd the check ontput vecter. IT siwultaneods errors were
allowed in both the data output vector end the check output vectee, #hen
the fumctions performed by the data circuit and the cheek eireuit must
be considered when finding codes that setisfy the fawlt-secure property-
However, the fumction that the check ciredit performs depends on the
code selected. In this case, & code has to be assuimed., and thea, the
data circuit and check circuit ftogether @s & unit may be tested #o
determine if the entire circuit satisfies the favlt-secure property.
The additional snmalysis required by this process negates any advantage
that separable codes have over non-separable codes in teriis of ease of
sanalysis. 1In additiom, the code used snd the function performed by the
preceeding circuit, whieh produces the jnputs for this eciredlt, RuUst
also be considered when evaluating the fenlt—secureness of this ciredit.
This requiremient serves €o complicate the design proecess further. For
the sske of simplicity, we assume that simultaneous incorrect data and
check vectors imply & de jure violation of the feawlt-secure property.

This asstiption will be referred to as the disjoint error assunprion.

1n fiany cases methed B is not applicable. It is Jiportant 6 know
whether or not method C is universally applicable so that it may be used

when method B esnnot be dsed-

Theoresh 4: Method C may be used to provide a fawlt-secure iwple-
mentation with respect to the simplified indeterminate fault
nodel of the check portion of the cirecuit provided that the
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Hapming distance between any two data input vectors §n a8 compa-
tible set is et lsast 3.*

Propf: ¥e prove this theorem by descridbing s method C iwplesen-—
tation that satisfies the theorem. Assume that the cheek por-
tion of the circuit has no ststic hazacrds. As we have already
discosseds smy switching function has s static hazard free i
plementatiom. Recall that sdded redundancy iIf sny. does not
jeopardize the fault-secure property. If method B is sufficient
to provide a fault secure implementatiom. then clesrly this
theorem is true (i.e., simply use the method B implementatien

and have the data fmput vector igmored by the check generation

circaitay).

If method B is not sufficient, then there must be at least
one jimstance where the ssme check input vector is used by the
check circuit to caslculate two different check output vectors.
In this case, the imformation contsined in the data input veetor
most be used to help calculate the check ontput veetor. Let us
call eny two such data imput vectors D, gij p,.. ket HheiF
corresponding check inpuot vector be Cu. #nd their cheek eutput
veetors Be C,; end €g3» respectively. Since data imput vectors

D; snd D3 have the ssme check vector C{y, they must belong to

the ssme set of compatible data vectora. By the distance 3 res-

*Under sny circumstancea. the Hamming distance between any two compa-—
tible data vectors must be at least 2. Otherwise. 8 fsult on sn output
line ocould transform one member of & compatible set inte another member
of the ssme set. This property violates the definition of a compatible
set.



triction of the theorem, D; ggd p, must differ in at least three

bits. Let S be the set of bit positions in the data imput veec-

tor which ere different in l!1 #0 D, - Sigee the minlmui Hamiklag

distance is 3, set S must have at Jeast 3 members.

When & fmult exists, the output may be either the correct
codeword or = non-codeword. Precisely which non-codeword tbat
is produced is not important. Therefore. as long &8s &n A
correct ocodeword is not produeed, we may design the cireuit o
behave in any manner we wish when en unused Input occues. Since
e single fault on the data input bits in S corresponds to6 unused
input vectors, we are free to assign these in any way we fiad

convenient as Jong a&s an incorrect codeword is not produced.

In order to insure that the check generation ciredit setis-
fies the fault-secure propeety, the cheek circuit must be
diesigned so that if the correet check output vector is Coll\' Hen
for any single bit change in D; of bits ip set §, the echeck eut-
pot veetor is still C ,t This requirement follows frem the dis-
joint error assumptiom. Likewise, if the correet check output
veetor is C 5, then for sny sisgle cbange in D3 of a bit in set
§, the check output vector must remain Cgﬂ.,. The eheck Fipetipn
may always be defined in this manner, since all pairs of data

input vectorz in the ssme compatibility set have & Hamming dis-

teance of at least 3.

Since the check circuit has no static hazawds. when €,; Ad

163
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either Dy or Dy is spplied to the check circults no check output

bit is sensitized to any one of the bits in set S. Similarly
given cn and either Dy or D &s isputs’ no cbeck output cem be
sensitized to a data Jsput bhit which is not in set S, due to ihe
disjoint error sssumptiomc The distance 3 restriction in the

theorem statement sssures that such a circult jis fessible.

Therefore, sny feult on a single data Jsput bit results in
the ocorreet chkeck output vector end either the correct or the
fincorreect data output vector. If the data output wveetor is
correct, then the correect codeword is produced. I g incorrect
data output vector is produced, then it is not compatible with
the correet check outpot vector. Therefore, the circuit is

fault-secuke.

Theorem 4 shows that method C may aelways be used provided that the
nininem Hamming distance inm amy compatible set is st Jeast 3. Ia the
proof, it is reguired thhettthke cbhekkirciddunilte bdeslionibghedo sthaghadn in
those csses where there is finsufficlient informetion in the check imput
vector to calculate the detam iappttwectorr, a 3ingle fault ok e of the
data f#nput bits would nwdt chmange tkbe chhedk omtpmtt vweadtar.. By making
this requirement, we are insuring that & fawlt on onie of the dsta inmput
bits does not csuse the check output veetor to be iIncorreet. If we do
fiot design the check cireuit in this manner, then & fewlt on one of the
data dmput bits may ceasee bodbh thihe dedasa aadd chheedk vweattanss to he
fncorrect. This fo turn may lead to sn JIncorreet codeword output and

thus & violation of the fanlt-seeure property.
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In order to satisfy the fault-secure property under the disjoint
error assumptiom, the check circuitry must be designed so that po single
fault on one of the data imput bits changez the check Output VeGtor.
Unfortunately, this type of check circuit creates s testability probles

if the desire is to ifmplement & circuit which satisfies the totally

self-checking goal.

Theorem 5: If & circuit cannot be implemented using method B,
then no implementation using method C satisfies the totally
self-checking goal with respect to the simplified indeterminate

fault model.

Proof: If the checker circuit is implewented so that a single
fault on one of the data imput bits may change the check outpat
vector, then a single failure on one of the data input 1ines eam
result in an inmcorrect data output and check output vectee. By
the disjoint error assumptiom, the circuilt is not fanlt-seguEe.

Therefore, the circuit cannot satisfy the totally self-checking

goall..

Consider an implementation using method C where no single
bit input fauwlt alters the check output vector. We How prove
the the theorem by constructing a sequence of faults on the data
input bits for which the implementetion vielates the self-
checking goal. Since the data portion of the cireuit may econ-
tain redundancy, we consider faults only on irredundant data in—
put bits, i.e., esach such fault will affect the data eutput vee-
tor for some data idnput vector. Let the first fault in the se-

quence occur on one of the data jisput bits after ihey have been



fanned out so that the fsult only sffects the eheek‘ clirounids
This feult is undetectable. Let the next feult 6ccur occur oA
snother data idnmput bit. If this fault causes the check output
vector to change; then let the fsult occur before the data dinput
bits are femned out so that jt sffects both the data snd check
portions of the circuit. Otherwise, let the fsult occur sfter
the data dnput bit is fanned out so that it sffects only the
check portion of the circuit end is therefore undetectable.
Continue this process until a fault Finally causes incorrect
check output vector. Note that such & fault must eventually be

encountered since otherwise sll data inpot bits would be reduni-

dant in the checker portion of the circuit snd we would have a

method B implementation contrary to the theorem hypothesis. We
now have a sequence of undetectable faults followed by a data
input bit fault that slters the cheek outpdt vector. This last
fault nmust also slter the data output vector for some choice of
input veector. It therefore ceuses gn incorreet data output vec—
tor sand sn incorreect check output vector. Froam the disjoint er
ror sssumption, fthe circuit is not fsult-secure for this se-
quence of feults. Therefore, the cireuit cannot satisfy the to—

tally self-checking goal.
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From this discussiomn, several conclusions cen be drawan. Method A

fiust be used if the circuit receives unencoded ifnputz. Method A, how-

ever, does not protect against failvres that occur on deta inputs.

When

the ecireunit receives encoded inputs, method B is the method of choice.
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Method B is relatively simple to implemeat a&nd when feasible. elways
provides a fanlt-secore Jmplementatiom. Unfortunately. in so0@e cases,
there is not enough input information in the check input vector 1o com-
pute the check output vector. In such cases., methed B cannot be used.
Method C usually requires more logiec than either method A or method B.
Method C provides a fawlt-secure implementation provided ihat ihe
minimum distance of g1l compsetible data input sets is at IJeast 3.
Unfortunately, we have shown 3#n Theorem 5, that if methed B is not
feasible for a given function end input encoding. $thea f6 method C
implementation can satisfy the totally self-checking goal. Therefore,
if the desire is to construct circuits whieh satisfy the totally self-

cheeking goal, then only method B nerits further consideratiom.

In Theorem 4, we required that the Hamming distance between gny #wo
data idmput vectors be at Jeast 3. This reguirement is sctually more
restrictive than necessary. In particulae, if & coapatible set of data
input vectors aell produce data outputs which are all in the sane set of
compatible output vectors, then it is unnecessary to use the data inpdt
vector to calculate the check output vectors. In this case, the check
inpuat vector implies the check output wvectoe. Consequently. for this
check input vector, none of ihe cheek output bits is a fTunction of aby
of the data input bits. If the cheek eircuit has ne static hazagds,
then none of the check output bits is senmsitized to apy of the data
input bits. Therefore, it is only necessary that those cospatible data

imput veetors which may produce data output veetors in different cowmpa-

tible output sets must have & ninimusi Hamming distance gireater than 2.
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Figure 4.12 demonstrates three different methods of generating the
check output veetor. A fonrth method exists where both the check output
end data output vectors sre celculated using both the cheeck imput sand
the data input vectors. Thiz methed is not considered since it violates
the spirit of a separable implementatiom. One of the advantages of =&
separable implementation is that the data portion of the circuit is
unchanged by the coding functiom. If the data output vector were com—
puted from both the data Jnput snd the check ianput vectors”’ the data

portion of the circuit would be changed.

4.4, CED Under & Gengral Single Failmj6 Liditiectilinfitg Faulf Model

The simplified indeterminate fault model is amdequate for describing
feilures that only affect a single line. Unfortunately’ the simplified
indeterminate feult model fails to tske ifnto account ithe behavior of
bridging faildres. For this reasom’ we propose @ new fsult mcdel which

includes bridging failures.

4.4-2% Fanlt Nodel Agammilffiifiv and Pivoerdliiag

The gEfifffl aidglfridilore iddetermipate fault Eiffd sssumes that

any physical failure that ceuses a short between two nodes csuses the
valne on the two nodes to become ternary u values. * Any physical failure
which effects s single node ceuses the value on the node to become a

ternary u value.

¥

Only bridging failures between two nodes are considered. The proba-
bility that & single failure csuses more than 2 1ines to become shorted
iis quite Jow.
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Clearly, the general single-failure indeterminate fault model snd
the simplified indeterminate fawlt model are identical for physical
failures that affect only & single node. The difference is that the
general single-failure indleterminate fawlt model Jis alse sble to medel
failures which cause two nodes to become shorted together. We assume
that a bridging failure aslways causes both nodes €o assuie & fernary u
valwe. It cen be argned that jf both Jines have the seme Boolean valuwe,
the short has no effect. In most cases, this Jis true. For sode types
of circuits which are very sensitive to changes im circuit parameters
(A.e., certain classes of dynamic circuits). & short between two nodes
may definitely afTect circult operation. even when they would have the
same Boolean value under fio fasult. For other classes of circuits it is
also possible to make the aessmiiption that both nodes assume & 4 value
only when the nodes have differeat Boolean 1logic valdes uwndeF ne
failure. In this case, eny ¢ime both 1ines have the ssie value. we

still must consider the effect of single faults &t each node.

Nost of the theorems snd procedures which were developed in Seetien
4.3 for the simplified indeterminate fault medel have an @nalog for the
general single-failure indeterminate fault model. When censidering 2
theorem for the general simgle-failure indeterminate fault model. which
is smalogous to a theorem we have considered for the simplified indeter-
minate fault model, we use a "*” after the itheorem’s nufiber o Indicate
that the theorem sapplies to the general single-failure iJIndeterminate

fault wodel.
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When more than one variable of a& logic Fumction may be indeter-
minate value: the Boolean difference is no longer setisfactory for
determining whether en output fs sensitized to n values on several

joputs. Considers

= (xy, _cx  To g (a7 CONPNPNES ¢1))

where X represents en jioput vector to some combinational function f. If
function f has no p-variable logic hazards’ then the output of £ is sen-

sitized to termary n values on Gj, ..., £,) if and enly If there exists
both 1% end 0*s specified for £ within the 2P cells of the sub-cube

(\Xgﬂ» revy Xjj). When a p-variable logic hazard exista’ then the output

of T iis sensitized; even if the 2P cells of the sub-cube (xpﬂ. cave z.!\

are specified as all 1s or all 0's.

In the general single-failure indeterminate fsult model” we gssume
that sny two nodes in the circuit can be shorted together. In practice”
only lines which are in close proximity to one emother can become
shorted. Unfortunately, unless the circuit lsyout i§s evailable’ there
is no way of knowing which lines sre near esch other. For this reason.
we assume that with one exceptiom’ sny line jin the circuit fiay beceme
shorted to amy other line in the circuit. The one exception concerns
shorts between the data end check portions of the circuit. We assuie
that the circuit is designed so that no shorts can occur between the
check circuit snd data circuit. Presumably; e design rule cen be speci-
fied so that if two l1ines are sepsrated by some distance’; no short cam
occur between the two nodes. This restriction insures that ne single

short will cause error to occur in both the data send check output
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vectors. In many cases, & circuit Jayout is svech that #nputs and out-
puts are on opposite sides of the circuit. If this is tbe ecase. the
probability of a short between input node snd en output fiedes is very
low. We assume that imput-output shorts may occuk. If enough Informa-
tion jfis known about the Jlayout, it may be desirable to assume that
imput-output shorts do not occue. ALl of the results of this seection
may be easily modified if desired for the assumption that Input-odtput

shorts do net occulr.

We are now ready to begin reconsideration of the theerems which we

have already developed for the simplified indeterminate Ffault model.

Hypothesis*: Indeterminate values at & pair of nodes is the most
general model for a bridging fault.

Theorem 2*: For anmy switching funetiom., an isplementatien exists
in which all failures asllowed by the general single-failure in-
determinate fault model may be modeled &s ternary u values on
one or two idmput 1ines, fternary u values on one or #wo output
lines, or ternmary u values oA & single input Jine snd a single
output Jinpe.

Proof: If one of the two u values behaves as the correet logie
value, then this situation is eguivaleat to a single o value 64
an imput or output. 1In the proof of Theorei 2, we showed that a
single u valve on sn input or output could model il faildures in
the siwplified indeterminate fault model. Therefore. we only
need to consider bridging failures. Assume the function is im—
plemented in the form of Figure 4.6, j.e., no outpdt bits share
logiec. Clearly, any feilure which causes & short between #wo

jnput lines may be modeled as & pair of indeterminate values on
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the two skorted input 'lines. A sbort between two nodes withig
the logic for one output bit only sffects that ovtput. This
condition may be represented as & single ternary u value on the
affected output. Any short that ocecurs between two nodes asso—
ciated with two distinct output bits% cen at wost affect the two
output bits. Thus’ such faults may be nodeled as & paie of ter-
nary u values on these outputs. A shert that occurs between &n
isput node snd sn output node may be modeled as the @s & ternary
u value on the effected input and a ternary u value on the af-
fected output. Therefored for this implementation. el failures
allowed by the general single-failure jndeterminate feult medel
may be modeled es ternery u valups o st most two input Jipest

two output lines, or one of each.

Just &s was the case for the simplified indeterminate feult model.
Theorem 2¢ signifiecantly reduces the nnmber of faults which fdst be coa-
sidered for iJmwplementations of the form of Figure 4.6. If shorts
between sn JInput node smd output node are Aot being considered. then
only pairs of ternsary u values on idnput nodes end pairs of ternery d

values on output nodes need to be considered.

Theorem 3*: Functiomal duplicetion provides an impledentation
whieh satisfies the totslly self-checking goal with respect to
the general single-failure indeterminate fault model for any
switching functiom.

Proofr Based on the sssumption that the circuit can be designed

such that no node in the data portien of the cireuit cen be
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sherted to 8 node in the check portion of the circuit’ the proof
is identical to the proof for Theorem 3.
Cofpllary 1*: If a functiomal duplication implementation con-

taias no redundant Jogic (when only the input code space may be
applied)’ then it is totally self-checking.

Prooff- The proof is identiecal to the proef for Corollary 1.

4.4.2- Economical Implementations for ihe General Indeterpinete Fault
Model

Once agaim’ we are now left with the question of when. #f eveE, #an
inplegentation exists whieh is cheaper than functional dupliecation. The
procedure that we developed for the simplified indeterminate fault meodel
is directly applicable to the general single-fallure indeterminate fault
model. The only difference is that we must consider fawlts on a pair of

input end output l1ines rather than single faults.

As an example of searching for & more economical code, consider a
four-input, three-output function. The dnputs censist of twe 2-bit
pumbers; X = xixg and ¥ = viye: The output S = s3sjsg i5 the s of X
snd Y. Figure 4.13 shows the truth table for the function and the
result of failures on all pairs of inputs. 1t is assumed the fFunetion
is implemented without sny 2-variable logic hazards so that the sensi-
tized bits may be determined from the truth #able. By only considering
faults on the inputs, we have the situvation where any of the eerrect
outpet vectors, except 0, can be transformed 10 sy other eutpdut vectok.

¥hen 0 is the correet output vector, then sny output vecter may result
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except 5 and 7. Since output vector 7 is never & legal ouvtput veeter,
it may be ifgnored. When output faults ere consideved. it is possible
for the correct output vector O to be transformed into output vector 5.
Therefore, sny of the correct ontput vectors can be trsnsforiied by =
modeled failure into sny of the other Jegal outpdt vectors. Cleakly,
functional duplication is the cheapest code for this example if the gen-

eral single-fault indeterminate fanlt model is used.

Figure 4.14 shows the behavior of the outputs usder inpui—output
shorts. 1In order to consider the effects of input-output shorts. it is
necessary to consider & ternary u value o8 one inrput node snd one output
node simnltaneously. The procedure of Section 4.3.3 considers ihe
effeect of ternary u values on all single Jnput nodes. The first fFour
columns of Figure 4.14 show the effect of fenlts on the input nedes. 1If
an indeterminate fault simnltaneously ocedrs on &n output node. #hen the
resulting output vector may be altered in at mest one additiomal bit
positiom. Therefore, the output vector resulting from a ternary o value

at both an inmput node and an output node. &8 shown in the outpdt map of

Figure 4.14, js eitheg:

(1) the correct output vector

(2) one of the ibcorrect ouwtput vectors #bhat ecanm result from a
fault on an Input node

(@) other output vectors which ere s Hamming distanmce of 1 from
one of the outpdt vectors #a (1) or (2).

The procedure for finding codes that sre more economical than fune-

tional duplication snd that bave implementations #hat asre feuli-secure
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with respect to the general single-Tallure indeterminate fault model may

now be suimmarized as follows:

(1) Construct @ fxruth deble flor the desired ovitehing function.
This function is implewmented by the data portion of the cireudit.

(@) For emch possible diote iwput vector, diedernine e possible
incorreect data output vectors that may result from a Ffawlt on a
palir of inputs.

(@) Summerize tihe vesults faonm step 2 do shiedn @ list of eeeh
correct data output veetor end the incorregt data ouwtput vectors
that may result from a pale of input faults.

(4 Uptate tthe list from step B do icllude e efffects of hoaules
on a pair of output Jines.

(5) Update the list from step 4 to include the effects of faults
on sgn input line end an output line siiultaneously.
(6) Determime the minimum number of sets of compatible data eut-

put vectors so that each output veeter is Included In exaetly
one set.

() The minimum number of cheek bits is the smallest integer

which is greater tham or equal to the Jog? of the MIRIRUR RUABEE
of compatible sets.

So far, we assumed that any two nodes #n the data pertien of the
circuit may become shorted together. If it is khowa a prieri that twe
particular imputs cannot become shorted. thea this fault peed net be
considered when determining the effects of faults o6n eutput vectoks.
Likewise, if it is known that two outputs (end the Jegic which ecemputes
these outputs) cannot be shorted together or ihat @8 #nput Bede capnot

be shorted to zn output node, then these faults do net have 0 be
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considered either. It is only necessary to censider the effects of

faults which may actually occue.

This procedure is based on the assumption that asny short between
two nodes results in 8 ternsry u value on both nodes regardless of what
the original logic values of the shorted nodes would be dnder fno feult.
For soie types of circujts; particularly ststic ¢circuits’ this sssump-
tion is overly pessimistie. For such circuits; 8 more ressonable
sssumption f§s that a bridging failure between two nodes” causes a ter
fAary o value at the node only if the original values at fhe fnodes sre
different. The procedure for finding more economical codes” can easily
be modified to work with this assumption. The only difference is that
if the two nodes have the same value’ then the short has no effect oa
circuit operation. 1In those cases where the failed nodes have different
valdes’ the above procedure is unchanged. In the remaining cases where
the nodes have the same value’; the effeet of a single ternsry u value on
each of the two nodes individually must be considered (d.e.; the effect
of & single ternary u value needs to be considered for esch input vector

only for nodes whose bridging faults have no effect).

4.4.3. Check Vector Genmeration

The general single-failure #ifleterminate fault model presents the
soie problems for check vector generation es in the siwplified indeter-
inate fFapult medel. The three methods presented in Figure 4.12 sre
still possible cendidates for generating the check vector. Method A s
the method to use when the circuit receives uniencoded J#nput data.

Method B 3is the method to use when there is enough informstion in the
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check inpot vector to calculate the check output vector. When ihe cheek

inpot vector contains inmsufficient jinformatiom. method C must be used.

Theorem 4*: Method C may always be used to provide a fault-
secure implementation of the check portion of itbe ciredit with
respect to the general single-failure indeterminate fault medel
provided that the Hamming distance between any two data input
vectors in a compatible set is at least 5.

Proof: The proof is identical to the proof for Theorem 4 except
that the check circuit must be specified so that ne pair of
faults on the data input lines causes the check output veetor o
change. This requirement cen always be met when the mimimum
Hamming distance between any two data input vectors iR a compa-
tible set is at Jeast 5.

Theorem $%*: If a circuit cannot be implemented using methed B,
then no implementation using method C satisfies the #totally
self=checking goal with respect to the pgeneral single-Tallure
indeterminate fault model.

Proof: The proof is identical to the proof for Theorem 5 execept

that we must consider a pair of favlts on data isput Jimes.

43 . Checker Requiremenmts

It was stated in Section 4.2.1 that a totally self-checking ehescker
must be both totally self=checking and code disjoimt. As pointed out by
Smith [5], #t is not actually necessary for the checker to satisfy the
fault-seeure property. A checker which is self-testing and code dis-
joint slso operates satisfactorily. The fault-secure property is pot

necessary since what is important is whether the ootput from the ciredit
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being checked is a codeword or s nmon-codeword. If & circuit is totally
sel f-checking and code disjoint: then as long as the checker is operat-
ing properly: it will siways produce = non-codeword output if the output
from the circuit being checked is a non-codeword. When the checker
feils*: then the totally self-checking property inmsures that there is
some test to detect the Failure. As Jong as ell modeled failures asre
testable’ it is not necessary for the checker output vector to be the
correct codeword output under sll possible faults and checker input vec-

tors. Therefore, the checker does not need to be fault-secure.

Checkers for indeterminate faults are much easier to design if they
do not have to setisfy the feult-secure property. We have assumed that
checkers sare unable to detect imdeterminate values. Therefore’ a
checker cennot be code disjoint with respect to indeterminate failures.
Checkers should:s however, be code disjoint with respect to vectors which
contain only Boolean values. If the idmput to the checker is @
potential-codeward, then the precise response of the checker becoies

fon-deterministice.

In our design methodology, checker input vecters come from the out-
puts of the flip-flops which separate blocks of combinatiomal logie. If
8 feilure occurs inside the block of logic: then the flip-flops should
with very high probability have a legal logic value output. The proba-
bility that more than one flip-flop passes san indeterminate input
through to fts output should thus be negligible with respeet to the pro—
bability that some multiple or other unmodeled failure occurs. However:

we do need to be concerned about the cheeker receiving indeterminate
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valwe, for example if one of the flip-flops should fail. Thus 2 checkek
may experience three different conditions when a failure oceuks: the
checker may receive a non-codeword with only Booleas values. the checker
may receive & potential codeword that has exactly one iIndeteriminate
valoe (two indeterminate values due to & short if the single-failuee
indeterminate fault model is used), or the checker may receive the
correct codeword. The first case should be detected by the checkek. the
next case is compatible with the requirements for epnAcurrent erroF

detection in the next block of combinatiomal Jlogie. and the last ease

involves no error.

If the checker is code disjoint with respect to Boolean values and
self-testing with respect to indeterminate faults oecurring withia
itsel¥, it is able to respond aeppropriately to all three of the situa-
tions that may occur. Nbtee thatit iff opme Obf thhe chhekkErss ippgtss iss
indeterminate, then the failure may or may not be detected. If it is
fnot detected, the next block of combinational logiec which aceepts the
output of this circuit as its input, may receive one (two if the general

single-failure indetermimate fault model is used) inmcorreet imput bits.

Ay cheecker which is acceptable for the single stuck-at fault model
is alse acceptable for the simplified indeterminate fault model. Sinee
the checker is self-testing with respect to single stuck-at faults it
ust also be self-testing with respect to simplified indetermimate fault
fiodel faults. The checker ijs also code disjoint for all vectors which
enly contain Boolean values. This fact implies that sny non-codeword

inpdt vector results in & non-codeword output vector. 1If the idaput vee-
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tor is a potential codewordi then at least one ountpat must be sensitized
to sll of the fnput vector bits. If we consider all possible Boolean
vectors that csn be constructed by replacing indeterminate valuez in the
potential codeword by Boolean valuesi exactly onme of these fs a codeword
(the potential codeword’s ecorresponding codeword). If the potential
codeword applied to the checker's input is the corresponding codeword:
then the checker output vector must be 8 codeword. When the other
Boolean vectors (which sre non-codeworda) sre applied; then the checker
output vector must be = non-codeword. Therefore, st least one output
bit of the checker must be sensitized to the checker input vector bits.
Therefore: if the checker is sdequate for single stuwck-at faults: it is
also adequate for the simplified indeterminate fault model. This result
is quite important since a variety of checkers for different codes have
been designed under the single sthck-at faplt gssumption. Techniques

for designing cheeckeraz sre discussed in [5].

Checker design fs more compiiceted for the general single-failure
indetermimate fault model. A 1ine of reasoning similar to that used for
the simplified indeterminate fenlt model may be used to show that a
checker which is adequate for & double stuck-at feult model is siso ade-
quate for the general single-falilure indetermigate fault model. Unfor—
tunately: checker designs for a double stuck-at faglt model sare not
well-known. One possible solutjon is to use duplicate checkers that are
designed for single stuck-at faults. The duplicate checkers would be
placed so as to prevent a short between nodes in #two distinet checkers.
In sdditiom, the checker i#nputs should be buffered before going to each

checker so that a bridging fault in one of the checkers will not affect
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the other checker through the checker #nput IJinest With suveh

approach” the outputs of at most one checker will be erroneouws.

Consider a totally self-checking system constructed fromi 2 number
of smaller totally self-checking modules”™ IT 2 checker is placed at the
output of each module’ then instead of having one set of encoded 1ines
which indicate the presence of san erroe. ithere sre several sets of error
indication lines (one set from each of the checkers). It is possible to
use one global checker which checks the owtpdts of all the other check-
ers. The output of the global checker produces one set of error indica-—

tion lines which indicate if an error has oeccurred anywhere iR the sys-

tef .

If a failure occurs in one of the flip-flops which separates Wwe
blocks of oombinational logics it f#s possible for & simple plebal
checker scheme to fail. In particular, the checker which reeceives the
output of the failed flip-flop may have an indeterminate valde ipput
(two indeterminate value inputs if the general single-failure indeter-
minate fault model is used). The next coabinational bleek which
receives the output of the failed flip-flop may slso receive a8 indeter-
minate value idnput {({two indeterminate valde dnputs iIf the general
single-failure indeterminate fault model is tsed) asnd in response. pro-
duce & non-codeword output. If this sitwation occuks. i#he glebal
checker may receive both an indeterminate value ((from the cbecker of the
first block of logic) and a non-codeword input (from the checker of the
second block of logic). We assume as sbove, that there is a negligible

probability that indeterminate imput can propagate #hrough an entike
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logie block and its output flip-flopzs. If the second logie block pro-
duces e Boolean-valued non-codeword’; then the global checker must indi-

cate en error if the system is to operate sppropriately.

However, because of the presence of ingeterminate value output
from the first checker, it is possible for a codeword %o be produced by
the global checker due to the fact that the jinmdeterminate value cen pro-
pagate through ome or more stages of the global checkee. In such 8
case, it is possible that no error would be indicated by the global
checker even though the second block checker output indicates error.
To make this possibility extremely unlikely., flip—Tlops should separate
the outputs of the block checkexs from the inputs of the global check—
ers. In this manner. sny indeterminate values produced by one of the
block checkers sbovld becosme IJegal 1ogie values before they are

presented to the global checkee.
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CHAPTER 5

Conelusien

5.1. Evalgatiop of Fault Model

Two models for concurrent error detection s#re defined in Chapter 4:
the simplified indetermimate fault model and the general single failure
indeterminate fault model. These fault #eodels are based 6n
indeterninate-type faults. We are now in & position #o evaluate ithese
fault models by comparieg them to the traditional fault models using the

eriteria proposed in Chapter 1.

31 .1. Fault Model Accuracy

The indeterminate-type fault is based on the snalyses of Chapters 2
and 3. This analysis showed that when MOS Jogic eirecuits fail. they may
proddee ountputs that ere not legal Jogie values. Traditional fadlt
models rely on faults that nmay be represented using Boolean elgebra
{(d.e., stouck-at feults, wired logle faults, ete.). Unfortunately. these
traditional models are not sble to iepresent many of the types of

snomalods behavier that we have discussed in Chapter 3.

Ristorically, faunlts and tests for fanlts have been divided inteo
two broad classes: Jlogical (or static) and parametric {(or dynamic).
Logical faults are defited by Breder snd Friedman [64] as those faunlts
that echange the Jogical behavior of some element or signal. Parametrie

faults are considered to be those fanlts that cannet be modeled as
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logical faults. There is quite a bit of smbiguity in such a classifica-

tion of faults. Beh et al. [65]) define static quality as

the occurrence of defects that i§f present would mest certeinly
cause & circuit failure in 8ll systems aspplicatiens if exer—
cised.

Dynamiec quality fis defined as

the occurrence of defects that if present may possibly cause e
circuit failure in some or all system spplications if exercised.

Perhaps the most reasonable definition is that logical (static) faults
alter DC behavior while dynemic (perametric) faults slter behavior of
the circuits et higher clock rates. From such definitioms,. it is hard
to state definitively that a specifie failure results in one type of
fault or the other. In fact4 it is diffiecult to state that s given
behavier should be classified aes & 1logical (static) or parametric
(dynanic) feult. Clearlyi most of the traditional fsault models are

intended to sddress logical fault types.

When concurrent error detection is incorporated in a system, the
goal is to detect errors when they occur. Whether s fenlt is logical or
parametrie is of little concera to the end user who has paid a substan-
tial presilum for the concurrent error detection cspebility. To the end
user, it is only important that the system detect errors in a tismely

fashiomn.

Many of the traditional fault #odels are special cases of the
indeterminate fault models of Chapter 4. The single stuck-at fault
model and stuck-open fault medel sre special cases of both the simpli-

fied indeterminate fault mnodel aend the pgeneral single failure
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indeterminate fanlt model* In additiom’ the bridging fault model is a
special case of the general single failure indeterminate fault model.
The only traditional fault models thibhatasre nodt cooearad by anee off the
indeterninate fenlt models of Chapter 4, sre the unidirectiomal fault
iodel &nd the unidirectiomal error fault model. The unidirectionmal
fault models eare dntended to cover two distinet type of fFailures:

failures of certain global signal 1ikies,zadd ddenikeze aadd tlioee fallmaes..

The first type of failure idsumsablyycataatrapipitic,ssakh as the com-—
plete failure of integrated cireuit's power 1line. If an entire
integrated circuit loses its power, all outputs drift rather quickly to
a Jogic O and remain at & Jogic O until power 3s restored. Such a
failure clearly results in both a unidirectiomal fFault and & unidiree-
tional error. 1f a ground line fails instead of a power line, it s
more difficult to predict precisely how the integrated circuit outputs
respond. 1If the imtegrated circuit is statie NMOS, then the outputs
certainly would all become logic 1'shk™s. 14T tkke idbEgguatdd cirpit IS
CMOS, then probably one or more of the cireuit’s outputs weuld be
indeterminate. Therefore, for a global failure of the ground Jines in
CMOS 1logic, the unidirectional fault model is of guestionable validity-
The inmdieterminate fanlt models are unable to model the effects of a glo-
bal signal fajilure. If it is desirable to protect against swch global
power snd ground failures (or emy other failure cansing & unidireetiomnal
error), then a fwo-yxail implementation may always be used. A two-rail
implementation consists of the origimal circuit that becomes ihe data
portion of the circuit and the Boolean dual [56] of the oeriginal cireuit

that forms the check portion of the circuit. Such & two-rail
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implementation slways existss end furthermore, iIif setisfies the fuie-
tional duplficatfion property. Since m two-rail code is unordered: it may
be used to detect the occurrence of sny unidirectional error. In sosie
cases’ codes more economical thean functicral duplication may slso be
unordered. In this situatiomn, the more economical code also detects ail
unidirectiomal errors. If it is only necessary to detect the situation
where & power or ground feilure csuses sll outputs ¢o become sll logie
0's or all logic 1'3% then it is only necessary that the sil 0's output
vector end all 1's ovtput vector not be 1egal codewordz. This require-
ment is significantly less restrictive than requiring sen unordered code.
By carefully assigning the check vectorz to the data veetors:s it is
slways possible to make the 81l 0°s ontput vector end the all 1's output
vector be non-codewords ss long ss the check output vector contains more

than one bit.

The second type of failure that unidirectiomal fault models ere
intended to cover’ fs the single failure of & device or line. Usually’;
this §s done for structured elementa. For instance’ Banerjee [4] shows
that under certain restrictioms’ feilures in & PLA or decoder result in
a unidirectiomal error at the device’s output. From the hypotheses of

Chapter 4: any such feilures sre modeled by indeterminate fsults.

Therefore a1l traditional feult modela’ except the unidirectional
fault model end the unidirectiomal error feunlt model” sre special cases
of the indeterminate fault models. The imdeterminate fsult models are
also applicable to unidirectional errors caused by the failure of a sin-

gle line or device. In edditiom’ many of the codes that sre derived




189

using the inmdleterminate fault models also protect ageinst ell unidirec-
tional errorz idncloding those cawsed by global power snd ground
failures. As mentioned in Chapter 1, Smith [5] has shown that the uni-
directional fault model requires that en iJimplementation be built with
noninverting gates. This makes the unidirectionzl fault model wuseless

for most MOS circuits.

With the possible exception of some type of unidirectiomal faults.
all traditional fault models are merely special cases of our indeter-
minate fault models. Therefore, the indeterminate fault models should
be more accurate. In addition to the logical type of faults modeled by
the traditiomal models, the indeterminate fault models aere alse able to
account for parametric-type faults that are beyoad the ability of tradi-
tional models to describe. These parametric faults include timing
failures and oscillations. The biggest limitation of the indetermimnate
fault models is their imebility to model the behavier of multiple deviee
failores. TIn many cases, the behavioer of such multiple failures will
map into one of the modeled faults. IT & functional duplication code is
used, then the circuit is protected against s&n srbitrary nausber of
failures of aeny type ss long a&s these failures only sffect either the
data portion or cheeck portion of the circuit. but not both simultane-

ously .

2.1.2- Eage of Amalysis

fhe second criterion discussed in Chapter 1 is ease of analysis.
The imdeterminate faunlt model is a very easy fault medel o work with.

This is primarily due to the faet that the fault medel is comprehensive
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for mafny types of physical failures. The simplified indeterminate fault
fiodel aceurately represeants the behavier of all failures modeled by the
sisplified indeterminate fault model as well as shorts between nodes.
Therefore”; these feult models do not need to be combined with other
faylt medels to secount for the behavieor of gll single failures aceu-
rately. The treditional fsult medels often must be combined with other

fault models in order to cover certsein types of physical failures.

If implementation in the form of Figure 4.6 is scceptable” then
only fsults on eirecuit inputs or ontputs need to be considered for the
indeterminate fsult models. With the traditional fasult models’ it is
generally necessary to consider feults on ell nedes of the circuit’ not
just inputs snd ontputs. Typiecally; a circuit has many more nodea than
inputs and outputs. Therefore; the nusiber of faults that must be con-
sidered is grestly reduced. 1t is true that for many of the traditicmal
fault nodels’ especially the stueck-at fsult model’ many feults aere
indistinguishable from other faulta. However; even after collapsing the
fault model’; there are ususlly significently more stuck-at faults that

nust be considered than simplified indeterminate faults.

The difficulty in using the indeterminate fsult models lies in the
fect that e ternary algebra must be used rather than Boolean algebra.
Fortunately., the rules of ternary slgebra sre very similar to the rules
of Boolean algebra. Furthermoke’s whea the inputs (o a ternery function
are restricted to 0 and 1 values’ then the function's behavior may be

described using Boolean sigebra. Thus’ perhaps with the exception of
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uafamniliarity. ternary algebra is no more difficult to use than Boolean

algebra.

In general, the indeterminate fault models should provide good ease
of analysis. Both indeterminate fault models are comprehensive models
and only require that & limited number of faults be considered.
Although ternary algebra is required in order to enslyze circuits with

indeterminate fanlts, this should provide fo real difficulty.

5.1.3. Cost of Fadlt Teleranece

The cost of fault tolerance for eny fault medel is highly dependent
on the target system. Some systesis naturally Jend ihemselves more
readily to concurrent error detection than others. Purtherihoke, there
are a variety of costs involved in utilizing sny feuwlt-tolerance scheie-
Such costs include: power cost. size cost. speed cost. and most impor-
tantly, monetary cost. Cleaely,. & variety of tradeoffs exist betweea
each of these costs. Usually one is mest concerned with the tradeeff

between monetary cost and the other types of costs.

When attempting to implement a concureent erroF detection schene,
one is faced with two basic choices: whether o implement the ertire
system ®&s one single totally self-checking circult or to divide the sys-
tem into several smaller totally self-checking eircuits that are Inter-

connected to perform the spme FupctioR-

A variety of tradeoffs are involved in this decision. All other
things being equal, the smeller the blecks of Jlogic echeeked by &

checker, the better the 1logie block”s observability, and hence, ihe
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easier the block is to test. Therefores breaking the system into
several smeller circuits fis generally advantageous in regard to increas—
ing the system's testability. It is slso usually easier to snalyze
small circuits as opposed to large circuiits. Thus; it is usually easier
to find totslly self-checking implementations if the system is broken
into & number of smmller parta. It is not slways obvious how to parti-
tion 8 systesm finto a number of smeller parts in order to maximize testa-
bility and minimize the difficulty in finding e totslly self-checking
implesentation of the system. In generels it is often desirable to par—
tition the system into its functional parts sunch ss edders. register
banks, busses, ete. Such a partition usually sllows sn efficient fmple-

mentatiom-

An alternative to partitioning is to implement the entire system as
one totally self-checking circuit. In general. this spproach results in
poorer testability, possibly more logic (emd thus higher power consump—
tion), end larger system size. However, for lsrge snd very lerge scale
integrated circuits,. this has sn ijmportant edvantage. By duplicating
standard off-the-shelf circuits, totslly self-checking circults can be
built quite cheaply. Due to the high development cost end relatively
low manufacturing cost, the price of & very large scale integrated cir-
cuit is = strong function of the aumber of identiecal circuits manufae-
tored [34]. Typically, the demand ffar syyteems wikhh comcmmimemt error
detection is smwllllear thwan the déamerd fhor ithie same car & similar system
without concurreant error detection. If custom integrated circuits must
be designed, thvan thee mmectheny ceastt off aa syystean wikthh concumpivlt e¥ror

detection is much grester tihen tive momRaEaly coatt off a similar system
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built by duplication with off-the-shelf parts. Even if a cusion
imtegrated circuit must be designed: duplication still simplifies the
design process since very little analysis is required. Unless power
consumption and/or size is an overriding consideratiom., then eny tige &
very large scale idntegrated circuit slready exists that performs the
desired functiom, the best way fto gain coencurreat error detection is

simply to use two copies of the existing integrated eircuit.

Intel's JAPX 432 family [66] uses this approach so that the saiie
set of inmtegrated circuits may be used for those spplications fhat
require concurrent error detection and those applications that do fet
require oconcurrent error detection ((§.e., those where the benefits of
concurrent error detection are ouwtweighed by its eost). Eaeh of the
integrated circuits in the JAPX 432 femily are designed so that each
output pin may slso serve as sn equality checker. One pia is devoted te
“progremming™ the chip to be a master (circult operates normelly). or &
checker. All pins on the master end checker integrated circults exeept
the programming pin end the error Jndication pin are wired togethek.
Any discrepancy between the logieal values of the integrated circuits™
outputs are indlicated by the checker circuit. The only errorks that are
not detected by this scheme are the failure of certaia of the global
signal lines. Many of the issues involved in protecting against glebal

signal failures are discussed in [67]-.

In almost all cases, the cost of fault tolerance with sn indeter-
minate fault model will be greater than or equal 1o the cost wsing &

traditional fault model. This is due to the fact that except for the
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unidirectional feult model (which is not spplicable to logic constructed
from dnverting ecircuits) and in some csses the unjdirectiomal error
nodel. 61l the traditional feult models are only special cases of the
indeterminate fault models. Any implementation that provides comcurrent
error detection for indeterminate fault models will slso provide econ-
current error detection for the traditiomal fault models (except the
unlidircectional fanlt modela). Therefore, the cost of fault tolerance
with the trasditional fsult models will slways be less than or equal to

the cost of fault toelerance for the indeterminate fault modela.

As we have mentioned asbove, duplication (whether at the intra-
integrated circult level or the inter-integrated circuit level) has many
sdventages. especially for systems that sre produced in low numbers. In
bany cases, duplication will be used regardless of the fault model.
Therefore, &8s & practical matter, the cost of fault tolerance in most
cases §s roughly the seme whether indeterminate fault models are used or

one of the traditional feuwlt models is used.

£.2. Sopagpr

In Chapter 2, typical physical failure models are reviewed. Three
broad classes of ophysical Feilures are considered: intercoanect
fallures. ¢transistor failures. end rediation-induced soft failures.
Interconnect failures result in shorts and opens in the lines that link
the trensistorz. Transistor failures sre ceunsed by a shift in device
parameters and device breakdown. Radiation-indueced soft failures are
transient. non—-recurring npsets of a node or nodes in the circuit ceunsed

by high energy radiation generating charge carriers in the integrated
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circuit. Circuits become more susceptible to all three of these types

of failures &s devices are scaled.

In Chapter 3, the effects of these failures on jntegrated clircuits
are studied. It §s found that nearly all of these failures @may be
modeled as resistive shorts or opens in a circuit. Models are developed
for statiec NMOS, static CHOS, and dynamic NMOS inverters. These models
are used fo predict the behavior of iJInverters under failure. 1t is
shown that when physical failures occur, the logic 1levels of ithe
inverter output may degrade, the inverter switching speed may decrease
and under some circumstamces, the Jinverter output may eseillate.
Integrated circuits are also constantly exposed to the effects of randen
noise which may cause soft failures, similar in nature o radistion-
induced soft failures. Thus, the enalysis of Chapter 3 shows that phy-
sical failures, in general, may cause the output of & failed eireuit #o

assure & valdoe that is logically undefined.

The behavior of good circuits with logically undefined inputs is
examined. It is also shown that a flip-flop may undergo metastable
operation when its imputs are undefined Jlogie valwes. When a Flip-Tlep
is in a metastable state, its outputs are generally illegal 1logie
values. Since clocked flip-flops are commonly used to separate blecks
of combinational logic, the effect of cirecuit parameters on ithe preba-
bility of entering a metastable state and average length of metastable
operation is studied. It is shown that high gain snd high bandwidth are

important to minimize the effects of metastable operatiom.



196

In Chapter 45 concurrent error detection for errors csused by phy-
sical failures is discussed. Indeterminate faults are used to represeat
the undefined logic valmes that may ocour due to physical feilures. It
is shown that idndeterminate fsults may also be used to represent the
behavior of any failure that forces & single node of the circuit to a
legal logic value. A ternary slgebra is used to descride the behavior
of l1ogic gates with indeterminate fault isputs. By using the tersary
elgebra: it is shown that ststic hazards snd p-variable logic hazards
will sensitize an owtput to indeterminate fault; even when the output

is naot a Tumction of the faulted node.

The traditional definitions for feult-secure’ self-testimg; end
totally self-checking sre discussed. It is shown that due to the non-
deterministie behavior of indeterminate faenlts’ these definitions are
inappropriate for systems that are subject to physical feilurez that may
cause indeterminate faults. New definitions of fault-secure’ self test-
ings totslly self-checking: snd strongly fault secure are given that sre

compatible with indeterminate feultas.

Two fault models are introduced that ere based on indeterminate
faglts. The concept of fumctional duplication is iJIntroduced. It is
showi that & functional duplicetion implementatian’s that setisfies the
totally self-checking goal, exists for snmy switching functiom. Pro—
ceddres are salso discussed for each of the fault models to find any
codeas that may exist for a function that sre Jess costly than functional

duplicatiom. The problem of generating the check output vectors when
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the circuit in question Jis part of a larger totally self-checking systen

is also examined.

5.3. Suggestions for Future Research

One of the major detriments to systems that sre totally self-
checking with respeet to the indetermipate fault model is the testing
problem. Further research into methods that generate efficient sand
effective tests for iIndleterminate faults is necessary iJn order to
improve the concurremnt error detection cepabilities of such systems. As
mentioned in Chapter 4, testability technlques for intermitteat failures
appears to be a very promising foundation for develeping sueh techiaiques

for indleterminate faults.

1t would be desirable to extend the research of Chapter 4 1o cover
& broader range of possible circuits snd jmplementations. Since segqued-
tial networks are such an importamt class of circdits. it is iwperative
to study them explicitly end develop the requiremeats for providiag them
with concurrent error detection capability. Non-separable codes should
also be examined to determime iIiF such codes might provide more ecenoimi-

cal implementations of certain functions than separable codes-

The algorithms presented idn Chapter 4 o search for codes moke
economical than fFunctional duplication are stralightforward o apply.
Unfortunately, for functions with & Jarge number of inputs and outputs.
these procedores may become quite unwieldy to apply. For this reasom.
new search algorithms should be developed to find sueh codes more effi-

ciently.
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One of the major difficulties in using the general single-failuke
indeternilinate feult model is the problem of designing eppropriate check-

ers: Therefore; designs of checkers for the general single~failure

indeteriiinate fault model should be studied*
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