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## CHAPTER 1

## INTRODUCTION

Economic pressures and reliability considerations generally lead to communication networks with load sharing capabilities and highlight resource allocation as a fundamental issue in network design. The objective of resource allocation in such systems is oftentimes consumer satisfaction, which may translate to minimizing consumer blocking or achieving fairness by load balancing. Regardless of its objective, an essential aspect of a resource allocation policy is implementability: Practical considerations require allocation policies to have low complexity, require little information about the network state, and be robust to changes in the traffic parameters. This thesis concerns trade-offs implied by these requirements.

Two instances of resource allocation arise in transmission scheduling in wireless networks and dynamic routing in telephone switching networks. A wireless network consists of a number of base stations and users (as in Figure 1.1(a)). The users require communication channels that are available at the base stations, whereas each base station can serve the users within its geographical range. The resource allocation problem in this setting concerns the question of station selection. Similarly, in a telephone switching network, users demand channels that are available at the network links. In networks such as the multiparented network (see [1]) of Figure 1.1(b), there are multiple paths between pairs of users, and the resource allocation problem concerns path selection.

In this thesis the mathematical abstraction of a load sharing network is a triple ( $U, V, N$ ). Here $U$ is a finite set of consumer types, $V$ is a finite set of locations, and $(N(u) \subset V: u \in U$ ) is a set of neighborhoods (see Figure 1.2 for examples). A demand for this network is a vector ( $\lambda(u): u \in U$ ) of positive numbers. In a dynamic setting $\lambda(u)$ denotes the arrival rate of type $u$ consumers. Each consumer is served, starting immediately upon its arrival, for the duration of its holding time. The neighborhood $N(u)$ denotes the locations that are available to type $u$ consumers, in the sense that each such consumer can be served only at a location within $N(u)$. Note that the abstraction of the wireless network of Figure 1.1(a) is the W network of Figure 1.2(b). An allocation policy is an


Figure 1.1 Two instances of resource allocation: (a) a typical wireless network with overlapping neighborhoods, and (b) a multiparented circuit switching network.
algorithm that assigns consumers to locations within their respective neighborhoods. The load at a location is the number of consumers at the location.

Load balancing is a possible guiding principle for resource allocation, whereby the load is allocated across locations as evenly as possible. There is a rich literature on load balancing, and both static and dynamic versions of the problem have been studied by numerous authors (e.g., [2], [3], [4], [5], [6], and references therein). It is well-known that load balancing can be an effective allocation strategy when the cost is convex (or the reward concave) as a function of the allocated loads. For example, $x(1)^{2}+x(2)^{2}$ is minimized over probability vectors ( $x(1), x(2)$ ) by $x(1)=x(2)=1 / 2$. This is connected with the convexity of the function $f(x)=x^{2}$.

A brute force approach for dynamic load balancing is the optimal repacking (OR) policy under which consumers are continuously repacked to balance the load at all times. Nevertheless, in many applications, repacking of consumers is not acceptable due to operational reasons. Besides, computational complexity of this policy may be too high for large networks. As an alternative strategy, one can consider the nonrepacking Bernoulli splitting (BS) policy under which consumers are assigned to locations randomly, so as to balance the mean load in the network. BS is a simple policy; however, it exerts only open-loop control, and it is not robust with respect to the network demand. Another reasonable allocation strategy is the popular least load routing (LLR) policy whereby each arriving consumer is assigned to a location with the least load in the associated neighborhood. The following chapters concentrate on the comparison of the OR, BS, and LLR


Figure 1.2 Two load sharing networks: (a) the single-location network, and (b) the $W$ network.
policies based on certain estimates on their performances. The emphasis is on the analysis of the LLR policy.

Chapter 2 concerns the properties of the LLR policy implied by fluid limit approximations, which are deterministic weak limits of the network load, suitably normalized, for large values of demand. Under a stochastic model that incorporates mobility of consumers, but not finite capacity constraints on locations, the dynamic resource allocation problem is formulated as an optimal control problem with a long-term average convex cost. The fluid limit approximations of the network load under the LLR policy are obtained and used to establish the asymptotic optimality of LLR, in the sense of minimizing a suitably normalized version of the cost, for large values of network demand. Under a complementary model that incorporates capacity constraints on resources but not mobility of consumers, the problem is formulated as the minimization of blocking probability. Fluid limit approximations are obtained, and certain variants of the LLR policy are shown to be asymptotically optimal for large values of network demand. In the presence of both finite capacity constraints and mobility, it is shown that simple policies are not necessarily optimal, even in the asymptotic sense.

The fluid limit approximation provides a description of the typical behavior of the network load. Although this description proves to be fruitful, there are reasonable questions that demand a finer analysis. In particular, (1) the three policies, OR, BS, and LLR, have the same performance in the fluid scale, and (2) certain events of interest, such as network overflow, correspond to large
deviations of the network from its typical behavior, and hence are not described accurately by the fluid limit approximation. Although network overflow is a rare event, it has a strong impact on network performance; it is therefore desirable to estimate its probability and mode accurately. In Chapter 3 we employ large deviations theory to study network overflow in terms of overflow exponents, which provide estimates on the probability of overflow within a fixed, long time interval. The three policies are then ordered based on their overflow exponents.

Chapter 3 establishes an explicit large deviations principle (LDP) for the load process in the $\mathbf{W}$ network of Figure 1.2(b) under each policy of interest. Mobility of consumers is not incorporated. The LDP under the LLR policy entails a treatment of large deviations of Markov processes with discontinuous transition mechanisms, which is the subject of Chapter 4. Based on the obtained LDPs, the overflow exponents are identified for the three policies, and it is shown that the LLR policy performs as well as the OR policy for small enough capacities, whereas it performs significantly better than the BS policy for the whole range of capacities. The methods used in the analysis of the W network generalize easily to identify the overflow exponents for arbitrary networks under the OR and BS policies. This generalization appears difficult under the LLR policy, for which we conjecture the general form of the overflow exponents.

## CHAPTER 2

## FLUID SCALE ANALYSIS OF ALLOCATION POLICIES

### 2.1 Introduction

This chapter concentrates on load sharing networks in the dynamic setting and provides deterministic descriptions for the network behavior under certain allocation policies. These descriptions are then used to estimate the performance of the policies of interest, and certain simple policies are shown to have optimality properties.

To observe a typical behavior of the network load under the LLR policy, consider the load sharing network of Figure 1.2(b). Suppose that the network demand is $\lambda=(\gamma, \gamma, \gamma)$ so that the arrivals of consumers of each type form a Poisson process of rate $\boldsymbol{\gamma}$. Each consumer remains in the network for an exponentially distributed amount of time, with unit mean. Finally, suppose that initially location 1 has zero load, whereas location 2 has load $3 \gamma$. Figures 2.1(a)-2.1(c) depict typical sample paths of the normalized load, defined as the load divided by $\gamma$, at the two locations for $\gamma=1,10,100$, for the time interval $[0,8]$. In the limit as $\gamma$ goes to infinity, the normalized load converges to the deterministic trajectory depicted in Figure 2.1(d). Deterministic descriptions of this sort are commonly referred to as fluid limit approximations.

This chapter focuses on the optimality properties of the LLR allocation policy (and variants) implied by the corresponding fluid limits. The main results of the chapter are that for large values of network demand, (1) the LLR policy is asymptotically optimal in the sense of minimizing a long-term average quadratic cost (Theorem 2.3.1, and for a model including migration, Theorem 2.5.1), and (2) variants of the same policy achieve the minimum blocking probability in the case of locations with finite capacities (Theorem 2.4.1). The strategies of interest do not display the pathologies found in some finite capacity networks (as in [7]) so that optimality properties can be obtained via fluid limit analysis.

The outline of the rest of the chapter is as follows. Section 2.2 gives some preliminary results regarding static load balancing. Section 2.3 defines the basic dynamic model in which consumers


Figure 2.1 Load under the least load routing policy.
remain stationary in the network until departure, and locations have infinite capacities. The dynamic resource allocation problem is formulated as a stochastic optimal control problem with a long-term average quadratic cost, which is to be minimized within a set of practical controls. The results for the static load balancing policy are used to provide a lower bound on the performance of arbitrary controls. Section 2.3.1 describes the LLR policy. Sections 2.3.2 and 2.3.3 identify the fluid limit approximations of the network load under LLR as the solutions to certain integral equations with boundary constraints. This solution converges to an optimal point in equilibrium, and Section 2.3.4 exploits this fact to establish the asymptotic optimality of LLR. Section 2.4 considers the case in which locations have finite capacities, and the resource allocation problem is defined as the minimization of blocking probability. It is shown that a class of least relative load routing (LRLR) policies asymptotically achieve the smallest blocking probability for large arrival rates. A connection with trunk reservation policies is discussed. Section 2.5 , which can be read independently of Section 2.4, generalizes the results of Section 2.3 .4 by considering an infinite capacity network in which consumers can migrate. A summary of conclusions and final remarks are collected in Section 2.6.

### 2.2 Preliminaries: The Static Load Balancing Problem

This section concerns the static load balancing problem, which plays an important role in the discussion of the dynamic load balancing problem of Section 2.3. Thus, as a precursor to the arguments therein, we define the static load balancing problem and provide three lemmas that characterize its solutions.

Given a load sharing network ( $U, V, N$ ), we say that an assignment $a$, given by ( $a_{u, v}: u \in$ $U, v \in V)$, is admissible if $a \geq 0$ and $a_{u, v}=0$ whenever $v \notin N(u)$. Given a demand vector $\lambda$, an admissible assignment $a$ satisfies demand $\lambda$ if $\sum_{v} a_{u, v}=\lambda(u)$ for all $u \in U$. The load at location $v \in V$ corresponding to assignment $a$ is given by $q(v)=\sum_{u} a_{u, v}$, and $q=(q(v): v \in V)$ is called the load vector.

Let $\mathcal{A}_{\boldsymbol{\lambda}}$ be the set of admissible assignments that satisfy demand $\lambda$. Let $\Phi: R^{V} \rightarrow R$ be a strictly convex, differentiable function which is symmetric in its arguments. The static load balancing problem (SLB) is defined as

$$
S L B(\lambda, \Phi): \operatorname{Minimize}\left(\Phi(q): a \in \mathcal{A}_{\lambda}\right) .
$$

The proofs of the following three lemmas can be found in Section 2.7.
Lemma 2.2.1 There exists a solution to $S L B(\lambda, \Phi)$. An assignment $a \in \mathcal{A}_{\lambda}$ is a solution if and only if for all $u \in U$, and all $v \in N(u)$

$$
\begin{equation*}
a_{u, v}=0 \quad \text { whenever } q(v)>m_{u}(q) \tag{2.1}
\end{equation*}
$$

where $m_{u}(q)=\min _{v \in N(u)} q(v)$. Furthermore, all such assignments yield the same load vector.
Lemma 2.2.2 There exists a unique partition $\left\{V_{1}, V_{2}, \cdots, V_{J}\right\}$ of $V$ and a unique partition $\left\{U_{1}, U_{2}, \cdots, U_{J}\right\}$ of $U$ such that for any assignment a satisfying condition (2.1), and the corresponding load vector $q$,

$$
\begin{array}{rcl}
q(v)=q\left(v^{\prime}\right) & v, v^{\prime} \in V_{i} & i=1,2, \cdots, J \\
q(v)<q\left(v^{\prime}\right) & v \in V_{i}, \quad v^{\prime} \in V_{j} & i<j \\
a_{u, v}=0 & v \in V_{i}, u \in U_{j} & i>j \\
N(u) \cap V_{i}=\emptyset & u \in U_{j} & i<j . \tag{2.5}
\end{array}
$$

Let the function $\Psi: R_{+}^{U} \rightarrow R$ denote the value of $S L B$ as a function of the demand vector, i.e., $\Psi(\lambda)=\Phi(q)$, where $q$ is the unique load vector corresponding to the solutions of $S L B(\lambda, \Phi)$. The following lemma holds:

## Lemma 2.2.3 The function $\Psi$ is convex.

### 2.3 The Basic Model

Given a load sharing network ( $U, V, N$ ), a demand vector $\lambda$, and a positive number $\gamma$, consider the following stochastic description of the network dynamics: For each $u \in U$ consumers of type $u$ arrive according to a Poisson process of rate $\gamma \lambda(u)$, the processes for different types of arrivals being independent. In this section we assume that each location has infinite capacity; therefore, the network can accommodate every consumer immediately. This assumption is relaxed in Section 2.4, in which finite capacities are imposed on the locations. Each consumer has a holding time that is exponentially distributed with unit mean, independent of the past history. In the basic model it is also assumed that consumers do not change their types until they depart from the system. This assumption is relaxed in Section 2.5, which introduces a model such that consumers can migrate in the sense that their types change.

Let $X_{t}(v)$ denote the load at location $v \in V$ at time $t$, and set $X_{t}=\left(X_{t}(v): v \in V\right)$. The consumer arrival and departure times, together with the allocation policy and an initial condition, determine the load process $X=\left(X_{t}: t \geq 0\right)$. The performance measure for an allocation policy $\pi$ is the long-term average cost $J_{\gamma}^{\pi}$, defined by

$$
J_{\gamma}^{\pi}=\liminf _{T \rightarrow \infty} E\left[\left.\frac{1}{T} \int_{0}^{T} \Phi\left(X_{t}\right) d t \right\rvert\, X_{0}=x_{0}\right],
$$

where $\Phi(x)=\sum_{v} x^{2}(v)$ for $x \in R^{V}$. The dynamic load balancing problem is to determine the set of allocation policies that minimize $J_{\gamma}^{\pi}$.

By Lemma 2.2.1, a wide class of convex functions would be appropriate for the instantaneous cost in order to focus on load balancing, in the sense that certain optimality properties remain true for any such cost function. In this chapter we concentrate on the quadratic instantaneous cost for convenience.

Let $L_{t}(u)$ denote the number of type $u \in U$ consumers in the network at time $t$, and set $L_{t}=\left(L_{t}(u): u \in U\right)$. Note that consumer arrivals and departures, and hence the process $L=\left(L_{t}\right.$ : $t \geq 0$, are not affected by the assignment decisions. Therefore, the value of problem $S L B\left(L_{t}, \Phi\right)$ yields a lower bound on the instantaneous cost at time $t$ under any allocation policy. The process $\left(L_{t}(u): t \geq 0\right)$ for fixed $u$ is an $M / M / \infty$ queue length process with load factor $\gamma \lambda(u)$; hence the equilibrium distribution of $L$ is described by a vector $\left(L_{\infty}(u): u \in U\right)$ of Poisson random variables with mean vector $\gamma \lambda$. This implies the following lower bound on the cost of general allocation policies:

$$
\begin{align*}
J_{\gamma}^{\pi} & \geq \liminf _{T \rightarrow \infty} E\left[\left.\frac{1}{T} \int_{0}^{T} \Psi\left(L_{t}\right) d t \right\rvert\, X_{0}=x_{0}\right] \\
& =E\left[\Psi\left(L_{\infty}\right)\right] \\
& \geq \Psi(\gamma \lambda) . \tag{2.6}
\end{align*}
$$

Here, the last inequality follows by Lemma 2.2.3 and Jensen's inequality.
Let $\Psi_{l}\left(L_{t}\right)$ denote the value of the problem $S L B\left(L_{t}, \Phi\right)$ under the additional constraint that the assignment $a$ have integer coordinates. If repacking is allowed, then the optimal policy is clearly optimal repacking (OR), which continuously rearranges the consumers in the network so as to maintain $\Phi\left(X_{t}\right)=\Psi_{I}\left(L_{t}\right)$ at all times $t$ and achieves $J_{\boldsymbol{\gamma}}^{O R}=E\left[\Psi_{I}\left(L_{\infty}\right)\right]$. The OR policy can be implemented at a cost of $O\left(|V||U|+|V|^{2}\right)$ computations per consumer arrival and consumer departure, which may be impractical for large networks. Furthermore, frequent repacking of consumers may not be feasible due to operational constraints. These considerations lead to the study of nonrepacking policies that are much simpler in terms of computational complexity and information required about the network state.

### 2.3.1 Least load routing

This section describes the particular nonrepacking type allocation policy considered in the context of the basic model, namely the least load routing (LLR) policy. LLR is defined with the following assignment rule:

- When a type $u$ consumer arrives, it is assigned to a location $v \in N(u)$ with the minimum load. If multiple locations achieve the minimum in $N(u)$, the consumer is assigned at random to one such location, each location having equal probability.

The LLR policy is a nonrepacking policy and costs $|N(u)|$ comparisons per consumer arrival of type $u \in U$. Another desirable feature of LLR is that it can be implemented in a distributed manner by using one independent assignment agent per consumer type. Each arrival can be assigned to a location based on partial information about the network state. Furthermore, LLR is robust with respect to the network demand. On the other hand, LLR is a myopic allocation policy and is not necessarily optimal for finite arrival rates. The LLR policy has been studied by a number of authors and has been shown to have a poor worst-case performance relative to the optimal nonrepacking policy (see [8]).

Under LLR, the load process $X$ is Markov on the state space $Z_{+}^{V}$. For $v \in V$, define the operator $T_{v}: Z_{+}^{V} \rightarrow Z_{+}^{V}$ as

$$
\left(T_{v} x\right)\left(v^{\prime}\right)= \begin{cases}x\left(v^{\prime}\right)+1 & \text { if } v^{\prime}=v \\ x\left(v^{\prime}\right) & \text { else }\end{cases}
$$

Then the off-diagonal entries of the generator matrix of $X$ are given by

$$
Q(x, y)= \begin{cases}\sum_{u \in N^{-1}(v)} \gamma \lambda(u) \frac{I\left\{x(v)=m_{u}(x)\right\}}{\sum_{v^{\prime} \in N(u)} I\left\{x\left(v^{\prime}\right)=m_{u}(x)\right\}} & \text { if } y=T_{u} x  \tag{2.7}\\ x(v) & \text { if } y=T_{v}^{-1} x \\ 0 & \text { else }\end{cases}
$$

where $N^{-1}(v)=\{u \in U: v \in N(u)\}$.
In principle, given a load sharing network, one can compute the equilibrium distribution of $X$ and thereby the cost incurred under the LLR policy. However, it is computationally intractable to obtain an expression for the cost of LLR for arbitrary networks through an expression for the equilibrium distribution. As an alternative approach, we study the network for large values of the parameter $\gamma$ and, by obtaining fluid limit approximations, evaluate the performance of the LLR policy for arbitrary network topologies.

### 2.3.2 Convergence

This section addresses the weak convergence of the network load as $\gamma$ tends to infinity. The main result, Lemma 2.3.3, characterizes the possible weak limits of the load process, properly normalized, via a semimartingale representation.

Let the normalized load process $X^{\gamma}$ be defined as $X^{\gamma}=\gamma^{-1} X$, where $X$ denotes the network load under the LLR policy. Assume the existence of a finite number $K$ such that $E\left[\sum_{v} X_{0}^{\gamma}(v)\right] \leq K$
for all $\boldsymbol{\gamma}$. Define

$$
a_{u, v}(x)=\frac{I\left\{x(v)=m_{u}(x)\right\}}{\sum_{v^{\prime} \in N(u)} I\left\{x\left(v^{\prime}\right)=m_{u}(x)\right\}} \lambda(u),
$$

and

$$
\begin{equation*}
A_{u, v}^{\gamma}(t)=\int_{0}^{t} a_{u, v}\left(X_{s}^{\gamma}\right) d s . \tag{2.8}
\end{equation*}
$$

For each $v \in V$, the drift of the process $X^{\gamma}(v)$ at time $t_{1}$ given that $X_{t}^{\gamma}=x$, is $\gamma^{-1} \sum_{y \in R^{v}}(y(v)-\gamma x(v))$ $Q(\gamma x, y)$, which by (2.7) is given by $\left(\sum_{u \in N^{-1}(v)} a_{u, v}\left(X_{t}^{\gamma}\right)\right)-X_{t}^{\gamma}(v)$. Therefore, the process $M^{\gamma}(v)$ defined implicitly by

$$
\begin{equation*}
X_{t}^{\gamma}(v)=X_{0}^{\gamma}(v)+M_{t}^{\gamma}(v)+\sum_{u \in N^{-1}(v)} A_{u, v}^{\gamma}(t)-\int_{0}^{t} X_{s}^{\gamma}(v) d s \tag{2.9}
\end{equation*}
$$

is a local martingale with $M_{0}^{\gamma}(v)=0$. (See Section 4.7.B and Problem 4.11.15 of [9].)
Lemma 2.3.1 For $v \in V, M^{\gamma}(v)$ is a square integrable martingale, and

$$
\begin{equation*}
E\left[\left(M_{t}^{\gamma}(v)\right)^{2}\right] \leq \frac{1}{\gamma}\left(2 t \sum_{u} \lambda(u)+K\right) \tag{2.10}
\end{equation*}
$$

Proof. Let $\tau_{n}=\inf \left\{t: M_{t}^{\gamma}(v) \geq n\right\}$. Since the local martingale $M^{\gamma}(v)$ has jumps of size $\gamma^{-1}$, the process $M_{t \wedge \tau_{n}}^{\gamma}(v)$ is bounded and hence is a square integrable martingale. Thus,

$$
\begin{aligned}
E\left[\left(M_{t \wedge \tau_{n}}^{\gamma}(v)\right)^{2}\right] & =E\left[\left[M^{\gamma}(v)\right]_{\mathrm{t} \Lambda \tau_{n}}\right] \\
& \leq \frac{1}{\gamma^{2}} E\left[\text { number of jumps of } X^{\gamma}(v) \text { in }[0, t]\right] \\
& \leq \frac{1}{\gamma}\left(2 t \sum_{u} \lambda(u)+K\right)
\end{aligned}
$$

where $\left[M^{\gamma}(v)\right]$ is the quadratic variation process of $M^{\gamma}(v)$. Fatou's Lemma implies (2.10). Finally (2.10) implies that $M^{\gamma}(v)$ over any finite interval is uniformly integrable; hence it is a martingale.

Remark 2.3.1 By Doob's $L^{2}$ inequality and Lemma 2.3.1,

$$
E\left[\sup _{0 \leq s \leq t}\left(M_{s}^{\gamma}(v)\right)^{2}\right] \leq 4 E\left[\left(M_{t}^{\gamma}(v)\right)^{2}\right]=O\left(\gamma^{-1}\right) .
$$

Therefore, $M^{\gamma}(v) \Longrightarrow 0$ for all $v \in V$.
Lemma 2.3.2 (Tightness) If the sequence $\left(X_{0}^{\gamma}: \gamma>0\right)$ is tight, then the sequence of processes $\left(\left(X^{\gamma}, A^{\gamma}\right): \gamma>0\right)$ is tight.

Proof. By [9, Proposition 3.2.4], it suffices to show the tightness of ( $X^{\gamma}$ ) and ( $A^{\gamma}$ ) separately. Towards this end, the observation

$$
\begin{aligned}
A_{u, v}^{\gamma}(0) & =0 \\
0 \leq A_{u, v}^{\gamma}(t)-A_{u, v}^{\gamma}(s) & \leq(t-s) \lambda(u)
\end{aligned}
$$

for $t \geq s$, yields the tightness of $\left(A^{\gamma}\right)([9$, Corollary 3.7.4]). This, along with Remark 2.3.1 and the representation (2.9), implies that to establish tightness of $\left(X^{\top}\right)$, it suffices to establish the tightness of $\left(\int_{0} X_{s}^{\gamma}(v) d s\right)$. Note that

$$
\begin{aligned}
E\left[\sup _{0 \leq s \leq t} X_{s}^{\gamma}(v)\right] & \left.\leq E\left[\frac{1}{\gamma} \text { (total number of arrivals in }[0, t]\right)+\sum_{v} X_{0}^{\gamma}(v)\right] \\
& \leq t \sum_{u} \lambda(u)+K .
\end{aligned}
$$

Thus, for $\eta>0$, Markov's inequality yields that

$$
\begin{equation*}
P\left(\sup _{0 \leq s \leq t} X_{s}^{\gamma}(v)>\frac{t \sum_{u} \lambda(u)+K}{\eta}\right)<\eta \tag{2.11}
\end{equation*}
$$

and the desired result follows by [9, Corollary 3.7.4].

Lemma 2.3.3 (Convergence of Subsequences and Fluid Equations) If $X_{0}^{\gamma} \Longrightarrow x_{0}$, then every subsequence ( $X^{\gamma_{n}}, A^{\gamma_{n}}$ ) has a further subsequence $\left(X^{\gamma_{n_{k}}}, A^{\gamma_{n_{k}}}\right)$ such that $\left(X^{\gamma_{n_{k}}}, A^{\gamma_{n_{k}}}\right) \Longrightarrow(x, A)$, where $(x, A)$ satisfies the following fluid equations :

$$
\begin{gather*}
x_{t}(v)=x_{0}(v)+\sum_{u \in N^{-1}(v)} A_{u, v}(t)-\int_{0}^{t} x_{s}(v) d s  \tag{2.12}\\
A_{u, v}(0)=0, \quad A_{u, v}(t) \text { nondecreasing, } \sum_{v \in N(u)} A_{u, v}(t)=\lambda(u) t,  \tag{2.13}\\
\int_{0}^{t} I\left\{x_{s}(v)>m_{u}\left(x_{s}\right)\right\} d A_{u, v}(s)=0 . \tag{2.14}
\end{gather*}
$$

Proof. Let ( $\gamma_{n_{k}}$ ) be a subsequence of $\gamma_{n} \rightarrow \infty$ such that ( $X^{\gamma_{n_{k}}}, A^{\gamma_{n_{k}}}$ ) converges weakly. Let ( $x, A$ ) denote the limit. By Skorokhod's theorem ( $[9$, Theorem 3.1.8]), the processes can be constructed on the same probability space such that the convergence is almost everywhere. The limit $x$ is continuous with probability one and the convergence is uniform on compact time sets ( $[9$, Lemma 3.10.2] and [9, Lemma 3.10.1] respectively); therefore,

$$
\lim _{n \rightarrow \infty} \int_{0}^{t} X^{\gamma_{n}}(s) d s=\int_{0}^{t} x(s) d s
$$

with probability one. Since $M^{\boldsymbol{\gamma}_{\boldsymbol{n}}} \rightarrow 0,(x, A)$ satisfies Equation (2.12) with the initial condition $x_{0}$. By (2.8), ( $X^{\boldsymbol{\gamma}_{n_{k}}}, A^{\boldsymbol{\gamma}_{n_{k}}}$ ) satisfies conditions (2.13) and (2.14) for all $k$. The relation (2.13) defines a closed subset in the Skorokhod topology; hence it is satisfied by the limit $A$. Since

$$
\int_{0}^{t} I\left\{X_{s}^{\gamma}(v)>m_{u}\left(X_{s}^{\gamma}\right)\right\} d A_{u, v}^{\gamma}(s)=0,
$$

it follows that

$$
\begin{equation*}
\int_{0}^{t}\left(X_{s}^{\gamma}(v)-m_{u}\left(X_{s}^{\gamma}\right)\right) \wedge 1 d A_{u, v}^{\gamma}(s)=0 . \tag{2.15}
\end{equation*}
$$

By [10, Lemma 2.4], we can take a limit in (2.15) along the subsequence $\left(\gamma_{n_{k}}\right)$ so that $(x, A)$ satisfies (2.14). This establishes the lemma.

### 2.3.3 The fluid limit

In this section we concentrate on the solutions to the fluid equations (2.12)-(2.14), existence of which is known due to Lemma 2.3.3. In particular, via a monotonicity argument, Lemma 2.3.5 establishes that there is a unique load trajectory that solves the fluid equations, and Lemma 2.3.7 identifies the limit point of this trajectory. We start with a remark.

Remark 2.3.2 Equation (2.13) implies that $A_{u, v}$ has a density $a_{u, v}$ such that $\sum_{v \in N(u)} a_{u, v}(t)=$ $\lambda(u)$ almost everywhere on the positive real line. Therefore, $x$ and $A$ are almost everywhere differentiable, and whenever the derivatives exist, $\dot{A}_{u, v}(t)=a_{u, v}(t), \dot{x}_{t}(v)=\left(\sum_{u} a_{u, v}(t)\right)-x_{t}(v)$, and $I\left\{x_{t}(v)>m_{u}\left(x_{t}\right)\right\} a_{u, v}(t)=0$.

Lemma 2.3.4 (Monotonicity) Suppose ( $x^{\prime}, A^{\prime}$ ) and $(x, A)$ are two solutions to the fluid equations (2.12)-(2.14) with $x_{0}^{\prime}(v) \geq x_{0}(v)$ for all $v \in V$. Then $x_{t}^{\prime}(v) \geq x_{t}(v)$ for all $v \in V$ and $t \geq 0$.

Proof. To prove the claim by contradiction, suppose that the conclusion is false. Take $\epsilon>0$ so that $t_{l}$ defined as follows is finite:

$$
t_{1}=\inf \left\{t \geq 0: x_{t}(v)-x_{t}^{\prime}(v) \geq \epsilon \text { for some location } v \in V\right\}
$$

Since $x_{t}^{\prime}$ and $x_{t}$ are continuous, the set $F$ defined as follows is nonempty:

$$
F=\left\{v \in V: x_{t_{1}}(v)=x_{t_{\mathbf{1}}}^{\prime}(v)+\epsilon\right\}
$$

Let $\epsilon^{\prime}=\max \left\{x_{t_{1}}(v)-x_{t_{1}}^{\prime}(v): v \in F^{c}\right\}$ and $\epsilon_{0}, \epsilon_{1}$ be such that $\epsilon^{\prime}<\epsilon_{0}<\epsilon_{1}<\epsilon$, and $\epsilon_{1}>0$. By the continuity of solutions, there exists $t_{0}$ with $0 \leq t_{0}<t_{1}$ such that

$$
\begin{align*}
& x_{s}(v)-x_{s}^{\prime}(v) \geq \epsilon_{1} \text { for } v \in F, s \in\left[t_{0}, t_{1}\right)  \tag{2.16}\\
& x_{s}(v)-x_{s}^{\prime}(v) \leq \epsilon_{0} \text { for } v \in F^{c}, s \in\left[t_{0}, t_{1}\right) \tag{2.17}
\end{align*}
$$

Note that $\sum_{v \in F} x_{t_{0}}(v)-x_{t_{0}}^{\prime}(v)<|F| \epsilon=\sum_{v \in F} x_{t_{1}}(v)-x_{t_{1}}^{\prime}(v)$ so that

$$
\sum_{v \in F}\left(x_{t_{1}}(v)-x_{t_{0}}(v)\right)>\sum_{v \in F}\left(x_{t_{1}}^{\prime}(v)-x_{t_{0}}^{\prime}(v)\right) .
$$

This, together with (2.12) and (2.16), implies the existence of a $u \in U$ such that

$$
\begin{equation*}
\int_{t_{0}}^{t_{1}} \sum_{v \in N(u) \cap F} a_{u, v}(s) d s>\int_{t_{0}}^{t_{1}} \sum_{v \in N(u) \cap F} a_{u, v}^{\prime}(s) d s \tag{2.18}
\end{equation*}
$$

By Remark 2.3.2, for almost all $s \in\left[t_{0}, t_{1}\right)$ such that the integrand of the left-hand side of (2.18) is positive,

$$
\begin{equation*}
\min _{v \in N(u) \cap F} x_{s}(v) \leq \min _{v \in N(u) \cap F^{e}} x_{s}(v) \tag{2.19}
\end{equation*}
$$

In view of (2.16) and (2.17), this implies that

$$
\begin{equation*}
\min _{v \in N(u) \cap F} x_{s}^{\prime}(v)<\min _{v \in N(u) \cap F^{c}} x_{s}^{\prime}(v) . \tag{2.20}
\end{equation*}
$$

Thus, for almost all such $s$, the integrand of the right-hand side of (2.18) equals $\lambda(u)$, which is an upper bound to the integrand of the left-hand side. This contradicts (2.18) and hence also the existence of $t_{1}$ for any $\epsilon>0$.

Lemma 2.3.5 (Uniqueness of Load Trajectory) If $(x, A)$ and ( $x^{\prime}, A^{\prime}$ ) are two solutions to the fluid equations (2.12)-(2.14) with $x_{0}=x_{0}^{\prime}$, then $x_{t}=x_{t}^{\prime}$ for all $t \geq 0$.

Proof. Use Lemma 2.3.4 twice with $x_{0}^{\prime} \leq x_{0}$ and $x_{0}^{\prime} \geq x_{0}$.

Remark 2.3.3 Note that the fluid equations and the initial state $x_{0}$ do not necessarily determine $A$ uniquely. For a simple illustration, suppose that $V=U=\{0,1\}, N(u)=V$ for $u \in\{0,1\}$, and $\lambda=(1,1)$. Let $A_{u, v}(t)=(1 / 2) t$, and $\bar{A}_{u, v}(t)=I\{u=v\} t$. Both $(x, A)$ and $(x, \bar{A})$ satisfy the fluid equations with $x_{0}(v)=0$ and $x_{t}(v)=1-e^{-t}$ for all $v$.

The uniqueness result of Lemma 2.3 .5 removes the need to pass to a subsequence for the convergence of $X^{\gamma}$ in Lemma 2.3.3.

Corollary 2.3.1 If $X_{0}^{\gamma} \Longrightarrow x_{0}$, then $X^{\gamma} \Longrightarrow x$, where for some process $A,(x, A)$ is a solution of the fluid equations (2.12)-(2.14) with the initial condition $x_{0}$.

Let $a$ be an assignment that solves the static problem $S L B(\lambda, \Phi)$ with the corresponding load $q$. It is easy to verify that ( $q\left(1-e^{-t}\right), a t$ ) is a solution to the fluid equations with zero initial state and that this solution converges to $q$ exponentially fast as $t \rightarrow \infty$. The next two lemmas show that starting from any initial state $x_{t}$ converges to $q$ exponentially fast.

Lemma 2.3.6 Let $(U, V, N)$ be an arbitrary load sharing network. For any $(x, A)$ that satisfies (2.12) and (2.13),

$$
\sum_{v} x_{t}(v)=\sum_{v} x_{0}(v) e^{-t}+\sum_{u} \lambda(u)\left(1-e^{-t}\right) .
$$

In particular, $\lim _{t \rightarrow \infty} \sum_{v} x_{t}(v)=\sum_{u} \lambda(u)$ uniformly for all $x_{0}$ in bounded subsets of $R^{V}$.
Proof. Equations (2.12) and (2.13) yield the integral equation

$$
\sum_{v} x_{t}(v)=\sum_{v} x_{0}(v)+t \sum_{u} \lambda(u)-\int_{0}^{t} \sum_{v} x_{s}(v) d s
$$

which yields the desired result.

Lemma 2.3.7 (Insensitivity to Initial State) Let $(x, A)$ be a solution to the fluid equations with $x_{0} \geq 0$. Then

$$
\left\|x_{t}-q\right\|_{s u p} \leq e^{-t}\left(\|q\|_{s u p} \vee \sum_{v} x_{0}(v)\right)
$$

where $\|\cdot\|_{\text {sup }}$ denotes the supremum norm. In particular, $\lim _{t \rightarrow \infty}\left\|x_{t}-q\right\|_{\text {sup }}=0$ uniformly for all $x_{0}$ in bounded subsets of $R_{+}^{V}$.

Proof. Let $v \in V$ be arbitrary. By Lemma 2.3.4, $x_{t}(v) \geq q(v)\left(1-e^{-t}\right)$; thus $0 \leq x_{t}(v)-q(v)(1-$ $\left.e^{-t}\right) \leq \sum_{v^{\prime}}\left(x_{t}\left(v^{\prime}\right)-q\left(v^{\prime}\right)\left(1-e^{-t}\right)\right)$. By Lemma 2.3.6, $\sum_{v^{\prime}}\left(x_{t}\left(v^{\prime}\right)-q\left(v^{\prime}\right)\left(1-e^{-t}\right)\right)=\sum_{v^{\prime}} x_{0}\left(v^{\prime}\right) e^{-t} ;$ therefore,

$$
-q(v) e^{-t} \leq x_{t}(v)-q(v) \leq\left(-q(v)+\sum_{v^{\prime}} x_{0}\left(v^{\prime}\right)\right) e^{-t} .
$$

This establishes the lemma.

### 2.3.4 Asymptotic optimality of least load routing

This section establishes the asymptotic optimality of LLR for the optimal control problem formulated in Section 2.3. In Section 2.3.3 it was shown that the finite dimensional distributions of the normalized load process converge as $\gamma \rightarrow \infty$, and the limit process converges to an optimal point $q$ as $t \rightarrow \infty$. Lemma 2.3.9 establishes the convergence of the equilibrium distribution of the normalized load process to the deterministic distribution concentrated at $q$. These facts are used to prove Theorem 2.3.1 on the asymptotic optimality of LLR.

In what follows, $P_{\mu}$ denotes the distribution of the process $X^{\boldsymbol{\gamma}}$ when $X_{0}^{\boldsymbol{\gamma}}$ has distribution $\mu$. Also, $\mu_{0}$ is the deterministic distribution concentrated at the zero state, and $\mu_{t}^{\gamma}$ denotes the distribution of $X_{t}^{\gamma}$ given $X_{0}^{\gamma}=0$. We start with an auxiliary lemma.

Lemma 2.3.8 Given $\epsilon>0$, there exists a $\gamma_{\epsilon}$ such that whenever $\gamma>\gamma_{\epsilon}$,

$$
P_{\mu_{0}}\left(\sum_{v} X_{t}^{\gamma}(v) \leq \epsilon+\sum_{u} \lambda(u)\right) \geq 1-\epsilon \quad \text { for any } t \geq 0 .
$$

Proof. Starting from the zero state, the total load in the system at any time $t>0$ is stochastically dominated by a Poisson random variable with mean $\gamma \sum_{u} \lambda(u)$. Chebychev's inequality yields the desired result.

Lemma 2.3.9 (Convergence of Equilibrium Distributions) Let $q$ be the unique load vector corresponding to solutions of $\operatorname{SLB}(\lambda, \Phi)$ and $\nu$ be the distribution of the equilibrium load $X_{\infty}^{\gamma}$. Then for all $\epsilon>0$,

$$
\lim _{\gamma \rightarrow \infty} \nu\left(\left\|X_{\infty}^{\gamma}-q\right\|_{\text {sup }}>\epsilon\right)=0 .
$$

Proof. Let $\epsilon>0$ be fixed. Note that $\nu\left(\left\|X_{\infty}^{\boldsymbol{\gamma}}-q\right\|_{\text {sup }}>\epsilon\right) \leq \liminf _{T \rightarrow \infty} P_{\mu_{0}}\left(\left\|X_{T}^{\gamma}-q\right\|_{\text {sup }}>\epsilon\right)$ so that it suffices to show that

$$
P_{\mu_{0}}\left(\left\|X_{T}^{\gamma}-q\right\|_{\text {sup }}>\epsilon\right)<\epsilon
$$

for all sufficiently large $T$ and $\gamma$. Towards this end, appeal to Lemma 2.3 .7 to fix $\theta$ so that $\left\|x_{t}-q\right\|_{s u p}<\epsilon / 2$ whenever $t \geq \theta$, for all $x$ such that $\sum_{v} x_{0}(v)<\epsilon+\sum_{u} \lambda(u)$. By the time homogeneous Markov property of $X^{\boldsymbol{\gamma}}$,

$$
P_{\mu_{0}}\left(\left\|X_{T}^{\gamma}-q\right\|_{s u p}>\epsilon\right)=P_{\mu_{T-\theta}^{\gamma}}\left(\left\|X_{\theta}^{\gamma}-q\right\|_{s u p}>\epsilon\right)
$$

whenever $T \geq \theta$. Therefore, to prove the lemma, it suffices to establish the following claim: There exists a $\gamma_{c}^{\prime}$ such that whenever $\gamma>\gamma_{c}^{\prime}$,

$$
\begin{equation*}
P_{\mu_{T-\theta}}\left(\left\|X_{\theta}^{\gamma}-q\right\|_{s u p}>\epsilon\right)<\epsilon \quad \text { for all } T>\theta . \tag{2.21}
\end{equation*}
$$

To argue by contradiction, suppose that the claim is false. Then one can construct a sequence $\left(\bar{\mu}^{\xi}\right)$ with $\xi \rightarrow \infty$, such that $\bar{\mu}^{\xi}=\mu_{t(\xi)}^{\xi}$ for some choice of $t(\xi)>0$, and

$$
\begin{equation*}
P_{\bar{\mu} \xi}\left(\left\|X_{\theta}^{\xi}-q\right\|_{s u p}>\epsilon\right) \geq \epsilon . \tag{2.22}
\end{equation*}
$$

By Lemma 2.3.8, $\left(\bar{\mu}^{\xi}\right)$ is tight; therefore, by Lemma 2.3 .3 , there exists a subsequence $\xi_{n} \rightarrow \infty$ such that if $X_{0}^{\xi_{n}} \sim P_{j \mu n}$ then $X^{\xi_{n}} \Longrightarrow x$, for some $x$ as in Lemma 2.3.3. Hence there exists an $n_{\epsilon}$ such that

$$
\begin{equation*}
P_{\tilde{\mu} \leqslant n}\left(\left\|X_{\theta}^{\ell_{n}}-x_{\theta}\right\|_{s u p}>\epsilon / 2\right)<\epsilon / 2 \tag{2.23}
\end{equation*}
$$

whenever $n>n_{c}$. However, by the choice of $\theta$ and Lemma 2.3.8, for all $\xi_{n}$ sufficiently large,

$$
\begin{equation*}
P_{\bar{\mu} \epsilon n}\left(\left\|x_{\theta}-q\right\|_{s u p}>\epsilon / 2\right)<\epsilon / 2 . \tag{2.24}
\end{equation*}
$$

Observations (2.23) and (2.24) contradict (2.22), hence proving (2.21), which establishes the lemma.

Theorem 2.3.1 (Asymptotic Optimality of LLR) Given an allocation policy $\pi$, let $J_{\gamma}^{\pi}$ denote the cost under $\pi$ when the network demand is $\gamma \lambda$. Then

$$
\liminf _{\gamma \rightarrow \infty} \gamma^{-2} J_{\gamma}^{\pi} \geq \lim _{\gamma \rightarrow \infty} \gamma^{-2} J_{\gamma}^{L L R}>0
$$

Proof. Note that in equilibrium $\gamma X_{\infty}^{\boldsymbol{\gamma}}(v)$ is stochastically dominated by a Poisson random variable with mean $\gamma \sum_{u} \lambda(u)$, for all $v \in V$. Consequently, $E\left[\left(X_{\infty}^{\gamma}(v)\right)^{p}\right]=O(1)$ for all $p \in Z_{+}$. In particular, $\left(\left(X_{\infty}^{\gamma}(v)\right)^{2}: \gamma \geq 0\right)$ is uniformly integrable. Thus, by Lemma 2.3.9,

$$
\begin{aligned}
\lim _{\gamma \rightarrow \infty} \gamma^{-2} J_{\gamma}^{L L R} & =\lim _{\gamma \rightarrow \infty} E\left[\sum_{v}\left(X_{\infty}^{\gamma}(v)\right)^{2}\right] \\
& =E\left[\sum_{v}(q(v))^{2}\right] \\
& =\Psi(\lambda)>0 .
\end{aligned}
$$

Inequality (2.6) implies that for any allocation policy $\pi$,

$$
\begin{aligned}
\gamma^{-2} J_{\gamma}^{\pi} & \geq \gamma^{-2} \Psi(\gamma \lambda) \\
& =\Psi(\lambda)
\end{aligned}
$$

for all $\gamma>0$. This proves the theorem.

### 2.4 Finite Capacities

This section considers a variation of the basic model in which each location has a finite capacity. Namely, we assume that the load of a location cannot exceed its capacity, and arrivals to the congested neighborhoods are dropped. In this setting, a natural objective for the allocation policy is to minimize the percentage of consumers dropped in the system. We concentrate on a broad class of practical allocation policies, namely the least relative load routing policies, in which new
consumers are assigned to the location with the least relative load. The relative load of a location is defined by applying a normalization function to the actual load. Theorem 2.4.1 establishes that such policies asymptotically achieve the smallest loss probability for large arrival rates. We then provide stronger results on two members of this class, namely the least ratio routing (LRR) and the maximum residual capacity routing (MRCR) policies.

The use of a binary valued normalization function would model trunk reservation strategies, studied in a similar context by Hunt and Kurtz [7]. However, we require the normalization functions to be strictly increasing; thus, trunk reservation strategies are not covered in this chapter. In doing so, we avoid the pathologies associated with trunk reservations in heavy traffic, and can therefore establish optimality results. The drawback of our approach is that more feedback information about the network state is required to implement the allocation policies.

To describe the dynamic model of interest, let a capacity vector $\kappa=(\kappa(v): v \in V)$ be a vector of positive numbers. Given a load sharing network ( $U, V, N$ ), a capacity vector $\kappa$, and a load vector $\lambda$, consider the limiting regime of Section 2.3.2. Suppose that in each system indexed by $\gamma$, each location $v$ has capacity $\lfloor\gamma \kappa(v)\rfloor$. A location is called full if its load and capacity are equal, and a consumer is lost if, upon its arrival, all of the locations in its neighborhood are full. Lost consumers cannot be assigned later; hence they are treated by the system as if they never arrived. The problem of interest is to find allocation policies that minimize the loss probability $P_{\gamma}$ (Loss), which is defined as

$$
P_{\gamma}(\text { Loss })=\liminf _{t \rightarrow \infty} \frac{E[\text { number of consumers lost in }[0, t]]}{t_{\gamma} \sum_{u} \lambda(u)} .
$$

In light of Section 2.3, we start with some definitions regarding an associated static problem. Given a capacity vector $\kappa$, define $\mathcal{B}_{\lambda, \kappa}$ as the set of admissible assignment vectors $a$ such that $\sum_{v} a_{u, v} \leq \lambda(u)$ for all $u$, and $q(v) \leq \kappa(v)$ for all $v$, where $q$ denotes the load vector determined by assignment $a$. The static load packing problem (SLP) is the simple assignment problem defined as

$$
S L P(\lambda, \kappa): \operatorname{Maximize}\left(\sum_{v} q(v): a \in \mathcal{B}_{\lambda, \kappa}\right) .
$$

Towards the end of characterizing certain solutions to $S L P$, we have the following definition:
Definition 2.4.1 A function $f: R^{V} \rightarrow R^{V}$ is called a normalization function if for all $v \in V$, the real valued function $f(\cdot, v)$ has the following three properties:
(i) $f(q, v)$ depends on $q$ only through $q(v)$,
(ii) $f(q, v)$ is a strictly increasing and continuously differentiable function of $q(v)$, such that $\partial f(q, v) / \partial q(v) \geq \delta$ for some $\delta>0$,
(iii) $f(q, v)=0$ when $q(v)=\kappa(v)$.

Consider the following two conditions on a generic assignment $a$, where $q$ denotes the load vector corresponding to $a$, and $m_{u}(f(q))=\min _{v \in N(u)} f(q, v)$ :

Condition 2.4.1 $a_{u, v}=0$ whenever $f(q, v)>m_{u}(f(q))$.
Condition 2.4.2 $\sum_{v} a_{u, v}<\lambda(u)$ only if $f(q, v)=0$ for all $v \in N(u)$.
Let the function $\Phi: R^{V} \rightarrow R$ be defined as $\Phi(q)=\sum_{v} \int_{0}^{q(v)} f(\tilde{q}, v) d \tilde{q}(v)$. Note that $\Phi$ is convex, however, not necessarily symmetric in its arguments. The following three lemmas are proved in Section 2.7. The first lemma concerns a static load balancing problem, the second concerns a connection between static load balancing and load packing, and the third gives a sufficient condition for optimality in $\operatorname{SLP}(\lambda, \kappa)$.

Lemma 2.4.1 (Load Balancing) There exists a solution to $S L B(\lambda, \Phi)$. An admissible assignment $\bar{a}$ which satisfies demand $\lambda$ solves the $S L B(\lambda, \Phi)$ if and only if $\bar{a}$ satisfies Condition 2.4.1. Furthermore, all such assignments yield the same load vector.

Lemma 2.4.2 (Truncation) Let à solve $\operatorname{SLB}(\lambda, \Phi)$ with the corresponding load vector $\bar{q}$, and let $a$ be the assignment defined by

$$
a_{u, v}=\bar{a}_{u, v}\left(1 \wedge \frac{\kappa(v)}{\bar{q}(v)}\right) .
$$

Then $a \in \mathcal{B}_{\lambda, \kappa}$ and a satisfies Conditions 2.4.1 and 2.4.2 with the corresponding load vector $\tilde{q}(v) \wedge$ $\kappa(v)$.

Lemma 2.4.3 (Sufficiency) An assignment vector $a \in \mathcal{B}_{\lambda, \kappa}$ solves $S L P(\lambda, \kappa)$ if there exists a normalization function $f$ such that both Conditions 2.4.1 and 2.4.2 hold. For a given normalization function, there exists an assignment $a \in \mathcal{B}_{\lambda, \kappa}$ that satisfies Conditions 2.4.1 and 2.4.2, and all such assignments yield the same load vector.

To treat the lossy network in the context of the already existing theory, we introduce a new location $v_{L}$ and define an extended load sharing network $(\hat{U}, \hat{V}, \hat{N})$ by $\hat{U}=U, \hat{V}=V \cup\left\{v_{L}\right\}$, and $\hat{N}(u)=N(u) \cup\left\{v_{L}\right\}$, where $\kappa\left(v_{L}\right)=\infty$. A load process $(X(v): v \in V)$ corresponding to an allocation policy $\pi$ can be extended to a load process $(X(v): v \in \hat{V})$ on $(\hat{U}, \hat{V}, \hat{N})$ by letting $X_{t}\left(v_{L}\right)$ denote the number of blocked consumers that would have been in service at time $t$ if they were not blocked. We continue to use $X$ to denote the extended process, and let $X^{\gamma}(v)=\gamma^{-1} X(v)$ for all $v \in \hat{V}$.

The solution of $\operatorname{SLP}(\lambda, \kappa)$ provides a lower bound for the loss probability of any allocation policy.

Lemma 2.4.4 For any allocation policy $\pi$ and any $\gamma>0$,

$$
P_{\gamma}^{\pi}(\text { Loss }) \geq 1-\frac{\sum_{u \in V} q(v)}{\sum_{u} \lambda(u)},
$$

where $q$ is the load vector corresponding to a solution of $\operatorname{SLP}(\lambda, \kappa)$.
Proof. Consider the load process $X$ on $(\hat{U}, \hat{V}, \hat{N})$, and assume, without loss of generality, that $X$ starts with the zero initial state. Let

$$
\begin{aligned}
s_{k} & =\text { Holding time of the } k^{t h} \text { arrival to } v_{L} \\
\beta(t) & =\text { Number of arrivals to } v_{L} \text { in }[0, t)
\end{aligned}
$$

Note that $\beta(t)$ is the number of consumers lost by time $t$ in the original system ( $U, V, N$ ). By the construction of $X$,

$$
\begin{align*}
\left.E\left[\int_{0}^{t} \sum_{v \in \dot{V}} X_{s}(v) d s\right]-E\left[\int_{0}^{t} \sum_{v \in V} X_{s}(v)\right) d s\right] & =E\left[\int_{0}^{t} X_{s}\left(v_{L}\right) d s\right] \\
& \leq E\left[\sum_{k=1}^{\beta(t)} s_{k}\right] \\
& =E[\beta(t)] \tag{2.25}
\end{align*}
$$

where the last step follows by the independence of $\left(s_{k}: k \geq 1\right)$ and $\beta(t)$. For every $s, E\left[X_{s}^{\gamma}\right]$ is the load vector corresponding to an assignment in $\mathcal{B}_{\lambda, \kappa}$; therefore, by the choice of $q, \sum_{v \in V} E\left[X_{s}^{\gamma}(v)\right] \leq$ $\sum_{v \in V} q(v)$ so that $E\left[\int_{0}^{t} \sum_{v \in V} X_{s}(v) d s\right] \leq t \gamma \sum_{v \in V} q(v)$. Rearranging (2.25) and observing that
$E\left[\int_{0}^{t} \sum_{v \in \dot{V}} X(s) d s\right]=\gamma \sum_{u} \lambda(u) \int_{0}^{t}\left(1-e^{-s}\right) d s$ yield

$$
\frac{E[\beta(t)]}{t \gamma} \geq\left(1-\frac{1-e^{-t}}{t}\right) \sum_{u} \lambda(u)-\sum_{v \in V} q(v) .
$$

The result follows by dividing each side by $\sum_{u} \lambda(u)$ and letting $t \rightarrow \infty$.
In the context of finite capacity constraints, we investigate a class of allocation policies which are named least relative load routing (LRLR) policies. Given a normalization function $f$, an LRLR policy is defined by the following assignment rule:

- Upon arrival, a consumer of type $u$ is assigned to a location $v \in N(u)$ with the minimum relative load, $f\left(X^{\gamma}, v\right)$, provided that the minimum relative load is less than zero. Otherwise, all of the locations in $N(u)$ are full, and the consumer is lost.

Consider the extended load process $(X(v): v \in \hat{V})$ under an LRLR policy. Intuitively, this process is lossless, and it is also governed by LRLR with the normalization function extended by defining $f\left(q, v_{L}\right)=0^{-}$. The process $X^{\boldsymbol{\gamma}}$ is Markov and has the following representation:

$$
X_{t}^{\gamma}(v)=X_{0}^{\gamma}(v)+M_{t}^{\gamma}(v)+\sum_{u \in \mathcal{N}^{-1}(v)} A_{u, v}^{\gamma}(t)-\int_{0}^{t} X_{s}^{\gamma}(v) d s,
$$

where

$$
A_{u, v}^{\gamma}(t)= \begin{cases}\int_{0}^{t} \frac{\left.I f f\left(X_{s, v}\right)=m_{u}\left(\int\left(X_{s}\right)\right)\right\} I\left[\int\left(X_{s, v}\right)<0\right\}}{\sum_{v^{\prime} \in N(u)}^{I}\left(f\left(X_{s}, v^{\prime}\right)=m_{u}\left(f\left(X_{s}\right)\right)\right\}} \lambda(u) d s & \text { if } v \in V \\ \int_{0}^{t} I\left\{m_{u}\left(f\left(X_{s}\right)\right)=0\right\} \lambda(u) d s & \text { if } v=v_{L}\end{cases}
$$

and $M^{\gamma}(v)$ is a local martingale with $M_{0}^{\gamma}(v)=0$. Given that $\left(X_{0}^{\gamma}\right)$ is tight, the methods of Section 2.3.2 can be applied to establish the tightness of ( $X^{\gamma}, A^{\gamma}$ ) and characterize the possible weak limits. Namely, the following lemma holds:

Lemma 2.4.5 Suppose ( $X_{0}^{\gamma}$ ) is tight. Then every subsequence ( $X^{\gamma_{n}}, A^{\gamma_{n}}$ ) has a further subsequence ( $X^{\gamma_{n_{k}}}, A^{\gamma_{n_{k}}}$ ) such that $\left(X^{\gamma_{n_{k}}}, A^{\gamma_{n_{k}}}\right) \Longrightarrow(x, A)$, where $(x, A)$ satisfies the following fluid equations:

$$
\begin{gather*}
x_{t}(v)=x_{0}(v)+\sum_{u \in \tilde{N}^{-1}(v)} A_{u, v}(t)-\int_{0}^{t} x_{s}(v) d s,  \tag{2.26}\\
A_{u, v}(0)=0, \quad A_{u, v}(t) \text { nondecreasing }, \tag{2.27}
\end{gather*}
$$

$$
\begin{gather*}
0 \leq x_{t}(v) \leq \kappa(v), \quad \sum_{v \in \dot{N}(u)} A_{u, v}(t)=\lambda(u) t,  \tag{2.28}\\
\int_{0}^{t} I\left\{f\left(x_{s}, v\right)>m_{u}\left(f\left(x_{s}\right)\right)\right\} d A_{u, v}(s)=0 \quad v \neq v_{L},  \tag{2.29}\\
\int_{0}^{t} I\left\{m_{u}\left(f\left(x_{s}\right)\right)<0\right\} d A_{u, v_{L}}(s)=0 . \tag{2.30}
\end{gather*}
$$

Call $t$ a regular point of a function $g: R \rightarrow R$ if $g$ is differentiable at $t$, and let $\dot{g}_{t}$ denote the derivative of $g$ at a regular point $t$. The following lemma is proved in Section 2.7.

Lemma 2.4.6 Let $g$ be an absolutely continuous function, and let $\alpha \in R$. Then $\dot{g}_{t}=0$ for almost all $t$ such that $g_{t}=\alpha$.

Lemma 2.4.7 (Monotonicity) Let $\left(x^{\prime}, A^{\prime}\right)$ and $(x, A)$ be two solutions to the fuid equations (2.26)-(2.30). Then,
(i) If $x_{0}^{\prime}(v) \geq x_{0}(v)$ for all $v \in V$, then $x_{t}^{\prime}(v) \geq x_{t}(v)$ for all $v \in V$ and $t \geq 0$.
(ii) If in addition $x_{0}^{\prime}\left(v_{L}\right) \geq x_{0}\left(v_{L}\right)$, then $x_{t}^{\prime}\left(v_{L}\right) \geq x_{t}\left(v_{L}\right)$ for all $t \geq 0$.

Proof. For (i), the proof of Lemma 2.3.4 applies directly by replacing $F^{c}$ by $F^{c} \cap V$ and using $f\left(x_{s}\right)$ and $f\left(x_{s}^{\prime}\right)$ in place of $x_{s}$ and $x_{s}^{\prime}$ in inequalities (2.19) and (2.20), respectively.

To prove (ii), for each $t$ define

$$
\begin{array}{cc}
F_{t}=\left\{v \in V: x_{t}(v)=\kappa(v)\right\}, & F_{t}^{\prime}=\left\{v \in V: x_{t}^{\prime}(v)=\kappa(v)\right\}, \\
G_{t}=\left\{u \in U: N(u) \subset F_{t}\right\}, & G_{t}^{\prime}=\left\{u \in U: N(u) \subset F_{t}^{\prime}\right\} . \tag{2.32}
\end{array}
$$

By part (i), $F_{t} \subset F_{t}^{\prime}$, and $G_{t} \subset G_{t}^{\prime}$ for all $t$. By Remark 2.3.2 applied to (2.26)-(2.30) and Lemma 2.4.6, for almost all $t$,

$$
\begin{array}{ll}
\left(\sum_{u \in G_{t}} a_{u, v}(t)\right)-\kappa(v)=\dot{x}_{t}(v)=0 & \text { for all } v \in F_{t} \\
\left(\sum_{u \in G_{t}^{\prime}} a_{u, v}^{\prime}(t)\right)-\kappa(v)=\dot{x_{t}^{\prime}}(v)=0 & \text { for all } v \in F_{t}^{\prime} \tag{2.33}
\end{array}
$$

Therefore, for almost all $t$,

$$
\begin{aligned}
\dot{x}_{t}\left(v_{L}\right) & =\dot{x}_{t}\left(v_{L}\right)+\sum_{v \in F_{t}} \dot{x}_{t}(v) \\
& =\sum_{u \in G_{t}} \lambda(u)-\left(\sum_{v \in F_{t}} \kappa(v)\right)-x_{t}\left(v_{L}\right) \\
\dot{x_{t}^{\prime}}\left(v_{L}\right) & =\dot{x_{t}^{\prime}}\left(v_{L}\right)+\sum_{v \in F_{t}} \dot{x_{t}^{\prime}}(v) \\
& \leq \sum_{u \in G_{t}} \lambda(u)-\left(\sum_{v \in F_{t}} \kappa(v)\right)-x_{t}^{\prime}\left(v_{L}\right),
\end{aligned}
$$

where the inequality follows by (2.33) and the definitions (2.31) and (2.32). Hence if $e_{t}=x_{t}^{\prime}\left(v_{L}\right)-$ $x_{t}\left(v_{L}\right)$, then $\dot{e}_{t} \geq-e_{t}$ for almost all $t$. This, along with the hypothesis $e_{0} \geq 0$, proves (ii).

Corollary 2.4.1 (Uniqueness) If $(x, A)$ and $\left(x^{\prime}, A^{\prime}\right)$ are two solutions to the fluid equations (2.26)-(2.30) with $x_{0}=x_{0}^{\prime}$, then $x_{t}=x_{t}^{\prime}$ for all $t \geq 0$.

We now concentrate on the properties of the unique trajectory $x$ that corresponds to the solutions of the fluid equations (2.26)-(2.30). The proof of the following lemma can be found in Section 2.7.

Lemma 2.4.8 Let $g_{t}(i)$ be absolutely continuous, $i=1,2, \cdots, I$, and set $m_{t}=\min _{i} g_{t}(i)$. Then $m$ is absolutely continuous, almost every $t$ is a regular point for $g(1), \cdots, g(I), m$, and for all such $t, \dot{m}_{t}=\dot{g}_{t}(i)$ for all $i$ such that $g_{t}(i)=m_{t}$.

Note that by the continuous differentiability of $f$, there exists $\Delta$ such that $\frac{\partial f\left(g^{\prime}, v\right)}{\partial q^{\prime}(v)} \leq \Delta$ whenever $0 \leq q^{\prime}(v) \leq \kappa(v)$ for all $v \in V$. Let $q$ be the optimal load vector corresponding to the assignments satisfying Conditions 2.4.1 and 2.4.2. Extend $q$ to $\hat{V}$ by setting $q\left(v_{L}\right)=\left(\sum_{u} \lambda(u)\right)-\sum_{v \in V} q(v)$. The next two lemmas establish the convergence of $x$ to the load vector $q$.

Lemma 2.4.9 Given $\epsilon>0$, there exists $\tau_{0}(\epsilon)$ such that for all $v \in \hat{V}$,

$$
\begin{equation*}
x_{t}(v) \geq q(v)-\epsilon \tag{2.34}
\end{equation*}
$$

whenever $t \geq \tau_{0}(\epsilon)$.

Proof. We first establish the inequality (2.34) for $v \in V$. Let $\left\{V_{1}, V_{2}, \cdots, V_{J}\right\}$ and $\left\{U_{1}, U_{2}, \cdots, U_{J}\right\}$ be the unique partitions of $V$ and $U$, respectively, defined by Lemma 2.2.2 when condition (2.1) is replaced by Condition 2.4.1, and the vector $q$ is replaced by $f(q)$ in (2.2) and (2.3). Let $j \in\{1,2, \cdots, J\}$ and define

$$
\begin{aligned}
m_{t}^{j} & =\inf _{v \in \bigcup_{i=j}^{j} v_{i}} f\left(x_{t}, v\right), \\
F_{t}^{j} & =\left\{v \in \bigcup_{i=j}^{J} V_{i}: f\left(x_{t}, v\right)=m_{t}^{j}\right\}, \\
N^{*}\left(F_{t}^{j}\right) & =\left\{u: N(u) \cap F_{t}^{j} \neq \emptyset \text { and } N(u) \cap\left(\bigcup_{i=1}^{j-1} V_{i}\right)=\emptyset\right\},
\end{aligned}
$$

with the understanding that $\bigcup_{i=1}^{0} V_{i}=\emptyset$. Let $f_{j}$ denote the value such that $f(q, v)=f_{j}$ for all $v \in V_{j}$. Assume that $t$ is a regular point of $m^{j}$ such that $m_{t}^{j}<f_{j}-\epsilon \delta$. Then by the explanations indicated in parentheses,

$$
\begin{align*}
\left|F_{t}^{j}\right| \dot{m}_{t}^{j} & =\sum_{v \in F_{t}^{\prime}} \dot{f}\left(x_{t}, v\right) & & \text { (Lemma 2.4.8) }  \tag{Lemma2.4.8}\\
& \geq \delta \sum_{v \in F_{t}^{\prime}} \dot{x}_{t}(v) & & \text { (Definition 2.4.1) } \\
& \geq \delta\left(\sum_{u \in N^{*}\left(F_{t}^{j}\right)} \lambda(u)-\sum_{v \in F_{t}^{\prime}} x_{t}(v)\right) & & \text { (Definition of } F_{t}^{j} \text { and the fluid equations ) } \\
& \geq \delta\left(\sum_{u \in N^{*}\left(F_{t}^{\prime}\right)} \lambda(u)-\sum_{v \in F_{t}^{\prime}}(q(v)-\epsilon \delta / \Delta)\right) & & \text { (Definition of } F_{t}^{j} \text { ) } \\
& \geq\left|F_{t}^{j}\right| \epsilon \delta^{2} / \Delta . & & \text { (Definition of } N^{*} \text { and } q \text { ) }
\end{align*}
$$

Therefore, if $t \geq \sup _{v}|f(0, v)| \Delta / \epsilon \delta^{2}$, then $m_{t}^{j} \geq f_{j}-\epsilon \delta$, so that $f\left(x_{t}, v\right) \geq f(q, v)-\epsilon \delta$ for $v \in V_{j}$, which in turn implies that $x_{t}(v) \geq q(v)-\epsilon$ for $v \in V_{j}$. Since $j$ is arbitrary, (2.34) holds for all $t \geq \sup _{v}|f(0, v)| \Delta / \epsilon \delta^{2}$, and $v \in V$.

To complete the proof of the lemma, note that by Lemma 2.3.6, there exists a $\tau_{J}(\epsilon)$ such that $x_{t}\left(v_{L}\right)+\sum_{v \in V_{J}} x_{t}(v) \geq \sum_{u \in U_{J}} \lambda(u)-\epsilon$ for all $t \geq \tau_{J}(\epsilon)$. Therefore, for all such $t, x_{t}\left(v_{L}\right) \geq$ $\left(\sum_{u \in U_{J}} \lambda(u)-\epsilon-\sum_{v \in V_{J}} \kappa(v)\right)_{+} \geq q\left(v_{L}\right)-\epsilon$. This proves (2.34) for $v=v_{L}$ and establishes the lemma with $\tau_{0}(\epsilon)=\left(\sup _{v}|f(0, v)| \Delta / \epsilon \delta^{2}\right) \vee \tau_{J}(\epsilon)$.

Lemma 2.4.10 (Insensitivity to Initial State) If $(x, A)$ is a solution to the fluid equations (2.26)-(2.30), then $\lim _{t \rightarrow \infty}\left\|x_{t}-q\right\|_{\text {sup }}=0$ uniformly for all $x_{0}$ in bounded subsets of $R_{+}^{\dot{V}}$.

Proof. Fix $l>0$ and let $\sum_{v \in \dot{V}} x_{0}(v)<l$. Given $\epsilon>0$, set $\epsilon_{0}=\epsilon /(|V|+2)$. Appealing to Lemma 2.3.6, let $\tau_{1}\left(l, \epsilon_{0}\right)$ be such that for all $t \geq \tau_{1}\left(l, \epsilon_{0}\right),\left|\sum_{v \in \dot{V}} x_{t}(v)-\sum_{u} \lambda(u)\right|<\epsilon_{0}$, or equivalently $\left|\sum_{v \in \dot{V}}\left(x_{t}(v)-q(v)\right)\right|<\epsilon_{0}$. If $t>\tau_{0}\left(\epsilon_{0}\right) \vee \tau_{1}\left(l, \epsilon_{0}\right)$, then Lemma 2.4.9 implies that

$$
\inf _{v \in \dot{V}}\left(x_{t}(v)-q(v)\right) \geq-\epsilon_{0} \geq-\epsilon
$$

This in turn implies that

$$
\begin{aligned}
\sup _{v \in \dot{V}}\left(x_{t}(v)-q(v)\right) & \leq \sum_{v \in \dot{V}}\left(x_{t}(v)-q(v)+\epsilon_{0}\right) \\
& =\sum_{v \in \dot{V}}\left(x_{t}(v)-q(v)\right)+(|V|+1) \epsilon_{0} \\
& \leq(|V|+2) \epsilon_{0}=\epsilon
\end{aligned}
$$

which yields the desired result.

Lemma 2.4.11 (Convergence of Equilibrium Distributions) Let $q$ be the unique load vector corresponding to assignments satisfying Conditions 2.4.1 and 2.4.2, and $\nu$ be the distribution of the equilibrium load $X_{\infty}^{\gamma}$. Then for all $\epsilon>0$,

$$
\lim _{\gamma \rightarrow \infty} \nu\left(\left\|X_{\infty}^{\gamma}-q\right\|_{\text {sup }}>\epsilon\right)=0 .
$$

Proof. The proof of Lemma 2.3.9 applies directl; by using Lemmas 2.4.5 and 2.4.10 in place of Lemmas 2.3.3 and 2.3.7, respectively.

Theorem 2.4.1 (Asymptotic Optimality of LRLR) Let $P_{\gamma}^{\pi}$ (Loss) denote the loss probability of an arbitrary allocation policy $\pi$ and $P_{\gamma}^{L R L R}$ (Loss) denote the loss probability of the LRLR policy for some normalization function $f$. Then

$$
\liminf _{\gamma \rightarrow \infty} P_{\gamma}^{\pi}(\text { Loss }) \geq \lim _{\gamma \rightarrow \infty} P_{\gamma}^{L R L R}(\text { Loss })=1-\frac{\sum_{u \in V} q(v)}{\sum_{u} \lambda(u)},
$$

where $q$ is the load vector corresponding to a solution of $\operatorname{SLP}(\lambda, \kappa)$.

Proof. The collection ( $X_{\infty}^{\gamma}: \gamma>0$ ) is dominated by normalized Poisson random variables and is uniformly integrable. Therefore,

$$
\begin{aligned}
\lim _{\gamma \rightarrow \infty} P_{\gamma}^{L R L R}(\text { Loss }) & =\lim _{\gamma \rightarrow \infty} \liminf _{t \rightarrow \infty} \frac{E[\text { number of consumers lost in }[0, t]}{t \gamma \sum_{u} \lambda(u)}, \\
& =\frac{1}{\sum_{u} \lambda(u)} \lim _{\gamma \rightarrow \infty} E\left[X_{\infty}^{\gamma}\left(v_{L}\right)\right] \\
& =\frac{q\left(v_{L}\right)}{\sum_{u} \lambda(u)}, \\
& =1-\frac{\sum_{u \in V} q(v)}{\sum_{u} \lambda(u)},
\end{aligned}
$$

where the second step follows by Little's Theorem, and the third step is a consequence of Lemma 2.4.11 and the uniform integrability of ( $X_{\infty}^{\gamma}: \gamma>0$ ). The theorem now follows by Lemma 2.4.4.

Having proven the optimality properties of generic LRLR policies, we now focus on two particular elements of this class, namely the least ratio routing and the maximum residual capacity routing policies. In the next two sections, we obtain a stronger version of Lemma 2.4.10 for these policies and provide explicit solutions of the fluid equations (2.26)-(2.30) for certain initial conditions.

### 2.4.1 Least ratio routing

In this section we focus on a particular least relative load routing policy, namely the least ratio routing (LRR). The LRR policy is defined as the LRLR policy associated with the normalization function $f(q, v)=-1+q(v) / \kappa(v)$. Note that LRR assigns each consumer to the location with the least load-to-capacity ratio, $X_{t}^{\gamma}(v) / \kappa(v)$.

Let $\tilde{a}$ and $\tilde{q}$ be defined as in Lemma 2.4.2. Define the trajectories $a$ and $z$ as follows:

$$
\begin{aligned}
a_{u, v}(t) & =\left\{\begin{array}{lll}
\tilde{a}_{u, v} & v \in V & t<\ln \left(\tilde{q}(v) /(\tilde{q}(v)-\kappa(v))_{+}\right), \\
\tilde{a}_{u, v} \kappa(v) / \bar{q}(v) & v \in V & t \geq \ln \left(\bar{q}(v) /(\tilde{q}(v)-\kappa(v))_{+}\right), \\
\sum_{v \in V}\left(\tilde{a}_{u, v}-a_{u, v}(t)\right) & v=v_{L},
\end{array}\right. \\
z_{t}(v) & = \begin{cases}\tilde{q}(v)\left(1-e^{-t}\right) \wedge \kappa(v) & v \in V, \\
\left(1-e^{-t}\right) \sum_{u} \lambda(u)-\sum_{v \in V} z_{t}(v) & v=v_{L} .\end{cases}
\end{aligned}
$$

It is straightforward to verify that $\left(z, \int_{0}^{0} a(s) d s\right)$ solves the fluid equations (2.26)-(2.30) with the zero initial state.

Lemma 2.4.12 (Convergence Rate of LRR) Let $q$ be the unique load vector corresponding to assignments satisfying Conditions 2.4.1 and 2.4.2. If $(x, A)$ is a solution to the fluid equations (2.26)-(2.30), then

$$
\sup _{v \in V}\left|x_{t}(v)-q(v)\right| \leq e^{-t}\left(\sup _{v \in V} q(v) \vee \sum_{v \in V} x_{0}(v)\right) .
$$

Proof. By Lemma 2.4.7, for all $v \in V, x_{t}(v) \geq z_{t}(v)$. Also,

$$
x_{t}(v)-z_{t}(v) \leq \sum_{v \in V}\left(x_{t}(v)-z_{t}(v)\right)=e^{-t} \sum_{v \in V} x_{0}(v) .
$$

These inequalities, together with the fact that

$$
q(v)\left(1-e^{-t}\right) \leq z_{t}(v) \leq q(v)
$$

for all $v \in V$, yield the desired result.

### 2.4.2 Maximum residual capacity routing

The maximum residual capacity routing (MRCR) is defined as the LRLR policy associated with the normalization function $f(q, v)=q(v)-\kappa(v)$. Note that the MRCR policy assigns each consumer to the location with the maximum residual capacity defined as $\gamma \kappa(v)-X_{t}(v)$.

Let $a$ be an optimal assignment satisfying Conditions 2.4.1 and 2.4.2, and let $q$ be the load vector determined by $a$. Extend $a$ to $(\hat{U}, \hat{V}, \hat{N})$ by setting $a_{u, v_{L}}=\lambda(u)-\sum_{v \in V} a_{u, v}$. Let $z_{0}$ denote the vector such that $z_{0}(v)=\kappa(v)$ for $v \in V$, and $0 \leq z_{0}\left(v_{L}\right)<\infty$. Direct verification yields that ( $z, A$ ), defined by

$$
\begin{aligned}
z_{t}(v) & =z_{0}(v) e^{-t}+q(v)\left(1-e^{-t}\right) \\
A_{u, v}(t) & =a_{u, v} t,
\end{aligned}
$$

is a solution to the fluid equations (2.26)-(2.30) starting with the initial state $z_{0}$.
Lemma 2.4.13 (Convergence Rate of MRCR) Let $q$ be the unique load vector corresponding to assignments satisfying Conditions 2.4.1 and 2.4.2. If $(x, A)$ is a solution to the fluid equations
(2.26)-(2.30) with an arbitrary initial state $x_{0}$, then

$$
\sup _{v \in \dot{V}}\left|x_{t}(v)-q(v)\right| \leq e^{-t}\left(\left(q\left(v_{L}\right) \vee x_{0}\left(v_{L}\right)\right)+\sum_{v \in V} \kappa(v)\right) .
$$

Proof. Let $z_{0}$ be an initial state vector defined as $z_{0}(v)=\kappa(v)$ for $v \in V$ and $z_{0}\left(v_{L}\right)=x_{0}\left(v_{L}\right)$, and let $z$ denote the load trajectory starting with $z_{0}$. By Lemma 2.4.7, for all $v \in \dot{V}$,

$$
\begin{aligned}
x_{t}(v) & \leq z_{t}(v) \\
& =z_{0}(v) e^{-t}+q(v)\left(1-e^{-t}\right)
\end{aligned}
$$

On the other hand, for any $v \in \hat{V}$,

$$
\begin{aligned}
z_{t}(v)-x_{t}(v) & \leq \sum_{v \in \bar{V}}\left(z_{t}(v)-x_{t}(v)\right) \\
& =e^{-t} \sum_{v \in \dot{V}}\left(z_{0}(v)-x_{0}(v)\right) \\
& \leq e^{-t} \sum_{v \in V} \kappa(v) .
\end{aligned}
$$

Therefore,

$$
\left(z_{0}(v)-q(v)-\sum_{v \in V} \kappa(v)\right) e^{-t} \leq x_{t}(v)-q(v) \leq\left(z_{0}(v)-q(v)\right) e^{-t},
$$

and the desired result follows.

### 2.5 The Migration Model

In this section we consider locations with infinite capacities and generalize the basic model of Section 2.3 by allowing consumers to change their types while they are in the system and also by including type-dependent departure rates. Towards this end, Lemma 2.5.1 identifies the weak limits of the network process as solutions to certain fluid equations. An example shows that the fluid equations do not necessarily uniquely determine the transient behavior of the load; nevertheless, by Lemma 2.5.5, the limit point is unique. These facts are used to establish Theorem 2.5.1 on the asymptotic optimality of LLR.

The analytical description of the migration model involves a routing matrix $R$, sucin that $R=$ $\left[r_{u, u^{\prime}}\right]_{U \times U}$, where $r_{u, u^{\prime}} \geq 0$ for $u \neq u^{\prime}$, and $\sum_{u^{\prime} \in U} r_{u, u^{\prime}} \leq 0$ for all $u \in U$. Given a load sharing
network ( $U, V, N$ ), an arrival rate vector $\lambda$, and a routing matrix $R$, consider the load balancing problem of Section 2.3. Suppose for all $u, u^{\prime} \in U$ such that $u^{\prime} \neq u$, each type $u$ consumer transforms into a type $u^{\prime}$ consumer with rate $r_{u, u^{\prime}}$ or departs from the system with rate $-\sum_{u^{\prime} \in U} r_{u, u^{\prime}}$. Each arrival is assigned to a location via the LLR policy. In addition, when a consumer changes its type, it is reassigned using LLR. Its location may or may not change. We assume that $R$ is nonsingular, so that every consumer eventually departs from the system. Let $L_{t}(u)$ continue to denote the number of type $u$ consumers in the network at time $t$. It can be verified by direct substitution that the equilibrium vector ( $L_{\infty}(u): u \in U$ ) is a vector of independent Poisson random variables with mean vector $\gamma \rho$, where $\rho=-\lambda R^{-1}$, so that the normalized cost of any allocation policy is lower bounded by $\Psi(\rho)$. This section extends the analysis of Section 2.3 to the more general setting.

Let the contribution of type $u$ to location $v$ at time $t$, denoted by $C_{t}(u, v)$, be the number of type $u$ consumers at location $v$ at time $t$. Define $C_{t}^{\gamma}(u, v)=\gamma^{-1} C_{t}(u, v)$, and $L_{t}^{\gamma}(u)=\gamma^{-1} L_{t}(u)$. Note that $X_{t}^{\gamma}(v)=\sum_{u} C_{t}^{\gamma}(u, v)$, and $L_{t}^{\gamma}(u)=\sum_{v} C_{t}^{\gamma}(u, v)$. Under LLR, $C$ is Markov on the state space $Z_{+}^{U \times V}$, and $C^{\gamma}(u, v)$ can be represented as

$$
C_{t}^{\gamma}(u, v)=C_{0}^{\gamma}(u, v)+M_{t}^{\gamma}(u, v)+A_{u, v}^{\gamma}(t)+\int_{0}^{t} r_{u, u} C_{s}^{\gamma}(u, v) d s
$$

where

$$
A_{u, v}^{\gamma}(t)=\int_{0}^{t}\left(\lambda(u)+\sum_{u^{\prime} \neq u} L_{s}^{\gamma}\left(u^{\prime}\right) r_{u^{\prime}, u}\right) \frac{I\left\{X_{s}(v)=m_{u}\left(X_{s}\right)\right\}}{\sum_{v^{\prime} \in N(u)} I\left\{X_{s}\left(v^{\prime}\right)=m_{u}\left(X_{s}\right)\right\}} d s
$$

and $M^{\gamma}(u, v)$ is a local martingale with $M_{0}^{\gamma}(u, v)=0$. Given that $\left(C_{0}^{\gamma}\right)$ is tight, the methods of Section 2.3.2 can be applied directly to establish the tightness of ( $C^{\gamma}, A^{\gamma}$ ) and characterize the possible weak limits. Namely, the following lemma holds:

Lemma 2.5.1 Suppose $\left(C_{0}^{\gamma}\right)$ is tight. Then every subsequence $\left(C^{\gamma_{n}}, A^{\gamma_{n}}\right.$ ) has a further subsequence $\left(C^{\gamma_{n_{k}}}, A^{\gamma_{n_{k}}}\right)$ such that $\left(C^{\gamma_{n_{k}}}, A^{\gamma_{n_{k}}}\right) \Longrightarrow(c, A)$, where $(c, A)$ satisfies the following fluid equations:

$$
\begin{gather*}
c_{t}(u, v)=c_{0}(u, v)+A_{u, v}(t)+\int_{0}^{t} r_{u, u} c_{s}(u, v) d s  \tag{2.35}\\
A_{u, v}(0)=0, A_{u, v}(t) \text { nondecreasing, } \sum_{v \in N(u)} A_{u, v}(t)=\lambda(u) t+\sum_{u^{\prime} \neq u} \int_{0}^{t} l_{s}\left(u^{\prime}\right) r_{u^{\prime}, u} d s,  \tag{2.36}\\
\int_{0}^{t} I\left\{x_{s}(v)>m_{u}\left(x_{s}\right)\right\} d A_{u, v}(s)=0, \tag{2.37}
\end{gather*}
$$

where $x_{t}(v)=\sum_{u \in N^{-t}(v)} c_{t}(u, v)$ and $l_{t}(u)=\sum_{v \in N(u)} c_{t}(u, v)$.


Figure 2.2 An example to illustrate the nonuniqueness of the solutions to the fluid equations (2.35)-(2.37).

Table 2.1 Two assignment regimes for the network of Figure 2.2.

| $A^{\|c\|} A_{t}(u, v)$ | $c_{t}(u, v)$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 1 | 2 | 3 |
| 1 | $t / 2$ | $t / 2$ | 0 | $\left(1-e^{-t}\right) / 2$ | $\left(1-e^{-t}\right) / 2$ | 0 |
| 2 | $3 t / 2$ | $3 t / 2$ | 0 | $\left(1-e^{-3 t}\right) / 2$ | $\left(1-e^{-3 t}\right) / 2$ | 0 |
| 3 | 0 | 0 | 0 | 0 | 0 | $\left(.9495 \times 10^{7}\right) e^{-7 t}$ |


|  | $\bar{A}_{t}(u, v)$ |  |  | $\bar{c}_{t}(u, v)$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 1 | 2 | 3 |  |
| 1 | $t$ | 0 | 0 | $1-e^{-t}$ | 0 | 0 |  |
| 2 | $1-e^{-t}$ | $3 t-1+e^{-t}$ | 0 | $\left(e^{-t}-e^{-3 t}\right) / 2$ | $1-\left(e^{-t}+e^{-3 t}\right) / 2$ | 0 |  |
| 3 | 0 | 0 | 0 | 0 | 0 | $\left(.9495 \times 10^{7}\right) e^{-7 t}$ |  |

The following example shows, in contrast to Lemma 2.3.5, that the initial state $c_{0}$ and the fluid equations (2.35)-(2.37) do not necessarily determine a unique load trajectory $x$.

Example. (Type dependent departure rates, no routing ) Consider the load sharing network and the routing matrix of Figure 2.2. Suppose $c_{0}(3,3)=.9495 \times 10^{7}$, and $c_{0}(u, v)=0$ otherwise. Let $\tau=\ln 10$, and consider the two assignment regimes $(c, A)$ and $(\tilde{c}, \bar{A})$ for $t \in[0, \tau]$ as listed in Table 2.1. It is straightforward to verify that both $(c, A)$ and $(\tilde{c}, \tilde{A})$ satisfy (2.35)-(2.37), and $x_{t}(v)=\bar{x}_{t}(v)$ for $v \in V$ and $t \in[0, \tau]$. Note that $\tau=\inf \left\{t: x_{t}(1)=x_{t}(2)=x_{t}(3)\right\}$, and $x_{\tau}(1)=.9495$. Under both regimes, at time $\tau$, the instantaneous rate of decrease of load at location 3 is $7(.9495)$, whereas the instantaneous rates of decrease of load at locations 1 and 2 , respectively, are each upper bounded by $3(.9495)$. The difference is larger than the flow rate of type 2 arrivals; therefore, there exists a $\delta>0$ such that (2.35)-(2.37) are not violated only if all type

2 arrivals are directed to location 3 during $[\tau, \tau+\delta]$. Under ( $c, A$ ), type 1 arrivals can split evenly between locations 1 and 2 and maintain $x_{t}(1)=x_{t}(2)$ for $t \in\left[\tau_{i} \tau+\delta\right]$. However, under $(\tilde{c}, \bar{A})$, at time $\tau$ location 1 discharges at an instantaneous rate of $.9+3(.0495)=1.0485$, and location 2 discharges at an instantaneous rate of $3(.9495)=2.8485$. The difference between the discharge rates is greater than the flow rate of type 1 arrivals; therefore, there exists a $\delta^{\prime}>0$ such that all type 1 arrivals are directed to location 2 , and $\bar{x}_{t}(1)>\bar{x}_{t}(2)$ for $t \in\left(\tau, \tau+\delta^{\prime}\right]$. Thus, $c_{0}$ together with the fluid equations (2.35)-(2.37) does not determine $x$ uniquely.

We now concentrate on the properties of the load trajectories corresponding to the solutions of the fluid equations. By the definition of the demand vector, the coordinates of $\rho$ are strictly positive; however, the extension of the results to nonnegative $\rho$ is trivial.

Lemma 2.5.2 Given $\bar{l}_{0} \in R_{+}^{U}, \lim _{t \rightarrow \infty}\left\|l_{t}-\rho\right\|_{\text {sup }}=0$ uniformly for $0 \leq l_{0} \leq \bar{l}_{0}$.
Proof. By Equations (2.35)-(2.37), $l_{t}$ satisfies

$$
l_{t}=l_{0}+\lambda t+\int_{0}^{t} R l_{s} d s
$$

which can be solved to yield

$$
l_{t}=l_{0} e^{R t}+\rho\left(I-e^{R t}\right)
$$

where the exponential $e^{R t}$ of the matrix $R$ can be defined by a power series. Since $e^{R t} \rightarrow 0$ exponentially, $l_{t}$ converges to $\rho$ exponentially fast, uniformly for $l_{0} \leq \bar{l}_{0}$. This establishes the lemma.

The following auxiliary lemma is proved in Section 2.7.
Lemma 2.5.3 Suppose that $a_{i} \leq \bar{a}_{i}$ for $1 \leq i \leq J$, and $w_{\min }=\min _{1 \leq i \leq J} w_{i}$. Then

$$
\sum_{i} a_{i} w_{i} \leq \sum_{i} \bar{a}_{i} w_{i}+\left(\sum_{i} a_{i}-\sum_{i} \bar{a}_{i}\right) w_{m i n} .
$$

Lemma 2.5.4 Let $q$ denote the unique load vector corresponding to the solutions of $\operatorname{SLB}(\rho, \Phi)$. Given $\bar{l}_{0} \in R_{+}^{U}$ and $\epsilon>0$, there exists $t_{1}\left(\bar{l}_{0}, \epsilon\right)$ such that for all $v \in V$,

$$
x_{t}(v) \geq q(v)-\epsilon
$$

whenever $t \geq t_{1}\left(\bar{l}_{0}, \epsilon\right)$, and $0 \leq \bar{l}_{0} \leq \bar{l}_{0}$.
Proof. Let $\left\{V_{1}, V_{2}, \cdots, V_{J}\right\}$ and $\left\{U_{1}, U_{2}, \cdots, U_{J}\right\}$ be the unique partitions of $V$ and $U$, respectively, defined by Lemma 2.2.2 adapted to $S L B(\rho, \Phi)$. It is enough to show that

$$
\begin{equation*}
\inf _{v \in \bigcup_{i=j}^{f}} v_{i} x_{t}(v) \geq q_{j}-\epsilon \tag{2.38}
\end{equation*}
$$

for all $j \in\{1,2, \cdots, J\}$, and $t \geq t_{1}\left(\bar{l}_{0}, \epsilon\right)$, where $q_{j}$ is the value such that $q(v)=q_{j}$ for all $v \in V_{j}$. Towards this end, for each $j \in\{1,2, \cdots, J\}$ define

$$
\begin{aligned}
m_{t}^{j} & =\inf _{v \in \bigcup_{i=j}^{J} V_{i}} x_{t}(v), \\
F_{t}^{j} & =\left\{v \in \bigcup_{i=j}^{J} V_{i}: x_{t}(v)=m_{t}^{j}\right\}, \\
c_{t}\left(u, F_{t}^{j}\right) & =\sum_{v \in F_{t}^{j}} c_{t}(u, v), \\
N^{*}\left(F_{t}^{j}\right) & =\left\{u: N(u) \cap F_{t}^{j} \neq \emptyset \text { and } N(u) \cap\left(\bigcup_{i=1}^{j-1} V_{i}\right)=\emptyset\right\},
\end{aligned}
$$

with the understanding that $\bigcup_{i=1}^{0} V_{i}=0$.
Let $r_{\min }=\min _{u}\left\{-r_{u, u}\right\}$ and $r_{\max }=\max _{u}\left\{-r_{u, u}\right\}$. Given $\epsilon>0$, let $\epsilon_{0}<\epsilon r_{\min }\left(2 \sum_{u} \sum_{u^{\prime}}\left|r_{u, u^{\prime}}\right|\right)^{-1}$. Appeal to Lemma 2.5.2 to fix $t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right)$ such that $\sup _{u}\left|l_{t}(u)-\rho(u)\right|<\epsilon_{0}$ for all $t \geq t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right)$ whenever $0 \leq l_{0} \leq \bar{l}_{0}$. To prove the lemma by induction on $j$, let $j=1$, and choose $t>t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right)$. Suppose that $t$ is a regular point of $m^{1}$ and $x$, and that

$$
\begin{equation*}
m_{t}^{1}<q_{1}-\epsilon . \tag{2.39}
\end{equation*}
$$

Then, by Lemma 2.4.8 and the fact that $N^{*}\left(F_{t}^{1}\right)=N^{-1}\left(F_{t}^{1}\right)$,

$$
\begin{align*}
\left|F_{t}^{1}\right| \dot{m}_{t}^{1} & =\sum_{u \in F_{t}^{1}} \dot{x}_{t}(v) \\
& =\sum_{u \in N^{*}\left(F_{t}^{l}\right)} \lambda(u)+\sum_{u \in U} l_{t}(u) \sum_{u^{\prime} \in N^{*}\left(F_{t}^{l}\right) \backslash\{u\}} r_{u, u^{\prime}}-\sum_{u \in U} c_{t}\left(u, F_{t}^{\mathrm{l}}\right)\left(-r_{u, u}\right) \\
& =\sum_{u \in N^{*}\left(F_{t}^{1}\right)} \lambda(u)+\sum_{u \in U} l_{t}(u) \sum_{u^{\prime} \in N^{*}\left(F_{t}^{l}\right) \backslash\{u\}} r_{u, u^{\prime}}-\sum_{u \in N^{*}\left(F_{t}^{l}\right)} c_{t}\left(u, F_{t}^{l}\right)\left(-r_{u, u}\right) . \tag{2.40}
\end{align*}
$$

By the choice of $t, c_{t}\left(u, F_{t}^{1}\right) \leq \rho(u)+\epsilon_{0}$, so that Lemma 2.5.3 and (2.39) can be used to bound the third term on the right-hand side of (2.40) to obtain

$$
\begin{aligned}
\left|F_{t}^{1}\right| \dot{m}_{t}^{1} & \geq \sum_{u \in N^{*}\left(F_{t}^{1}\right)} \lambda(u)+\sum_{u \in U} l_{t}(u) \sum_{u^{\prime} \in N^{*}\left(F_{t}^{l}\right) \backslash\{u\}} r_{u, u^{\prime}}-\sum_{u \in N^{*}\left(F_{t}^{\mathbf{1}}\right)}\left(\rho(u)+\epsilon_{0}\right)\left(-r_{u, u}\right) \\
& -\left(\left|F_{t}^{1}\right|\left(q_{1}-\epsilon\right)-\sum_{u \in N^{*}\left(F_{t}^{1}\right)}\left(\rho(u)+\epsilon_{0}\right)\right) r_{\min .}
\end{aligned}
$$

Note that $\sum_{u \in N^{*}\left(F_{t}^{l}\right)} \rho(u) \geq\left|F_{t}^{\prime}\right| q_{1}$, and $l_{t}(u) \geq \rho(u)-\epsilon_{a}$. This, together with the identity $\rho(u)\left(-r_{u, u}\right)=\lambda(u)+\sum_{u^{\prime} \neq u} \rho\left(u^{\prime}\right) r_{u^{\prime}, u}$ and the choice of $\epsilon_{0}$, yields that

$$
\begin{aligned}
\left|F_{t}^{1}\right| \dot{m}_{t}^{1} & \geq-\epsilon_{0}\left(\sum_{u \in U} \sum_{u^{\prime} \in N^{*}\left(F_{t}^{1}\right) \backslash\{u\}} r_{u, u^{\prime}}+\sum_{u \in N^{*}\left(F_{t}^{1}\right)}\left(-r_{u, u}\right)\right)+\epsilon\left|F_{t}^{1}\right| r_{\min } \\
& \geq \frac{\epsilon r_{\min }\left|F_{t}^{1}\right|}{2}
\end{aligned}
$$

Thus, for almost all regular points $t$ of $m$ such that $t>t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right), \dot{m}_{t}^{1} \geq \epsilon r_{\text {min }} / 2$ whenever $m_{t}^{1}<q_{1}-\epsilon$. Therefore, (2.38) holds for $j=1$ for all $t \geq T^{1}\left(\bar{l}_{0}, \epsilon\right)=t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right)+2 \sum_{u}\left(\rho(u)+\epsilon_{0}\right) / \epsilon r_{\text {min }}$.

As the induction hypothesis, fix $j \in\{2,3, \cdots, J\}$, and suppose that given $\epsilon_{0}>0$, for each $p \in\{1, \cdots, j-1\}$ there exists a $T^{p}\left(\bar{l}_{0}, \epsilon_{0}\right)$ such that

$$
m_{t}^{p} \geq q_{p}-\epsilon_{0}
$$

whenever $t \geq T^{p}\left(\bar{l}_{0}, \epsilon_{0}\right)$.
Let $\epsilon_{0}<\min \left\{\epsilon r_{\min }\left(4(|U|+|V|) r_{\max }\right)^{-1}, \epsilon r_{\min }\left(4 \sum_{u s} \sum_{u^{\prime}}\left|r_{u, u^{\prime}}\right|\right)^{-1}\right\}$, and choose $t>\max \left\{t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right)\right.$, $\left.T^{1}\left(\bar{l}_{0}, \epsilon_{0}\right), \cdots, T^{j-1}\left(\bar{l}_{0}, \epsilon_{0}\right)\right\}$. Suppose that $t$ is a regular point of $m^{j}$ and $x$, and $m_{t}^{j}<q_{j}-\epsilon$. Note that the methods used in the case $j=1$ imply that

$$
\begin{aligned}
\left|F_{t}^{j}\right| \dot{m}_{t}^{j} & =\sum_{v \in F_{t}^{\prime}} \dot{x}_{t}(v) \\
& \geq \sum_{u \in N^{\bullet}\left(F_{t}^{\prime}\right)} \lambda(u)+\sum_{u} l_{t}(u) \sum_{u^{\prime} \in N^{\bullet}\left(F_{t}^{\prime}\right) \backslash\{u\}} r_{u, u^{\prime}} \\
& -\sum_{u \in N^{\bullet}\left(F_{t}^{\prime}\right)} c_{t}\left(u, F_{t}^{j}\right)\left(-r_{u, u}\right)-\sum_{u \in N^{*}\left(F_{t}^{\prime}\right)^{c}} c_{t}\left(u, F_{t}^{j}\right)\left(-r_{u, u}\right)
\end{aligned}
$$

$$
\geq-\epsilon_{0}\left(\sum_{u} \sum_{u^{\prime} \in N^{\bullet}\left(F_{t}^{l}\right) \backslash\{u\}} r_{u, u^{\prime}}+\sum_{u \in N^{\bullet}\left(F_{t}^{t}\right)}\left(-r_{u, u}\right)\right)+\epsilon\left|F_{t}^{1}\right| r_{\min }-r_{\max } \sum_{u \in N^{\bullet}\left(F_{t}^{\prime}\right)^{c}} \epsilon_{t}\left(u, F_{t}^{j}\right) .
$$

By (2.5), the choice of $t$, and the induction hypothesis,

$$
\begin{aligned}
\sum_{u \in N^{\bullet}\left(F_{t}^{j}\right) \in} c_{t}\left(u, F_{t}^{j}\right) & <\sum_{\substack{u \in \bigcup_{i=1}^{j-1} U_{i}}}\left(\rho(u)+\epsilon_{0}\right)-\sum_{v \in \bigcup_{i=1}^{j-1} v_{i}}\left(q_{v}-\epsilon_{0}\right) \\
& \leq \frac{\epsilon r_{\min }}{4 r_{\max }} .
\end{aligned}
$$

Hence by the choice of $\epsilon_{0},\left|F_{t}^{j}\right| \dot{m}_{t}^{j} \geq \epsilon r_{\min }\left|F_{t}^{j}\right| / 2$. Thus, there exists a $T^{j}\left(\bar{l}_{0}, \epsilon\right)$ such that $m_{t}^{j} \geq$ $q_{j}-\epsilon$ for all $t \geq T^{j}\left(\bar{l}_{0}, \epsilon\right)$. This completes the induction step and the proof of the lemma with $t_{1}\left(\bar{l}_{0}, \epsilon\right)=T^{J}\left(\bar{l}_{0}, \epsilon\right)$.

Lemma 2.5.5 (Global Convergence) Let $x$ be the load function corresponding to an arbitrary solution of the fluid equations (2.35)-(2.37), and $q$ be the unique load vector corresponding to the solutions of $S L B(\rho, \Phi)$. Then $\lim _{t \rightarrow \infty}\left\|x_{t}-q\right\|_{s u p}=0$ uniformly for all $l_{0}$ in bounded subsets of $R_{+}^{U}$.

Proof. Fix $\bar{l}_{0} \in R_{+}^{U}$, and let $l_{0} \leq \bar{l}_{0}$. Given $\epsilon>0$, set $\epsilon_{0}=\epsilon /(|V|+1)$, and appealing to Lemma 2.5.2, let $t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right)$ be such that $\left|\sum_{v \in V}\left(x_{t}(v)-q(v)\right)\right|<\epsilon_{0}$ for all $t \geq t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right)$. If $t>t_{0}\left(\bar{l}_{0}, \epsilon_{0}\right) \vee t_{1}\left(\bar{l}_{0}, \epsilon_{0}\right)$, then Lemma 2.5.4 implies that

$$
\inf _{v \in V}\left(x_{t}(v)-q(v)\right) \geq-\epsilon_{0} \geq-\epsilon
$$

which in turn implies

$$
\begin{aligned}
\sup _{v \in V}\left(x_{t}(v)-q(v)\right) & \leq \sum_{v \in V}\left(x_{t}(v)-q(v)+\epsilon_{0}\right) \\
& =\sum_{v \in V}\left(x_{t}(v)-q(v)\right)+|V| \epsilon_{0} \\
& \leq(|V|+1) \epsilon_{0}=\epsilon .
\end{aligned}
$$

This proves the desired result.

Let $P_{\mu}$ denote the distribution of the process $C^{\gamma}$ when $C_{0}^{\gamma}$ has distribution $\mu$ and $\mu_{0}$ denote the deterministic distribution concentrated at the zero state. The proof of the following lemma is immediate:

Lemma 2.5.6 Given $\epsilon>0$, there exists a $\gamma_{\epsilon}$ such that whenever $\gamma>\gamma_{c}$,

$$
P_{\mu_{0}}\left(\sum_{\nu} X_{t}^{\gamma}(v) \leq \epsilon+\sum_{u} \rho(u)\right) \geq 1-\epsilon \quad \text { for any } t \geq 0
$$

Lemma 2.5.7 (Convergence of Equilibrium Distributions) Let $q$ be the unique load vector corresponding to solutions of $\operatorname{SLB}(\rho, \Phi)$ and $\nu$ be the distribution of the equilibrium load $X_{\infty}^{\gamma}$. Then for all $\boldsymbol{\epsilon}>0$

$$
\lim _{\gamma \rightarrow \infty} \nu\left(\left\|X_{\infty}^{\gamma}-q\right\|_{\text {sup }}>\epsilon\right)=0
$$

Proof. The proof of Lemma 2.3.9 applies directly by redefining $\mu_{t}^{\gamma}$ as the distribution of $C_{t}^{\gamma}$ and by using Lemmas 2.5.1, 2.5.5, and 2.5.6 in place of Lemmas 2.3.3, 2.3.7, and 2.3.8, respectively.

Theorem 2.5.1 (Asymptotic Optimality of LLR) Given an allocation policy $\pi$, let $J_{\gamma}^{\pi}$ denote the cost under $\pi$ when the network demand is $\gamma \lambda$. Then

$$
\liminf _{\gamma \rightarrow \infty} \gamma^{-2} J_{\gamma}^{\pi} \geq \lim _{\gamma \rightarrow \infty} \gamma^{-2} J_{\gamma}^{L L R}>0 .
$$

Proof. The proof of Lemma 2.3.1 applies directly by using Lemma 2.5.7 in place of Lemma 2.3.9 and $\rho$ in place of $\lambda$.

### 2.6 Conclusions and Discussion

This chapter concentrates on the dynamic load balancing problem and studies the performance of practical allocation policies, namely LLR and the class LRLR. When there are no capacity constraints on the resources, LLR is shown to achieve asymptotically the most balanced load in the


Figure 2.3 The counter examples for the optimality of (a) sticky LLR, (b) LRLR under finite capacities and migration.
sense of minimizing a wide class of long-term average costs. LLR is also robust to migration, provided that consumers are reassigned according to LLR whenever their types change. On the other hand, when the resources have finite capacities, LRLR policies asymptotically achieve the minimum possible loss probability. The desirable aspects of the considered policies are low computational complexity, decentralized implementation, and robustness to arrival and migration rates.

The reassignment of migrating consumers is important for the asymptotic optimality of LLR in the migration model. The network of Figure 2.3(a) is an example in which LLR is not optimal without reassignments. Let $\lambda=(0,1)$ and the routing matrix be

$$
R=\left[\begin{array}{cc}
-1 & 0 \\
1 & -1
\end{array}\right]
$$

Hence all consumers arrive as type 2 and migrate to become type 1 before leaving the system. Suppose that consumers are assigned using LLR upon arrival; however, they maintain their original locations even though they migrate. Then at any time $t$, all of the load in the network is at location 2; hence the limiting normalized cost of this policy is 4 . A simple calculation yields that the LLR policy splits the load equally between the two locations, thus having a limiting normalized cost of 2.

Optimality properties of the policies discussed in this chapter do not necessarily persist in the case of finite capacities and migration. In particular, myopic policies, which accept a consumer whenever possible, may not be asymptotically optimal. As an example to illustrate this, consider the network of Figure 2.3(b) in heavy traffic. Let $\lambda=(1,1,3), \kappa=(1,1)$, and the routing matrix be

$$
R=\left[\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 1 \\
0 & 0 & -1
\end{array}\right]
$$

Hence type 2 arrivals first visit location 1 and then location 2 before exiting the system. Without loss of generality, assume that location 2 gives higher priority to exogenous arrivals, in the sense that an exogenous arrival blocks a migrated consumer that is already in location 2, provided that location 2 is full at the time of arrival. Since exogenous arrivals suffice to overload location 2, all type 2 arrivals are bound to be lost. Any myopic policy blocks half of type 1 arrivals and has a limiting consumer loss probability of 0.7 . On the other hand, a policy that blocks type 2 arrivals regardless of the system state has a limiting consumer loss probability of 0.6 . We therefore conclude that the optimal policies have considerably more complex structures under the more general case.

There are other asymptotically optimal policies that are not of repacking type. In particular, let the assignment $a$ be a solution to $\operatorname{SLB}(\lambda, \Phi)$, and consider the Bernoulli splitting (BS) policy under which each arriving type $u \in U$ consumer is assigned to location $v \in N(u)$ with probability $a_{u, v} / \lambda(u)$ independently of previous events. Under this policy and the basic model of Section 2.3, the equilibrium load at each location $v \in V$ is a Poisson random variable with mean $\gamma q(v)$, where $q$ denotes the load vector corresponding to the assignment $a$. It is therefore easy to see that the BS policy achieves the optimal normalized cost in the limiting regime of interest. Similarly, if a is a solution to problem $S L P(\lambda, \kappa)$, then the BS policy asymptotically achieves the minimum loss probability in the case of finite capacity constraints. However, this policy explicitly uses the traffic parameters; therefore, it is not robust with respect to the network demand. Furthermore, it exerts only open-loop control; hence one expects a finer analysis to reveal the superiority of LLR to BS. This suggests a large deviations analysis to compare the policies that are optimal in the fluid scale, which is the approach taken in the following chapter.

### 2.7 Proofs of Lemmas

This section contains the deferred proofs from previous sections. We start with the proof of Lemma 2.2.1 by first giving an auxiliary result.

Lemma 2.7.1 Let $\Phi: R^{d} \rightarrow R$ be strictly convex and differentiable, and $\Phi_{v}$ denote the $v^{\text {th }}$ partial derivative of $\Phi$. If $\Phi$ is symmetric in its arguments (i.e., $\Phi(x(1), \cdots, x(d))=\Phi(x(p(1)), \cdots, x(p(d)))$ for any permutation $p$ ), then for all $v, v^{\prime}$

$$
x(v)>x\left(v^{\prime}\right) \Longrightarrow \Phi_{v}(x)>\Phi_{v^{\prime}}(x) .
$$

Proof. Since the conclusion involves only two arguments, we can assume without loss of generality that $d=2$. For $(a, b) \in R^{2}$, define $g_{a, b}(\alpha)=\Phi(\alpha(a, b)+(1-\alpha)(b, a))$. Then, $\dot{g}_{a, b}(\alpha)=$ $\left(\Phi_{1}-\Phi_{2}\right)(a-b)$, where the partial derivatives $\Phi_{1}$ and $\Phi_{2}$ are evaluated at $\alpha(a, b)+(1-\alpha)(b, a)$. Note that by the strict convexity of $\Phi, g_{a, b}$ is strictly convex for $a \neq b$. Also by the symmetry of $\Phi$, $\left.\dot{g}_{a, b}(\alpha)\right|_{\alpha=\frac{1}{2}}=0$; therefore, for $a \neq b,\left.\dot{g}_{a, b}(\alpha)\right|_{\alpha=1}>0$. This implies $\left(\Phi_{1}(a, b)-\Phi_{2}(a, b)\right)(a-b)>0$, which proves the claim.

Proof of Lemma 2.2.1. The problem $S L B(\lambda, \Phi)$ is a convex optimization problem on a compact and convex set; thus, there exists a solution.

To establish the second statement of the lemma, we argue by contradiction in each direction. In what follows, $\psi(a)$ denotes the value $\Phi(q)$ induced by the assignment $a$. First, let $a$ satisfy (2.1), and suppose that $a$ is not a solution to $S L B(\lambda, \Phi)$. Then there exists an admissible perturbation vector $h$ such that

$$
\begin{gather*}
\sum_{v \in N(u)} h_{u, v}=0 \quad \text { for all } u \in U  \tag{2.41}\\
h_{u, v} \geq 0 \text { whenever } a_{u, v}=0, \quad h_{u, v}=0 \text { whenever } v \in N(u)^{c}  \tag{2.42}\\
\lim _{\epsilon 00} \frac{\psi(a+\epsilon h)-\psi(a)}{\epsilon}=\sum_{u} \sum_{v \in N(u)} h_{u, v} \Phi_{v}(q)<0 . \tag{2.43}
\end{gather*}
$$

By (2.42) we have that for all $u$ and $v \in N(u)$

$$
\begin{align*}
h_{u, v}<0 & \Longrightarrow a_{u, v}>0 \\
& \Longrightarrow q(v) \leq q\left(v^{\prime}\right) \text { for all } v^{\prime} \in N(u) \\
& \Longrightarrow \Phi_{v}(q) \leq \Phi_{v^{\prime}}(q) \text { for all } v^{\prime} \in N(u) \tag{2.44}
\end{align*}
$$

by using Lemma 2.7.1 in the last step. Now for $u \in U$ define

$$
\begin{array}{ll}
\Phi_{u}^{-}(q)=\max \left(\Phi_{v}(q): h_{u, v}<0\right) & , h_{u}^{-}=\sum_{v: h_{u, v}<0} h_{u, v}, \\
\Phi_{u}^{+}(q)=\min \left(\Phi_{v}(q): h_{u, v}>0\right) & , h_{u}^{+}=\sum_{v: h_{u, v}>0} h_{u, v}
\end{array}
$$

Then by (2.41) $h_{u}^{+}=-h_{u}^{-}$, and by (2.44) $\Phi_{u}^{+}(q) \geq \Phi_{u}^{-}(q)$, and therefore for all $u \in U$,

$$
\sum_{u} \sum_{u \in N(u)} h_{u, v} \Phi_{v}(q) \geq \sum_{u} h_{u}^{+}\left(\Phi_{u}^{+}(q)-\Phi_{u}^{-}(q)\right) \geq 0
$$

which contradicts (2.43).
To show that the converse also holds, suppose that $a$ does not satisfy the condition (2.1). In particular, let $u$ be such that for some $v, v^{\prime} \in N(u)$,

$$
a_{u, v}>0 \text { and } q(v)>q\left(v^{\prime}\right)
$$

Then by Lemma 2.7.1, $\Phi_{v}(q)-\Phi_{v^{\prime}}(q)>0$; thus, there exists a $\delta$ small enough such that it is possible to decrease $a_{u, v}$ and increase $a_{u, v^{\prime}}$ by an amount $\delta$ without violating the constraints of $\operatorname{SLB}(\lambda, \Phi)$ and obtain a smaller value for $\Phi$. Therefore, $a$ cannot be a solution.

Finally, by the strict convexity of $\Phi$, there is a unique load vector corresponding to the solutions of $\operatorname{SLB}(\lambda, \Phi)$.

Proof of Lemma 2.2.2. It is straightforward to form the partition $\left\{V_{1}, V_{2}, \cdots, V_{J}\right\}$ that satisfies (2.2) and (2.3). This partition is unique since $q$ is the same for all assignments $a$ satisfying (2.1). Let $a$ be an arbitrary assignment satisfying (2.1), and define the set of subsets $\left\{U_{1}, U_{2}, \cdots, U_{J}\right\}$ of $U$ as

$$
U_{i}=\left\{u \in U: a(u, v)>0 \text { for some } v \text { in } V_{i}\right\} .
$$

By (2.1), (2.4) and (2.5) hold; therefore, $\left\{U_{1}, U_{2}, \cdots, U_{J}\right\}$ is a partition of $U$.
It remains to show that any assignment satisfying (2.1) yields the same $\left\{U_{1}, U_{2}, \cdots, U_{J}\right\}$. Suppose $\tilde{a}$ is another such assignment which yields $\left\{\tilde{U}_{1}, \check{U}_{2}, \cdots, \bar{U}_{J}\right\}$. To prove the claim by contradiction, assume that there exists a $u \in U$ such that $u \in U_{j} \cap \tilde{U}_{i}$, where $i<j$. Since $u \in U_{j}$, by (2.5) $N(u) \cap V_{i}=\phi$. Therefore, $\tilde{a}(u, v)=0$ for all $v \in V_{i}$. This contradicts the assumption that $u \in \bar{U}_{i}$ and establishes the uniqueness of $\left\{U_{1}, U_{2}, \cdots, U_{J}\right\}$.

Proof of Lemma 2.2.3. For $i=1,2$, let $\lambda_{i} \in R_{+}^{U}$, and $a_{i}$ solve $S L B\left(\lambda_{i}, \Phi\right)$ with the corresponding load vector $q_{i}$. Then for any $\alpha \in[0,1]$,

$$
\begin{aligned}
\alpha \Psi\left(\lambda_{1}\right)+(1-\alpha) \Psi\left(\lambda_{2}\right) & =\alpha \Phi\left(q_{1}\right)+(1-\alpha) \Phi\left(q_{2}\right) \\
& \geq \Phi\left(\alpha q_{1}+(1-\alpha) q_{2}\right) \\
& \geq \Psi\left(\alpha \lambda_{1}+(1-\alpha) \lambda_{2}\right) .
\end{aligned}
$$

The second step follows by the convexity of $\Phi$. The third step follows by the definition of $\Psi$ and the fact that $\alpha a_{1}+(1-\alpha) a_{2}$ is an admissible assignment that satisfies $\alpha \lambda_{1}+(1-\alpha) \lambda_{2}$ with the load vector $\alpha q_{1}+(1-\alpha) q_{2}$.

Proof of Lemma 2.4.1. The proof of Lemma 2.2.1 applies by replacing $q(v)$ with $f(q, v)$ and by noting that (2.44) follows by the definition of $\Phi$.

Proof of Lemma 2.4.2. It is straightforward to see that $a \in B_{\lambda, \kappa}$ and that $q$ is the load vector corresponding to $a$. To show that $a$ satisfies Condition 2.4.1, suppose that $f(q, v)>m_{u}(f(q))$ for some $u, v$ with $v \in N(u)$. Then by Lemma 2.4.1 there exists a $v^{\prime} \in N(u)$ such that $f\left(q, v^{\prime}\right)<0$. Since $q\left(v^{\prime}\right)=\tilde{q}\left(v^{\prime}\right)$ for all $v^{\prime}$ with $f\left(\tilde{q}, v^{\prime}\right)<0, m_{u}(f(q))=m_{u}(f(\tilde{q}))$, and therefore,

$$
\begin{equation*}
f(\bar{q}, v) \geq f(q, v)>m_{u}(f(q))=m_{u}(f(\tilde{q})) . \tag{2.45}
\end{equation*}
$$

Since $\tilde{a}_{u, v}$ satisfies Condition 2.4.1, (2.45) implies that $\tilde{a}_{u, v}=0$; thus, $a_{u, v}=0$, and Condition 2.4.1 is satisfied.

To show that Condition 2.4 .2 is satisfied, note that if $\sum_{v} a_{u, v}<\lambda(u)$, then there exists a $v \in N(u)$ such that $\tilde{a}_{u, v}>0$ and $\tilde{q}(v)>\kappa(v)$. This implies that $f\left(\tilde{q}, v^{\prime}\right)>0$ for all $v^{\prime} \in N(u)$ and hence that $f\left(q, v^{\prime}\right)=0$ for all $v^{\prime} \in N(u)$, establishing Condition 2.4.2.

Proof of Lemma 2.4.3. Let $f$ be a normalization function and $a$ be an assignment satisfying Conditions 2.4.1 and 2.4.2 with $f$ and the corresponding load vector $q$. To prove the optimality of $a$, argue by contradiction. If $a$ is not a solution to $\operatorname{SLP}(\lambda, \kappa)$, then there exists a perturbation vector $h$ such that

$$
\begin{align*}
& h_{u, v}=0 \quad v \in N(u)^{c} \\
& h_{u, v} \geq 0 \text { if } a_{u, v}=0 \tag{2.46}
\end{align*}
$$

$$
\begin{align*}
\sum_{u} h_{u, v} & \leq \kappa(v)-q(v)  \tag{2.47}\\
\sum_{v}^{v} h_{u, v} & \leq \lambda(u)-\sum_{v} a_{u, v}  \tag{2.48}\\
\sum_{u} \sum_{v} h_{u, v} & >0 \tag{2.49}
\end{align*}
$$

We use induction to arrive at the desired contradiction. Let

$$
\begin{aligned}
U_{0} & =\left\{u: \sum_{v} h_{u, v}>0\right\}, \\
U_{j+1} & =U_{j} \cup\left\{u \notin U_{j}: h_{u, v}<0 \text { for some } v \in N\left(U_{j}\right)\right\}, j \geq 0 .
\end{aligned}
$$

By inequality (2.49), $U_{0}$ is nonempty. Inequality (2.48), Condition 2.4.2, and the Definition 2.4.1 of the normalization function imply that

$$
\begin{equation*}
q(v)=\kappa(v) \text { for all } v \in N\left(U_{0}\right) \tag{2.50}
\end{equation*}
$$

By (2.47), $\sum_{v \in N\left(U_{0}\right)} \sum_{u} h_{u, v} \leq 0$, and by the definition of $U_{0}, \sum_{u \in U_{0}} \sum_{v \in N\left(U_{0}\right)} h_{u, v}>0$; therefore, $U_{1} \neq U_{0}$. If $u \in U_{1} \backslash U_{0}$, then inequality (2.46) implies that $a_{u, v}>0$ for some $v \in N\left(U_{0}\right)$. By Condition 2.4.1, $f(q, v)=0$ for all $v \in N(u)$. This, along with (2.50), implies that

$$
q(v)=\kappa(v) \text { for all } v \in N\left(U_{1}\right)
$$

As the induction hypothesis, assume that $q(v)=\kappa(v)$ for all $v \in N\left(U_{k}\right)$. By the definition of $\left(U_{j}: j \geq 0\right), \sum_{u \in U_{k+1}} \sum_{v \in N\left(U_{k}\right)} h_{u, v}>0$; therefore, the argument of the base case yields that

$$
U_{k+1} \neq U_{k} \quad \text { and } \quad q(v)=\kappa(v) \quad \text { for all } v \in N\left(U_{k+1}\right)
$$

This contradicts the finiteness of the network, and hence the existence of $h$, proving the optimality of $a$.

Lemma 2.4.2 establishes the existence of an assignment $a \in B_{\lambda, \kappa}$ that satisfies Conditions 2.4.1 and 2.4.2. To prove the uniqueness of the load vector by contradiction, let $a$ and $\bar{a}$ be two such assignments with the corresponding load vectors $q$ and $\tilde{q}$ such that $q \neq \tilde{q}$. Let

$$
F=\{v: q(v)>\bar{q}(v)\}
$$

If $v \in F$, then for any $u$,

$$
\begin{aligned}
a_{u, v}>0 & \Rightarrow f(q, v) \leq f\left(q, v^{\prime}\right) \quad \text { for all } v^{\prime} \in F^{c} \cap N(u) \\
& \Rightarrow f(\bar{q}, v)<f(\bar{q}, v) \quad \text { for all } v^{\prime} \in F^{c} \cap N(u) \\
& \Rightarrow \sum_{v \in F} \bar{a}_{u, v}=\lambda(u),
\end{aligned}
$$

where the second step follows by the strict monotonicity of $f$, and the third step follows by Condition 2.4.1. However, this implies that $\sum_{v \in F}\left(\tilde{a}_{u, u}-a_{u, v}\right) \geq 0$ for any $u \in U$, which contradicts the definition of $F$ and proves the desired result.

Proof of Lemma 2.4.6. By the absolute continuity of $g, \dot{j}$ exists almost everywhere ( $[11$, Corollary 5.12]). Thus, it suffices to prove that the set $\left\{t: \dot{g}_{t}\right.$ exists, $\left.g_{t}=\alpha, \dot{g}_{t} \neq 0\right\}$ has Lebesgue measure zero. However, all of the points in this set are isolated; hence the set contains at most countably infinite elements and therefore has zero measure.

Proof of Lemma 2.4.8. Since $g_{t}(i) \quad i=1,2, \cdots, I$ are absolutely continuous, so is $m$. Therefore, $g(1), \cdots, g(I), m$ are almost everywhere differentiable. Let $t$ be a regular point of $g(1), \cdots, g(I), m$ and $\left\{i_{1}, \cdots, i_{r}\right\}$ be such that $g_{t}\left(i_{1}\right)=\cdots=g_{t}\left(i_{r}\right)=m_{t}$. Note that

$$
\begin{aligned}
\max _{1 \leq k \leq r} \dot{g}_{t}\left(i_{k}\right) & =\max _{1 \leq k \leq r \epsilon>0} \frac{\lim _{t}\left(i_{k}\right)-g_{t-\epsilon}\left(i_{k}\right)}{\epsilon} \\
& \leq \liminf _{\epsilon<0} \max _{1 \leq k \leq r} \frac{g_{t}\left(i_{k}\right)-g_{t-c}\left(i_{k}\right)}{\epsilon} \\
& \leq \liminf _{\epsilon \leq 0} \frac{m_{t}-m_{t-\epsilon}}{\epsilon} \\
& =\dot{m}_{t} .
\end{aligned}
$$

Similarly,

$$
\min _{1 \leq k \leq r} \dot{g}_{t}\left(i_{r}\right) \geq \limsup _{\epsilon \searrow 0} \frac{m_{t+c}-m_{t}}{\epsilon}=\dot{m}_{t},
$$

and the proof of the lemma is complete.

Proof of Lemma 2.5.3.

$$
\sum_{i} a_{i} w_{i}=\sum_{i} \bar{a}_{i} w_{i}+\sum_{i}\left(a_{i}-\bar{a}_{i}\right) w_{i}
$$

$$
\leq \sum_{i} \bar{a}_{i} w_{i}+\sum_{i}\left(a_{i}-\bar{a}_{i}\right) w_{\min }
$$

since $a_{i} \leq \bar{a}_{i}$ for all $i$.

## CHAPTER 3

## ANALYSIS OF OVERFLOW

### 3.1 Introduction

This chapter concerns load sharing networks in the basic stochastic model of Section 2.3 and analyzes network overflow under the optimal repacking (OR), Bernoulli splitting (BS), and least load routing (LLR) allocation policies (see Sections 2.3 and 2.6 for definitions of OR and BS policies, respectively). Namely, given a load sharing network ( $U, V, N$ ), a demand vector $\lambda$, and a positive number $\gamma$, it is assumed that consumers of type $u \in U$ arrive according to a Poisson process of rate $\gamma \lambda(u)$, the processes for different types of arrivals being independent. The holding time of each consumer is exponentially distributed with unit mean, independent of the past history. Given $\kappa \geq 0$, the overflow time of a location $v \in V$ is the first time that its load, $X_{t}(v)$, exceeds the designated capacity $\lfloor\gamma \kappa$ ], and the network overflow time is the minimum over all $v$ of the overflow times of location $\boldsymbol{v}$.

Under allocation policy $\pi$, the overflow exponent of the network, $F^{\pi}(\kappa)$, and the overflow exponent of a location $v, F^{\pi}(v, \kappa)$, are defined as

$$
\begin{aligned}
F^{\pi}(\kappa) & =-\lim _{T \rightarrow \infty} \lim _{\gamma \rightarrow \infty} \gamma^{-1} \log P\left(\text { Network overflow time } \leq T \mid X_{0}=0\right) \\
F^{\pi}(v, \kappa) & =-\lim _{T \rightarrow \infty} \lim _{\gamma \rightarrow \infty} \gamma^{-1} \log P\left(\text { Overflow time of location } v \leq T \mid X_{0}=0\right)
\end{aligned}
$$

It is easy to see that $F^{\pi}(\kappa)=\min _{v \in V} F^{\pi}(v, \kappa)$ whenever the above quantities exist. A crude interpretation of the overflow exponent of the network is that for fixed but large $T, P$ ( Network overflow time $\left.\leq T \mid X_{0}=0\right) \approx \exp \left(-\gamma F^{\pi}(\kappa)\right)$. Note that larger values of the overflow exponent indicate larger overflow times. The approach taken in this chapter is to compare allocation policies based on the corresponding overflow exponents. The rest of this section states the main results. We start with the two basic networks of Figure 1.2.

The Single-Location Network. The single-location network of Figure 1.2(a) has been studied extensively in the context of Erlang's model for circuit switched traffic. In particular, the following theorem can be obtained by applying the results in [12, Section 12]. Details of the proof are given in Section 3.3, since the basic notation and concepts carry over to analysis of more general network topologies.

Theorem 3.1.1 (Single Location) The overflow exponent of the single-location network exists and is given by $H_{\lambda(1)}(0, \kappa)$, where

$$
H_{\lambda(1)}(x, y)=\int_{x}^{y}\left(\log \left(\frac{z}{\lambda(1)}\right)\right)_{+} d z, \quad y \geq x \geq 0
$$

Intuitively, for $x<y, H_{\lambda(1)}(x, y)$ is a measure of how unlikely it is for the normalized load, starting at level $x$, to reach level $y$ within a fixed, long time interval. Note that $H_{\lambda(1)}(x, y)=0$ for $0 \leq x<y \leq \lambda(1)$, since such transition is not a rare event in this case. The reader is referred to [12, Section 12] for large deviations exponents for transitions within fixed time duration. For simplicity, we concentrate here on long time intervals.

The $W$ Network. In the $W$ network of Figure 1.2(b) it is assumed without loss of generality that $\lambda(1) \geq \lambda(3)$. We first discuss two upper bounds on the network overflow time that apply to any allocation policy and then provide three theorems that identify the overflow exponents under the policies of interest. The proofs of the theorems are the subjects of subsequent sections.

Stochastic ordering arguments provide the two upper bounds on the overflow time of the W network under any allocation policy: 1) The Single-Location Bound: The load at location 1 is stochastically larger than the load of a single-location network with demand $\gamma \lambda(1)$. Hence the overflow time of a single-location network with capacity $\lfloor\gamma \kappa\rfloor$ and demand $\gamma \lambda(1)$ dominates the overflow time of location 1, which in turn dominates the overflow time of the network. 2) Pooling Bound: The network necessarily overflows if the total load exceeds [2 $\gamma \kappa$ ]. Thus, the overflow time of the network is dominated by the overflow time of a single-location network with capacity [2 $2 \boldsymbol{\sigma}$ 〕 and demand $\gamma(\lambda(1)+\lambda(2)+\lambda(3))$.

We now discuss the three policies, starting with some essential definitions. For real $x, a$, and $b$ such that $a \leq b$, let $[x]_{a}^{b}$ denote the number in the interval $[a, b]$ that is closest to $x$. Let $q(1)=\lambda(1)+p \lambda(2)$ and $q(2)=\lambda(3)+(1-p) \lambda(2)$, where $p$ is chosen to minimize $|q(1)-q(2)|$.

More explicitly,

$$
q(1)=[(\lambda(1)+\lambda(2)+\lambda(3)) / 2]_{\lambda(1)}^{\lambda(1)+\lambda(2)} \text { and } q(2)=[(\lambda(1)+\lambda(2)+\lambda(3)) / 2]_{\lambda(3)}^{\lambda(3)+\lambda(2)},
$$

and $p=[(\lambda(3)-\lambda(1)+\lambda(2)) / 2 \lambda(2)]_{0}^{1}$. The assumption $\lambda(1) \geq \lambda(3)$ implies that $q(1) \geq q(2)$.
Consider first the BS policy under which each type 2 consumer is assigned to location 1 with probability $p$ or to location 2 with probability ( $1-p$ ). The load at each location $v$ behaves as in a single-location network with demand $\gamma q(v)$, independent of the other location. In turn the overflow exponent of each location can be obtained by appealing to the single-location result, and the overfiow exponent of the network is equal to that of the more heavily loaded location 1.

Theorem 3.1.2 (BS) For $v=1,2$, the overflow exponent of location $v$ under the BS policy exists and is given by $F^{B S}(v, \kappa)=H_{q(v)}(0, \kappa)$. In particular, $F^{B S}(\kappa)=H_{q(1)}(0, \kappa)$.

As for the BS policy, the network load under the OR policy can be represented in terms of single-location loads. Under the OR policy, overflow of location $v$ implies that either the number of type $2 v-1$ consumers exceeds $\lfloor\gamma \kappa\rfloor$, or the total number of consumers exceeds $2\lfloor\gamma \kappa\rfloor$. The following theorem holds:

Theorem 3.1.3 ( $O R$ ) For $v=1,2$, the overflow exponent of location $v$ under the OR policy exists and is given by $F^{O R}(v, \kappa)=H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa) \wedge H_{\lambda(2 \nu-1)}(0, \kappa)$. In particular,

$$
F^{O R}(\kappa)=F^{O R}(1, \kappa)= \begin{cases}H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa) & \text { if } \kappa \leq \kappa_{0} \\ H_{\lambda(1)}(0, \kappa) & \text { if } \kappa>\kappa_{0}\end{cases}
$$

where $\kappa_{o}$ is the larger root of $\kappa_{o}=\kappa_{o} \log \left(\kappa_{o} \lambda(1) / q(1) q(2)\right)+\lambda(2)+\lambda(3)$.
The overflow exponents under the LLR policy are identified by the following theorem, for which we provide somewhat detailed comments. For simplicity, it is assumed that if the locations are equally loaded, an arriving type 2 consumer is assigned to location 1.

Theorem 3.1.4 (LLR) For $v=1$, 2, the overflow exponent of location $v$ under the LLR policy exists and is given by

$$
F^{L L R}(v, \kappa)= \begin{cases}H_{q(1)}(0, \kappa)+H_{q(2)}(0, \kappa) & \text { if } \kappa \leq \kappa_{*}(v) \\ H_{q(1)}\left(0, \kappa_{*}(v)\right)+H_{q(2)}\left(0, \kappa_{z}(v)\right)+H_{\lambda(2 v-1)}\left(\kappa_{z}(v), \kappa\right) & \text { if } \kappa>\kappa_{*}(v)\end{cases}
$$

where $\kappa_{*}(v)=q(1) q(2) / \lambda(2 v-1)$. In particular, $F^{L L R}(\kappa)=F^{L L R}(1, \kappa)$, which can also be expressed as

$$
F^{L L R}(\kappa)= \begin{cases}H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa) & \text { if } \kappa \leq \kappa_{*}(1) \\ H_{\lambda(1)+\lambda(2)+\lambda(3)}\left(0,2 \kappa_{*}(1)\right)+H_{\lambda(1)}\left(\kappa_{*}(1), \kappa\right) & \text { if } \kappa>\kappa_{*}(1) .\end{cases}
$$

Remark 3.1.1 To see the equivalence of the two expressions for $F^{L L R}(\kappa)$, note that (i) if $q(1)=q(2)$, then $H_{q(1)}(0, \kappa)+H_{q(2)}(0, \kappa)=H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa)$ for all $\kappa$ and (ii) if $q(1)>q(2)$, then $\lambda(1)=q(1)>q(2)=\kappa_{*}(1) ;$ hence $H_{q(1)}(0, \kappa)+H_{q(2)}(0, \kappa)=H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa)=0$ whenever $\kappa \leq \kappa_{*}(1)$, so that $F^{L L R}(\kappa)=F^{L L R}(1, \kappa)=H_{\lambda(1)}(0, \kappa)$ for all $\kappa$.

Here we give an intuitive explanation for the formulas appearing in Theorem 3.1.4. In this paragraph and in the following paragraph, the "load" at a location is understood to be the normalized load for some suitably large value of $\gamma$. Focusing first on location $v=1$, refer to Figure 3.1, which pictures the extremal trajectories associated with Theorem 3.1.4 for $v=1$. Consider first the case $q(1)=q(2)$. If $\kappa \leq q(1)=q(2)$, then $F^{L L R}(1, \kappa)=0$, which is expected since overflow of location 1 is not a rare event for such $\kappa$. If $q(1)=q(2)<\kappa \leq \kappa_{m}(1)$, then overflow in location 1 typically occurs because the whole network becomes overloaded, and both locations maintain roughly equal loads. For larger values of $\kappa$, the most likely scenario is that first the loads at the two locations together build up to level $\kappa_{=}(1)$, and then the load at location 1 continues to grow to level $\kappa$. The given value of $\kappa_{=}(1)$ minimizes the expression for $F^{L L R}(1, \kappa)$. Finally, consider the case in which $q(1)>q(2)$. Then $F^{L L R}(1, \kappa)=H_{\lambda(1)}(0, \kappa)$ as explained in Remark 3.1.1, and the typical scenario for overflow of location 1 is that the load at location 1 reaches $\kappa$, while the load at location 2 relaxes towards its mean $q(2)$.

Now focusing on location 2, let us give an intuitive explanation for the expression for the overflow exponent $F^{L L R}(2, \kappa)$. Consult Figure 3.2. If $q(1)=q(2)$, the explanation is similar to that for $F^{L L R}(1, \kappa)$, so assume that $q(1)>q(2)$. If $\kappa \leq q(2)$, then $F^{L L R}(2, \kappa)=0$, since for such $\kappa$ network overflow is not a rare event. If $q(2)<\kappa \leq q(1)$, then the load at location 2 can grow to level $\kappa$, while, even without any large deviation occurring at location 1 , all type 2 arrivals are assigned to location 2. Thus, it makes sense that $F^{L L R}(2, \kappa)=H_{q(2)}(0, \kappa)$ for such values of $\kappa$. Finally, if $\kappa>q(1)>q(2)$, as the load at location 2 begins to build beyond $q(2)$, the load at location 1 begins to build beyond $q(1)$, even though the two loads are not equal. In that way, all type 2 consumers are assigned to location 2, even after the load at location 2 exceeds $q(1)$. Eventually, the loads at


Figure 3.1 The most likely scenario for the overflow of location 1 of the $W$ network under the LLR policy, for the cases (a) $q(1)=q(2)$, (b) $q(1)>q(2)$.


Figure 3.2 The most likely scenario for the overflow of location 2 of the W network under the LLR policy, for the cases (a) $q(1)=q(2)$, (b) $q(1)>q(2)$.


Figure 3.3 The network overflow exponents of the three policies, along with the single-location and pooling bounds, for $\alpha=0.5$.
the two locations simultaneously become approximately equal to $\kappa \wedge \kappa_{m}$ (2). If $\kappa>\kappa_{z}(2)$, then the load at location 2 unilaterally continues to increase to level $\kappa$. It is interesting to note that the initial segments of the most likely trajectories depend on $\kappa$ as $\kappa$ ranges over $\kappa>q(1)>q(2)$, as illustrated by the multiple trajectories in Figure 3.2(b).

As a numerical example to compare the three policies, consider the W network with demand $\lambda=(1-\alpha, 2 \alpha, 1-\alpha)$, where $0 \leq \alpha \leq 1$. The network overflow exponents under the three policies are plotted in Figure 3.3, along with the single-location and pooling upper bounds, for the case $\alpha=0.5$. The OR policy employs the tightest possible control; hence the network overflow time under OR dominates the network overflow time under any allocation policy. Furthermore, in the W network, $F^{\circ R}(\kappa)$ is equal to the smaller of the single-location and pooling bounds. From a practical point of view, the OR policy has drawbacks such as high computational complexity and the required repacking of consumers. For the values of $\kappa \leq \kappa_{-}(1)$, the simple and nonrepacking LLR policy performs as well as any other policy, in the sense that $F^{L L R}(\kappa)=F^{O R}(\kappa)$. For larger values of $\kappa$, the nonrepacking nature of LLR reveals itself, and LLR is outperformed by OR. The BS policy only exerts open-loop control, and its performance is significantly worse than the LLR policy for the whole range of capacities as illustrated in Figure 3.3.


Figure 3.4 $F^{L L R}(\kappa)$ for several values of $\alpha$.

Consider also the dependence of $F^{L L R}(\kappa)$ on $\alpha$, illustrated in Figure 3.4. Larger values of $\alpha$ correspond to increased load sharing capability of the network for the same total demand, so it is not surprising that $F^{L L R}(\kappa)$ is increasing in $\alpha$. Note that when $\alpha=0$ and $\alpha=1, F^{L L R}(\kappa)$ achieves the single-location and pooling bounds, respectively.

Networks with Arbitrary Topologies. We next consider the overflow exponents of networks with arbitrary topologies under the three policies. Define the function $\Phi: R^{V} \rightarrow R$ as $\Phi(x)=$ $\sum_{v \in V}(x(v))^{2}$ for $x \in R^{V}$. Given a load sharing network ( $U, V, N$ ) and a demand vector $\lambda$, let a denote an assignment that solves the problem $\operatorname{SLB}(\lambda, \Phi)$ of Section 2.2, and let $q$ denote the load vector corresponding to $a$.

The BS policy assigns each type $u$ consumer to location $v \in N(u)$ with probability $a_{u, v} / \lambda(u)$ so that the load at each location $v$ behaves as an independent single-location network load with demand $\gamma q(v)$. Straightforward adaptation of Theorem 3.1.2 (details are omitted) yields that the overflow exponent of location $v \in V$ exists and is given by $H_{q(v)}(0, \kappa)$.

To analyze the OR policy in general networks, let $L_{t}(u)$ continue to denote the number of type $u$ consumers in the network at time $t$, and $L_{t}=\left(L_{t}(u): u \in U\right)$. Note that the process $L$ is a vector of independent single-location load processes with demand vector $\gamma \lambda$, and the network load at time $t$ is determined by $L_{t}$ only. The network overflow time is the first time $t$ such that there is a subset $F$ of locations such that $\sum_{u: N(u) \subset F} L_{t}(u)>\lfloor\gamma \kappa\rfloor|F|$. In turn Theorem 3.1.3 can be easily
generalized to show that the overflow exponent of the OR policy exists and can be expressed as $\min _{F \subset V} H_{\lambda(F)}(0, \kappa|F|)$, where $\lambda(F)=\sum_{u: N(u) \subset F} \lambda(u)$.

Except for simple network topologies such as the W network, the load process under the LLR policy has discontinuous statistics along complicated geometries. Due to this fact, establishing explicit large deviations principles for arbitrary load sharing networks appears difficult. Nevertheless, the form of the overflow exponents provided by Theorem 3.1.4, together with the extremal paths of Figures 3.1 and 3.2, suggests the following conjecture:

Conjecture 3.1.1 For each $v \in V$ and $\kappa \geq 0, F^{L L R}(v, \kappa)$ can be identified as follows: Let $S$ range over the set of set-valued functions of the form $S=(S(x): 0 \leq x \leq \kappa)$, where $v \in S(x) \subset V$ for $0 \leq x \leq \kappa$, and $S(x) \subset S\left(x^{\prime}\right)$ for $x \geq x^{\prime}$. Associated with each such $S$ and $0 \leq x \leq \kappa$, define $R(x)=\left\{u \in U: N(u) \subset S(x) \cup\left\{v^{\prime}: q\left(v^{\prime}\right)>x\right\}\right\}, N(x, u)=N(u) \cap S(x)$ for $u \in R(x)$, and $\lambda_{x}=(\lambda(u): u \in R(x))$, and let $\left(q\left(v^{\prime}, x\right): v^{\prime} \in S(x)\right)$ denote the unique load vector corresponding to the solutions of $S L B\left(\lambda_{x}, \Phi\right)$ on the subnetwork $(R(x), S(x), N(x))$. Then

$$
F^{L L R}(v, \kappa)=\inf _{S} \int_{0}^{\kappa} \sum_{v^{\prime} \in S(x)}\left(\log \left(\frac{x}{q\left(v^{\prime}, x\right)}\right)\right)_{+} d x .
$$

The rest of the chapter is organized as follows: Section 3.2 consists of the basic definitions regarding the techniques employed in the analysis, namely the theory of large deviations. Theorem 3.1.1 regarding the single-location network is proved in Section 3.3, and Theorems 3.1.2-3.1.4 regarding the $W$ network are proved in Section 3.4. A large deviations principle for the $W$ network under the LLR policy is stated as a proposition in Section 3.4 and is proved in Section 3.5.

### 3.2 Definitions

Given a positive integer $d$, let $R^{d}$ denote the $d$ dimensional Euclidean space. A collection $\nu=$ $\left(\nu(x): x \in R^{d}\right)$ is called a rate-measure field if for each $x, \nu(x)=\nu(x, \cdot)$ is a positive Borel measure on $R^{d}$, and $\sup _{x} \nu\left(x, R^{d}\right)<\infty$. For each positive scalar $\gamma$, a right continuous Markov jump process $X^{\gamma}=\left(X_{t}^{\gamma}: t \geq 0\right)$ is said to be generated by the pair $(\gamma, \nu)$ if given its value at time $t$, the process $X^{\gamma}$ jumps after a random time exponentially distributed with parameter $\gamma \nu\left(X_{t}^{\gamma}, R^{d}\right)$, and the jump size is a random variable $\Delta$, where $\gamma \Delta$ has distribution $\nu\left(X_{t}^{\gamma}\right) / \nu\left(X_{t}^{\gamma}, R^{d}\right)$, independent of the past
history. The polygonal interpolation of the process $X^{\top}, \bar{X}^{\top}$, is defined as

$$
\bar{X}_{t}^{\gamma}=\frac{t-\tau_{k}}{\tau_{k+1}-\tau_{k}} X_{\tau_{k+2}}^{\gamma}+\frac{\tau_{k+1}-t}{\tau_{k+1}-\tau_{k}} X_{\tau_{k}}^{\gamma} \quad \tau_{k} \leq t \leq \tau_{k+1}
$$

where $\tau_{k}$ is the $k^{t h}$ jump time of $X^{\gamma}$. Since $X^{\gamma}$ has a finite number of jumps in bounded time intervals, $\bar{X}^{\gamma}$ has sample paths in $C_{[0, \infty)}\left(R^{d}\right)$, the space of continuous functions $\phi:[0, \infty) \rightarrow R^{d}$ with the topology of uniform convergence on compact sets.

The following are some standard definitions of large deviations theory: Let $P_{x}$ denote the probability measure governing the process $\bar{X}^{\gamma}$ given $\bar{X}_{0}^{\gamma}=x$, and suppose that $\bar{X}_{t}^{\gamma}$ takes on values in $D \subset R^{d}$ for each $0 \leq t \leq T$. The sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) is said to satisfy the large deviations principle in $C_{[0, T]}(D)$ with the rate function $\Gamma: C_{[0, T]}(D) \times D \rightarrow R_{+} \cup\{+\infty\}$ if for each $x_{0} \in D$, the function $\Gamma\left(\cdot, x_{0}\right)$ is lower semicontinuous, and for any sequence ( $x^{\gamma}: \gamma>0$ ) such that $\lim _{\gamma \rightarrow \infty} x^{\boldsymbol{\gamma}}=x_{0}$ and Borel measurable $S \subset C_{[0, T]}(D)$,

$$
\begin{aligned}
& \underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log P_{x}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in S\right) \leq-\inf _{\phi \in \bar{S}} \Gamma\left(\phi, x_{0}\right) \\
& \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in S\right) \geq-\inf _{\phi \in S^{\circ}} \Gamma\left(\phi, x_{0}\right),
\end{aligned}
$$

where $\bar{S}$ and $S^{\circ}$ denote the closure and the interior of $S$, respectively. The rate function $\Gamma$ is called good if for each $x_{0} \in D$ and $l \geq 0$, the level set $\left\{\phi \in C_{[0, T]}(D): \Gamma\left(\phi, x_{0}\right) \leq l\right\}$ is compact.

Remark 3.2.1 If the sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle in $C_{[0, T]}(D)$ with the good rate function $\Gamma$, then the following inequalities hold for each $\phi \in C_{[0, T]}(D)$ :

$$
\begin{gathered}
\lim _{\delta>0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{\left|x-\phi_{0}\right|<\delta} P_{x}\left(\sup _{0 \leq t \leq T}\left|\tilde{X}_{t}^{\gamma}-\phi_{t}\right|<\delta\right) \leq-\Gamma\left(\phi, \phi_{0}\right) \\
\lim _{\delta>0} \lim _{\rho 0} \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log _{\left|x-\phi_{0}\right|<\rho} \inf _{x}\left(\sup _{0 \leq t \leq T}\left|\tilde{X}_{t}^{\gamma}-\phi_{t}\right|<\delta\right)
\end{gathered}
$$

Two sequences ( $\bar{X}^{\gamma}: \gamma>0$ ) and ( $\bar{Y}^{\gamma}: \gamma>0$ ) on the same probability space are exponentially equivalent if for each $\delta>0, \lim _{\gamma \rightarrow \infty} \gamma^{-1} \log P\left(\sup _{0 \leq t \leq T}\left|\bar{X}_{t}^{\gamma}-\bar{Y}_{t}^{\gamma}\right|>\delta\right)=-\infty$. In this case, if ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle with a good rate function $\Gamma$, then so does ( $\tilde{Y}^{\gamma}: \gamma>0$ ) ([13, Theorem 4.2.13]).

### 3.3 The Single-Location Network

This section presents the proof of Theorem 3.1.1. The essential ingredient of the proof is Lemma 3.3.1, which establishes a large deviations principle for the load process. In view of Lemma 3.3.1, the proof of Theorem 3.1.1 hinges on the solution of a variational optimization problem that is provided by Lemma 3.3.4.

The normalized load process $X^{\boldsymbol{\gamma}}=\gamma^{-1} X$ is a Markov jump process that takes values in $R_{+}$. It is generated by the pair $(\gamma, \nu)$, where for each $x \in R_{+}, \nu(x,\{1\})=\lambda(1), \nu(x,\{-1\})=x$, and $\nu\left(x,\{1,-1\}^{c}\right)=0$. Note that $\gamma \nu(x,\{1\})$ and $\gamma \nu(x,\{-1\})$ are the consumer arrival and departure rates, respectively, when the normalized load is $x$. The polygonal interpolation of the normalized load process, $\bar{X}^{\gamma}$, satisfies a large deviations principle as identified by the following lemma. The lemma is a slight variation of the results in [12, Section 12], which assume a bounded state space, and it follows by taking $\lambda(2)=0$ in Lemma 3.4.1. Its proof is therefore omitted.

Lemma 3.3.1 The sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle in $C_{[0, T]}\left(R_{+}\right)$ with the good rate function $\Gamma_{\lambda(1)}$, where for each $\phi \in C_{[0, T]}\left(R_{+}\right)$and $x \in R_{+}$,

$$
\Gamma_{\lambda(1)}(\phi, x)= \begin{cases}\int_{0}^{T} \Lambda_{\lambda(1)}\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \text { if } \phi_{0}=x \text { and } \phi \text { is absolutely continuous } \\ +\infty & \text { otherwise }\end{cases}
$$

and

$$
\Lambda_{\lambda(1)}\left(\phi_{t}, \dot{\phi}_{t}\right)=\dot{\phi}_{t} \log \left(\frac{\dot{\phi}_{t}+\sqrt{\dot{\phi}_{t}^{2}+4 \lambda(1) \phi_{t}}}{2 \lambda(1)}\right)+\phi_{t}+\lambda(1)-\sqrt{\dot{\phi}_{t}^{2}+4 \lambda(1) \phi_{t}}
$$

Remark 3.3.1 For fixed $\lambda(1)$ and $\phi_{t}$, the function $\Lambda_{\lambda(1)}\left(\phi_{t}, \dot{\phi}_{t}\right)$ is a strictly convex, nonnegative function of $\dot{\phi}_{t}$. Furthermore, $\Lambda_{\lambda(1)}\left(\phi_{t}, \dot{\phi}_{t}\right)=0$ if and only if $\dot{\phi}_{t}=\lambda(1)-\phi_{t}$, in which case we say that $\phi$ relaxes under $\lambda(1)$.

Remark 3.3.2 Note that $\Lambda_{\lambda(1)}\left(\phi_{t}, \dot{\phi}_{t}\right) \geq \inf _{\alpha \geq 0} \Lambda_{\lambda(1)}\left(\phi_{t}, \alpha \dot{\phi}_{t}\right) / \alpha=\dot{\phi}_{t} \log \left(\phi_{t} / \lambda(1)\right)$. The equality holds if and only if $\dot{\phi}_{t}=\phi_{t}-\lambda(1)$, in which case we say that $\phi$ relaxes in reverse time under $\lambda(1)$. Thus, for absolutely continuous $\phi$,

$$
\int_{0}^{T} \Lambda_{\lambda(1)}\left(\phi_{t}, \dot{\phi}_{t}\right) d t \geq \int_{0}^{T} \dot{\phi}_{t} \log \left(\frac{\phi_{t}}{\lambda(1)}\right) d t=\int_{\phi_{0}}^{\phi_{T}} \log \left(\frac{x}{\lambda(1)}\right) d x
$$

and therefore, $\Gamma_{\lambda(1)}\left(\phi, \phi_{0}\right) \geq H_{\lambda(1)}\left(\phi_{0}, \phi_{T}\right)$ for all $\phi$ such that $\phi_{T} \geq \phi_{0} \geq \lambda(1)$, with equality if and only if $\phi$ relaxes in reverse time under $\lambda(1)$.

Lemma 3.3.2 For each $x \geq 0, y \in R$, and $\epsilon>0, \Lambda_{\lambda(1)}(x+\epsilon, y) \leq \Lambda_{\lambda(1)}(x, y)+\epsilon$.
Proof. The lemma follows by the fact that for all $x \geq 0$ and $y \in R$,

$$
\frac{\partial \Lambda_{\lambda(1)}(x, y)}{\partial x}=1-\frac{2 \lambda(1)}{y+\sqrt{y^{2}+4 \lambda(1) x}} \leq 1 .
$$

Lemma 3.3.3 For each $0 \leq x \leq y$,

$$
\inf \left\{\Gamma_{\lambda(1)}(\phi, x): \phi_{0}=x, \sup _{0 \leq t \leq T} \phi_{t}>y\right\}=\inf \left\{\Gamma_{\lambda(1)}(\phi, x): \phi_{0}=x, \sup _{0 \leq t \leq T} \phi_{t} \geq y\right\} .
$$

Proof. To prove the lemma, it suffices to show that

$$
\begin{equation*}
\inf \left\{\Gamma_{\lambda(1)}(\phi, x): \phi_{0}=x, \sup _{0 \leq t \leq T} \phi_{t}>y\right\} \leq \inf \left\{\Gamma_{\lambda(1)}(\phi, x): \phi_{0}=x, \sup _{0 \leq t \leq T} \phi_{t} \geq y\right\} \tag{3.1}
\end{equation*}
$$

Fix $\epsilon>0$. By the goodness of $\Gamma_{\lambda(1)}$ there exists a solution $\phi$ to the right-hand side of inequality (3.1), and clearly $\Gamma_{\lambda(1)}(\phi, x)$ is finite. Set $M=\sup _{0 \leq t \leq T} \phi_{t}<\infty$, and choose $B$ large enough so that $\inf _{0 \leq z \leq M} \Lambda_{\lambda(1)}\left(z, \dot{\phi}_{t}\right)>\Gamma_{\lambda(1)}(\phi, x) / T$ whenever $\dot{\phi}_{t}>B$. Then the set $S=\left\{t \in[0, T]: \dot{\phi}_{t} \leq B\right\}$ has positive measure; therefore, $\xi \in C_{[0, T]}\left(R_{+}\right)$defined by $\xi_{0}=\phi_{0}$ and $\dot{\xi}_{t}=\dot{\phi}_{t}+\epsilon I\{t \in S\}$ satisfies $\sup _{0 \leq t \leq T} \xi_{t}>y$. Lemma 3.3 .2 and the fact that $\partial \Lambda_{\lambda(1)}\left(\phi_{t}, y\right) / \partial y$ is bounded on $S$ imply that $\Gamma_{\lambda(1)}(\xi, x) \leq \Gamma_{\lambda(1)}(\phi, x)+f(\epsilon)$ for some $f(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$. The arbitrariness of $\epsilon>0$ proves the lemma.

Lemma 3.3.4 For each $0 \leq x \leq y$,

$$
\begin{equation*}
\inf \left\{\Gamma_{\lambda(1)}(\phi, x): \phi_{0}=x, \sup _{0 \leq t \leq T} \phi_{t} \geq y, T \geq 0\right\}=H_{\lambda(1)}(x, y) . \tag{3.2}
\end{equation*}
$$

Proof. By the nonnegativity of $\Lambda_{\lambda(1)}$, it suffices to show that $\inf \left\{\Gamma_{\lambda(1)}(\phi, x): \phi_{0}=x, \phi_{T}=\right.$ $y, T \geq 0\}=H_{\lambda(1)}(x, y)$. Consider the following three cases:

Case 1: $x \leq y<\lambda(1)$. There exist a $T \geq 0$ and $\phi \in C_{[0, T]}\left(R_{+}\right)$such that $\phi_{0}=x, \phi_{T}=y$, and $\phi$ relaxes under $\lambda(1)$. By Remark 3.3.1, $\Gamma_{\lambda(1)}(\phi, x)=H_{\lambda(1)}(x, y)=0$. The nonnegativity of $\Gamma_{\lambda(1)}$ implies equality (3.2).

Case 2: $\lambda(1)<x \leq y$. There exist $T \geq 0$ and a $\phi \in C_{[0, T]}\left(R_{+}\right)$such that $\phi_{0}=x, \phi_{T}=y$, and $\phi$ relaxes in reverse time under $\lambda(1)$. Remark 3.3 .2 implies equality (3.2).

Case 3: $x \leq \lambda(1) \leq y$. Fix $\epsilon>0$. Note that the nonnegativity of $\Lambda_{\lambda(1)}$ and Remark 3.3.2 imply that the left-hand side of (3.2) is bounded below by $H_{\lambda(1)}(y \wedge(\lambda(1)+\epsilon), y)$, and therefore by $H_{\lambda(1)}(\lambda(1), y)=H_{\lambda(1)}(x, y)$. The lemma is established by constructing $T \geq 0$ and $\phi \in C_{[0, T]}\left(R_{+}\right)$ such that $\Gamma_{\lambda(1)}(\phi, x)$ is arbitrarily close to $H_{\lambda(1)}(x, y)$ : Set $\phi_{0}=x$, and let $\phi$ relax under $\lambda(1)$ until it reaches level $x \vee(\lambda(1)-\epsilon)$; then satisfy $\dot{\phi}_{t}=(y \wedge(\lambda(1)+\epsilon)-x \vee(\lambda(1)-\epsilon)) / \epsilon$ until it reaches level $y \wedge(\lambda(1)+\epsilon)$; and from then on, relax in reverse time under $\lambda(1)$ until time $T$ such that $\phi_{T}=y$. By Remarks 3.3.1 and 3.3.2, $\Gamma_{\lambda(1)}(\phi, x)=H_{\lambda(1)}(y \wedge(\lambda(1)+\epsilon), y)+f(\epsilon)$ for some $f(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$. The arbitrariness of $\epsilon>0$ and continuity of $H_{\lambda(1)}$ imply inequality (3.2).

Proof of Theorem 3.1.1. The fact

$$
\left\{\sup _{0 \leq t \leq T} \bar{X}_{t}^{\gamma}-\gamma^{-1}>\kappa\right\} \subset\{\text { Overflow time } \leq T\} \subset\left\{\sup _{0 \leq t \leq T} \tilde{X}_{t}^{\gamma}+\gamma^{-1} \geq \kappa\right\}
$$

together with Lemma 3.3.1 and the exponential equivalence of $\left(\bar{X}^{\gamma}-\gamma^{-1}: \gamma>0\right)$ and $\left(\bar{X}^{\gamma}+\gamma^{-1}\right.$ : $\gamma>0$ ) imply that

$$
\begin{aligned}
& \underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log P\left(\text { Overflow time } \leq T \mid X_{0}=0\right) \leq-\inf \left\{\Gamma_{\lambda(1)}(\phi, 0): \sup _{0 \leq t \leq T} \phi_{t} \geq \kappa\right\} \text {, } \\
& \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log P\left(\text { Overflow time } \leq T \mid X_{0}=0\right) \geq-\inf \left\{\Gamma_{\lambda(1)}(\phi, 0): \sup _{0 \leq t \leq T} \phi_{t}>\kappa\right\} \text {. }
\end{aligned}
$$

By Lemma 3.3.3, $\lim _{\gamma \rightarrow \infty} \gamma^{-1} \log P\left(\right.$ Overflow time $\left.\leq T \mid X_{0}=0\right)$ exists; in turn Lemma $3.3 .4 \mathrm{im}-$ plies that $\lim _{T \rightarrow \infty} \lim _{\gamma \rightarrow \infty} \gamma^{-1} \log P\left(\right.$ Overflow time $\left.\leq T \mid X_{0}=0\right)=-H_{\lambda(1)}(0, \kappa)$. This establishes the theorem.

### 3.4 The W Network

This section consists of the proofs of Theorems 3.1.2-3.1.4. We start each proof by establishing the large deviations principle satisfied by the network load, then formulate and solve a variational optimization problem that yields the desired conclusions via large deviations bounds.

### 3.4.1 Bernoulli splitting

The Bernoulli splitting (BS) policy is to assign each type 2 consumer to location 1 with probability $p=[(\lambda(3)-\lambda(1)+\lambda(2)) / 2 \lambda(2)]_{0}^{1}$ or to location 2 with probability $1-p$, independently of the past history. Thus, under the BS policy, $X(1)$ and $X(2)$ are independent single-location network loads with demands $\gamma q(1)$ and $\gamma q(2)$, respectively.

Let $\bar{X}^{\gamma}$ denote the polygonal interpolation of the normalized load process $X^{\gamma}$. Note that the processes $\tilde{X}^{\gamma}(1)$ and $\bar{X}^{\gamma}(2)$ are independent, and each satisfies a large deviations principle in the complete separable metric space $C_{[0, T]}\left(R_{+}\right)$with a good rate function. Therefore, $\tilde{X}^{\gamma}=$ ( $\left.\bar{X}^{\gamma}(1), \bar{X}^{\gamma}(2)\right)$ satisfies a large deviations principle in the product space with the good rate function given by the sum of individual rate functions (see [13, Theorems 4.1.18 and 4.1.11, Lemma 1.2.18, and Exercise 4.1.10]).

Lemma 3.4.1 The sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies a large deviations principle in $C_{[0, T]}\left(R_{+}^{2}\right)$ with the good rate function $\Gamma^{B S}$, where for each $\phi \in C_{[0, T]}\left(R_{+}^{2}\right)$ and $x \in R_{+}^{2}, \Gamma^{B S}(\phi, x)=$ $\Gamma_{q(1)}(\phi(1), x(1))+\Gamma_{q(2)}(\phi(2), x(2))$.

For $\kappa \geq 0$ and $v=1,2$, define the set

$$
\Omega(v, \kappa)=\bigcup_{T \geq 0}\left\{\phi \in C_{[0, T]}\left(R_{+}^{2}\right): \phi_{0}=0, \sup _{0 \leq t \leq T} \phi_{t}(v) \geq \kappa\right\} .
$$

The following lemma gives the solution of a variational optimization problem associated with the overflow of each location.

Lemma 3.4.2 For each $\kappa \geq 0$ and $v=1,2, \inf \left\{\Gamma^{B S}(\phi, 0): \phi \in \Omega(v, \kappa)\right\}=H_{q(v)}(0, \kappa)$.
Proof. The same proof applies for both locations; therefore, only location $v=1$ is considered. If $\phi \in \Omega(1, \kappa)$, then $\phi_{\tau}(1)=\kappa$ for some $\tau \geq 0$, so the definition of $\Gamma^{B S}$ and Lemma 3.3.4 imply that $\Gamma^{B S}(\phi, 0) \geq H_{q(1)}(0, \kappa)$. Thus, $\inf \left\{\Gamma^{B S}(\phi, 0): \phi \in \Omega(1, \kappa)\right\} \geq H_{q(1)}(0, \kappa)$. The proof is completed
by constructing a $\phi \in \Omega(1, \kappa)$ such that $\Gamma^{B S}(\phi, 0)$ is arbitrarily close to $H_{q(1)}(0, \kappa)$ : Fix $\epsilon>0$ and appeal to Lemma 3.3.4 to choose $T \geq 0$ and $\phi(1) \in C_{[0, T]}\left(R_{+}\right)$such that $\phi_{0}(1)=0, \phi_{T}(1)=\kappa$, and $\Gamma_{q(1)}(\phi(1), 0) \leq H_{q(1)}(0, \kappa)+\epsilon$. Let $\phi(2) \in C_{[0, T]}\left(R_{+}\right)$be such that $\phi_{0}(2)=0$ and $\phi(2)$ relaxes under $q(2)$. Note that $\phi=(\phi(1), \phi(2)) \in \Omega(1, \kappa)$ and $\Gamma^{B S}(\phi, 0) \leq H_{q(1)}(0, \kappa)+\epsilon$. The lemma follows by the arbitrariness of $\epsilon>0$.

Proof of Theorem 3.1.2. The proof of Theorem 3.1.1, with Lemmas 3.4.1 and 3.4.2 in place of Lemmas 3.3.1 and 3.3.4, respectively, and an adaptation of Lemma 3.3.3, applied separately on each location $v$, establishes the existence and the desired form of $F^{B S}(v, \kappa)$. The fact that $H_{q(1)}(0, \kappa) \leq H_{q(2)}(0, \kappa)$ implies $F^{B S}(\kappa)=F^{B S}(1, \kappa)$.

### 3.4.2 Optimal repacking

The optimal repacking (OR) policy is to continuously rearrange the consumers in the network so as to minimize the maximum load in the network subject to the neighborhood constraints. For each type $u \in U$, let $L_{t}(u)$ continue to denote the number of type $u$ consumers in the network at time $t$. The processes $L(1), L(2)$, and $L(3)$ are independent single-location network loads with demands $\gamma \lambda(1), \gamma \lambda(2)$, and $\gamma \lambda(3)$, respectively. Under the $O R$ policy, the value of the load at time $t$ is determined by the value of the process $L=(L(1), L(2), L(3))$ at time $t$ only. In particular, $\left|X_{t}-m\left(L_{t}\right)\right|<1$, where the mapping $m: R_{+}^{3} \rightarrow R_{+}^{2}$ is defined by the relations

$$
\begin{aligned}
m\left(L_{t}, 1\right) & =\left[\left(L_{t}(1)+L_{t}(2)+L_{t}(3)\right) / 2\right]_{L_{t}(1)}^{L_{t}(1)+L_{t}(2)} \\
m\left(L_{t}, 2\right) & =\left[\left(L_{t}(1)+L_{t}(2)+L_{t}(3)\right) / 2\right]_{L_{t}(3)}^{L_{t}(3)+L_{t}(2)}
\end{aligned}
$$

The following lemma identifies the large deviations principle satisfied by the network load under the OR policy.

Lemma 3.4.3 Define the mapping $\mathcal{M}: C_{[0, T]}\left(R_{+}^{3}\right) \rightarrow C_{[0, T]}\left(R_{+}^{2}\right)$ by $\mathcal{M}(\xi)_{t}=m\left(\xi_{t}\right), 0 \leq t \leq$ $T$. The sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies a large deviations principle in $C_{[0, T]}\left(R_{+}^{2}\right)$ with the good rate function $\Gamma^{O R}$, where for each $\phi \in C_{[0, T]}\left(R_{+}^{2}\right)$ and $x \in R_{+}^{2}$,

$$
\Gamma^{O R}(\phi, x)=\inf _{\substack{\xi \in C_{[0,7)}\left(R_{+}^{3}\right), \mathcal{M}(\xi)=\phi, \mathcal{M}(\xi)_{0}=x}}\left\{\Gamma_{\lambda(1)}\left(\xi(1), \xi_{0}(1)\right)+\Gamma_{\lambda(2)}\left(\xi(2), \xi_{0}(2)\right)+\Gamma_{\lambda(3)}\left(\xi(3), \xi_{0}(3)\right)\right\}
$$

with the understanding that the infimum over an empty set equals $+\infty$.
Proof. Let $\bar{L}^{\gamma}$ denote the polygonal interpolation of the scaled process $\boldsymbol{\gamma}^{-1} L$. Note that the sequences ( $\bar{X}^{\gamma}: \gamma>0$ ) and $\left(\mathcal{M}\left(\bar{L}^{\gamma}\right): \gamma>0\right)$ are exponentially equivalent; thus, it suffices to establish the desired large deviations principle for $\left(\mathcal{M}\left(\bar{L}^{\gamma}\right): \gamma>0\right)$. By Lemma 3.3.1, $\bar{L}^{\gamma}(1)$, $\bar{L}^{\gamma}(2)$, and $\bar{L}^{\gamma}(3)$ satisfy large deviations principles in $C_{[0, T]}\left(R_{+}\right)$with good rate functions $\Gamma_{\lambda(1)}, \Gamma_{\lambda(2)}$, and $\Gamma_{\lambda(3)}$, respectively. Therefore, the sequence ( $\bar{L}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle in $C_{[0, T]}\left(R_{+}^{3}\right)$ with the good rate function $\hat{\Gamma}$, where for each $\xi \in C_{[0, T]}\left(R_{+}^{3}\right)$ and $x \in R_{+}^{3}$, $\hat{\Gamma}(\xi, x)=\Gamma_{\lambda(1)}(\xi(1), x(1))+\Gamma_{\lambda(2)}(\xi(2), x(2))+\Gamma_{\lambda(3)}(\xi(3), x(3))$. Continuity of the mapping $\mathcal{M}$ and the Contraction Principle ([13, Theorem 4.2.1]) imply the statement of the lemma.

Lemma 3.4.4 For any positive integer $d, x \in R_{+}^{d}, y \in R^{d}$, and positive $\alpha \in R_{+}^{d}$

$$
\sum_{u=1}^{d} \Lambda_{\alpha(u)}(x(u), y(u)) \geq \Lambda_{\sum_{u=1}^{d} \alpha(u)}\left(\sum_{u=1}^{d} x(u), \sum_{u=1}^{d} y(u)\right) .
$$

Proof. Note that $\sigma \Lambda_{\alpha}(x, y)=\Lambda_{\sigma \alpha}(\sigma x, \sigma y)$ for $\sigma>0$ and that $\Lambda_{\sum_{u=1}^{d} \alpha(u)}(\cdot, \cdot)$ is convex on $R_{+} \times R$ as can be verified by checking that the Hessian matrix is positive semidefinite. Therefore,

$$
\begin{aligned}
\sum_{u=1}^{d} \Lambda_{\alpha(u)}(x(u), y(u)) & =\sum_{u=1}^{d} \frac{\alpha(u)}{\sum_{w=1}^{d} \alpha(w)} \Lambda_{\sum_{w=1}^{d} \alpha(w)}\left(\frac{\sum_{w=1}^{d} \alpha(w)}{\alpha(u)} x(u), \frac{\sum_{w=1}^{d} \alpha(w)}{\alpha(u)} y(u)\right) \\
& \geq \Lambda_{\sum_{u=1}^{d} \alpha(u)}\left(\sum_{u=1}^{d} x(u), \sum_{u=1}^{d} y(u)\right),
\end{aligned}
$$

and the lemma follows.

Lemma 3.4.5 For each $\kappa \geq 0$ and $v=1,2$,

$$
\inf \left\{\Gamma^{O R}(\phi, 0): \phi \in \Omega(v, \kappa)\right\}=H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa) \wedge H_{\lambda(2 v-1)}(0, \kappa)
$$

Proof. The same proof applies for both locations; therefore, only location $v=1$ is considered. Let $\phi \in \Omega(1, \kappa)$ be absolutely continuous and $\xi \in C_{[0, T]}\left(R_{+}^{3}\right)$ be such that $\phi=\mathcal{M}(\xi)$. Define
$\tau=\inf \left\{t \geq 0: \phi_{t}(1)=\kappa\right\}$. If $\phi_{\tau}(2)<\phi_{\tau}(1)$, then necessarily $\xi_{\tau}(1)=\kappa$; hence the definition of $\Gamma^{O R}$ and Lemma 3.3.4 imply that $\Gamma^{O R}(\phi, 0) \geq H_{\lambda(1)}(0, \kappa)$. Otherwise,

$$
\begin{align*}
\Gamma^{O R}(\phi, 0) & \geq \int_{0}^{\tau}\left(\Lambda_{\lambda(1)}\left(\xi_{t}(1), \dot{\xi}_{t}(1)\right)+\Lambda_{\lambda(2)}\left(\xi_{t}(2), \dot{\xi}_{t}(2)\right)+\Lambda_{\lambda(3)}\left(\xi_{t}(3), \dot{\xi}_{t}(3)\right)\right) d t \\
& \geq \int_{0}^{\tau} \Lambda_{\lambda(1)+\lambda(2)+\lambda(3)}\left(\xi_{t}(1)+\xi_{t}(2)+\xi_{t}(3), \dot{\xi}_{t}(1)+\dot{\xi}_{t}(2)+\dot{\xi}_{t}(3)\right) d t  \tag{3.3}\\
& \geq H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa) \tag{3.4}
\end{align*}
$$

where inequality (3.3) follows by Lemma 3.4.4, and inequality (3.4) follows by Lemma 3.3.4 and the monotonicity of $H_{\lambda(1)+\lambda(2)+\lambda(3)}(0, \cdot)$. Thus, $\inf \left\{\Gamma^{O R}(\phi, 0): \phi \in \Omega(1, \kappa)\right\} \geq H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa) \wedge$ $H_{\lambda(1)}(0, \kappa)$. The proof is completed by constructing a function $\phi \in \Omega(1, \kappa)$ such that $\Gamma^{O R}(\phi, 0)$ is arbitrarily close to the established lower bound. Fix $\epsilon>0$ and consider the following two cases:

Case 1: $H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa) \leq H_{\lambda(1)}(0, \kappa)$. Appeal to Lemma 3.3.4 to choose $T \geq 0$ and $\xi \in C_{[0, T]}\left(R_{+}^{3}\right)$ such that $\xi_{0}=0, \xi_{T}=2 \kappa(\lambda(1), \lambda(2), \lambda(3)) /(\lambda(1)+\lambda(2)+\lambda(3))$, and $\Gamma_{\lambda(u)}(\xi(u), 0) \leq$ $H_{\lambda(u)}\left(0, \xi_{T}(u)\right)+\epsilon$ for each $1 \leq u \leq 3$. Then $\mathcal{M}(\xi) \in \Omega(1, \kappa)$ and $\Gamma^{O R}(\mathcal{M}(\xi), 0) \leq H_{\lambda(1)}\left(0, \xi_{T}(1)\right)+$ $H_{\lambda(2)}\left(0, \xi_{T}(2)\right)+H_{\lambda(3)}\left(0, \xi_{T}(3)\right)+3 \epsilon=H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa)+3 \epsilon$.

Case 2: $H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa)>H_{\lambda(1)}(0, \kappa)$. Appeal to Lemma 3.3.4 to choose $T \geq 0$ and $\xi(1) \in C_{[0, T]}\left(R_{+}\right)$such that $\xi_{0}(1)=0, \xi_{T}(1)=\kappa$, and $\Gamma_{\lambda(1)}(\xi(1), 0) \leq H_{\lambda(1)}(0, \kappa)+\epsilon$. Let $\xi=(\xi(1), \xi(2), \xi(3))$, where $\xi_{0}(2)=\xi_{0}(3)=0$, and $\xi(2)$ and $\xi(3)$ relax under $\lambda(2)$ and $\lambda(3)$, respectively. Then $\mathcal{M}(\xi) \in \Omega(1, \kappa)$ and $\Gamma^{O R}(\mathcal{M}(\xi), 0) \leq H_{\lambda(1)}(0, \kappa)+\epsilon$.

Set $\phi=\mathcal{M}(\xi)$. The lemma follows by the arbitrariness of $\epsilon>0$.
Proof of Theorem 3.1.3. The proof of Theorem 3.1.1, with Lemmas 3.4.3 and 3.4.5 in place of Lemmas 3.3.1 and 3.3.4, respectively, and an adaptation of Lemma 3.3.3, applied separately on each location $v$, establishes the existence and the desired form of $F^{O R}(v, \kappa)$. The fact that $H_{\lambda(1)}(0, \kappa) \leq H_{\lambda(3)}(0, \kappa)$ implies $F^{O R}(\kappa)=F^{O R}(1, \kappa)$.

### 3.4.3 Least load routing

The least load routing (LLR) policy is to assign each new consumer to an admissible location that has the least load within its associated neighborhood. In the $W$ network of Figure 1.2(b), we assume that when both locations have the same load the assignment decision is made in favor of location 1. The normalized load process, $X^{\gamma}$, is a Markov jump process that takes values in $R_{+}^{2}$. The process
$X^{\gamma}$ has jumps of magnitude $\gamma^{-1}$ in the four directions, $e_{1}^{+}=(1,0), e_{2}^{+}=(0,1), e_{1}^{-}=(-1,0)$, and $e_{2}^{-}=(0,-1)$, and is generated by the pair $(\gamma, \nu)$, where for each $x \in R_{+}^{2}$,

$$
\begin{aligned}
\nu\left(x,\left\{e_{1}^{-}\right\}\right) & =x(1), \\
\nu\left(x,\left\{e_{2}^{-}\right\}\right) & =x(2), \\
\nu\left(x,\left\{e_{1}^{+}\right\}\right) & = \begin{cases}\lambda(1)+\lambda(2) & \text { if } x(1) \leq x(2) \\
\lambda(1) & \text { if } x(1)>x(2),\end{cases} \\
\nu\left(x,\left\{e_{2}^{+}\right\}\right) & = \begin{cases}\lambda(3) & \text { if } x(1) \leq x(2) \\
\lambda(3)+\lambda(2) & \text { if } x(1)>x(2)\end{cases}
\end{aligned}
$$

Let $\bar{X}^{\boldsymbol{\gamma}}$ denote the polygonal interpolation of $X^{\boldsymbol{\gamma}}$. The following proposition establishes a large deviations principle for the network load under the LLR policy. The proof of the proposition can be found in Section 3.5.

Proposition 3.4.1 The sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle in $C_{[0, T]}\left(R_{+}^{2}\right)$ with the good rate function $\Gamma^{L L R}$, where for each $\phi \in C_{[0, T]}\left(R_{+}^{2}\right)$ and $x \in R_{+}^{2}$,

$$
\Gamma^{L L R}(\phi, x)= \begin{cases}\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \text { if } \phi_{0}=x \text { and } \phi \text { is absolutely continuous } \\ +\infty & \text { otherwise }\end{cases}
$$

and $\Lambda$ satisfies

$$
\Lambda\left(\phi_{t}, \dot{\phi}_{t}\right)= \begin{cases}\Lambda_{\lambda(1)}\left(\phi_{t}(1), \dot{\phi}_{t}(1)\right)+\Lambda_{\lambda(2)+\lambda(3)}\left(\phi_{t}(2), \dot{\phi}_{t}(2)\right) & \text { if } \phi_{t}(1)>\phi_{t}(2) \\ \Lambda_{q(1)}\left(\phi_{t}(1), \dot{\phi}_{t}(1)\right)+\Lambda_{q(2)}\left(\phi_{t}(2), \dot{\phi}_{t}(2)\right) & \text { if } \phi_{t}(1)=\phi_{t}(2) \\ \Lambda_{\lambda(1)+\lambda(2)}\left(\phi_{t}(1), \dot{\phi}_{t}(1)\right)+\Lambda_{\lambda(3)}\left(\phi_{t}(2), \dot{\phi}_{t}(2)\right) & \text { if } \phi_{t}(1)<\phi_{t}(2)\end{cases}
$$

The following three lemmas provide the solutions of the two variational optimization problems regarding the overflow of each location. In particular, Lemma 3.4.6 concerns location 1 and Lemma 3.4.8 concerns location 2. Lemma 3.4.7 provides an auxiliary result that is used in the proof of Lemma 3.4.8.

Lemma 3.4.6 For each $\kappa \geq 0$,

$$
\inf \left\{\Gamma^{L L R}(\phi, 0): \phi \in \Omega(1, \kappa)\right\}=H_{\lambda(1)+\lambda(2)+\lambda(3)}\left(0,2\left(\kappa_{*}(1) \wedge \kappa\right)\right)+H_{\lambda(1)}(\kappa *(1) \wedge \kappa, \kappa) .
$$

Proof. Given absolutely continuous $\phi \in \Omega(1, \kappa)$, let $\tau=\inf \left\{t \geq 0: \phi_{t}(1)=\kappa\right\}$ and $\tau^{\prime}=$ $\sup \left\{t \leq \tau: \phi_{t}(1)=\phi_{t}(2)\right\}$. By the nonnegativity of $\Lambda$,

$$
\Gamma^{L L R}(\phi, 0) \geq \int_{0}^{\tau^{\prime}} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t+\int_{\tau^{\prime}}^{\tau} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t
$$

Lemmas 3.4.4 and 3.3.4 can be used to bound the terms on the right-hand side as

$$
\begin{aligned}
\int_{0}^{\tau^{\prime}} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \geq \int_{0}^{\tau^{\prime}} \Lambda_{\lambda(1)+\lambda(2)+\lambda(3)}\left(\phi_{t}(1)+\phi_{t}(2), \dot{\phi}_{t}(1)+\dot{\phi}_{t}(2)\right) d t \\
& \geq H_{\lambda(1)+\lambda(2)+\lambda(3)}\left(0, \phi_{\tau^{\prime}}(1)+\phi_{\tau^{\prime}}(2)\right), \\
\int_{\tau^{\prime}}^{\tau} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \geq \int_{\tau^{\prime}}^{\tau} \Lambda_{\lambda(1)}\left(\phi_{t}(1), \dot{\phi}_{t}(1)\right) d t \\
& \geq H_{\lambda(1)}\left(\phi_{\tau^{\prime}}(1), \kappa\right) .
\end{aligned}
$$

This, along with the observation $\phi_{\tau^{\prime}}(1)=\phi_{\tau^{\prime}}(2)$, implies

$$
\begin{aligned}
\inf \left\{\Gamma^{L L R}(\phi, 0): \phi \in \Omega(1, \kappa)\right\} & \geq \inf _{0 \leq s \leq \kappa}\left\{H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 s)+H_{\lambda(1)}(s, \kappa)\right\} \\
& =H_{\lambda(1)+\lambda(2)+\lambda(3)}\left(0,2\left(\kappa_{*}(1) \wedge \kappa\right)\right)+H_{\lambda(1)}\left(\kappa_{*}(1) \wedge \kappa, \kappa\right) .(3.5)
\end{aligned}
$$

The proof is completed by constructing a function $\phi \in \Omega(1, \kappa)$ such that $\Gamma^{L L R}(\phi, 0)$ is arbitrarily close to the right-hand side of inequality (3.5). Fix $\epsilon>0$ and consider the following two cases:

Case 1: $q(1)=q(2)$. Appeal to Lemma 3.3.4 to choose $T \geq 0$ and $\phi(1) \in C_{[0, T]}\left(R_{+}\right)$such that $\phi_{0}(1)=0, \phi_{T}(1)=\kappa_{*}(1) \wedge \kappa$, and $\Gamma_{q(1)}(\phi(1), 0) \leq H_{q(1)}\left(0, \kappa_{*}(1) \wedge \kappa\right)+\epsilon$. Set $\phi=(\phi(1), \phi(1))$. If $\kappa \leq \kappa_{*}(1)$, the construction is complete and $\Gamma^{L L R}(\phi, 0) \leq H_{\lambda(1)+\lambda(2)+\lambda(3)}(0,2 \kappa)+2 \varepsilon$. Else, if $\kappa>\kappa_{z}(1)$, then for some small $\delta<\kappa-\kappa_{z}(1)$, extend $\phi$ further by setting $\dot{\phi}_{t}=(1,1)$ for $T \leq t \leq T+\delta$ (this insures that $\phi_{T+\delta}>q(1)$ ) and by letting $\phi(1)$ relax in reverse time under $\lambda(1)$ and $\phi(2)$ relax under $\lambda(2)+\lambda(3)$ for $T+\delta \leq t \leq T^{\prime}$, where $T^{\prime}$ is such that $\phi_{T^{\prime}}(1)=\kappa$. Note that $\phi_{t}(1)>\phi_{t}(2)$ for $T+\delta<t \leq T^{\prime}$; hence $\delta$ can be chosen small enough so that $\Gamma^{L L R}(\phi, 0) \leq$ $H_{\lambda(1)+\lambda(2)+\lambda(3)}\left(0,2 \kappa_{*}(1)\right)+H_{\lambda(1)}\left(\kappa_{z}(1), \kappa\right)+3 \epsilon_{\text {. }}$

Case 2: $q(1)>q(2)$. Note that in this case Remark 3.1.1 implies $F^{L L R}(1, \kappa)=H_{\lambda(1)}(0, \kappa)$. Appeal to Lemma 3.3.4 to choose $T \geq 0$ and $\phi(1) \in C_{[0, T]}\left(R_{+}\right)$so that $\phi_{0}(1)=0, \phi_{T}(1)=\kappa$, and $\Gamma_{\lambda(1)}(\phi(1), 0) \leq H_{\lambda(1)}(0, \kappa)+\epsilon$. Let $\phi(2) \in C_{[0, T]}\left(R_{+}\right)$be such that $\phi_{0}(2)=0$ and $\phi(2)$ relaxes
under $\lambda(2)+\lambda(3)$. Set $\phi=(\phi(1), \phi(2))$. Note that $\phi(1)$ can be constructed as in the proof of Lemma 3.3.4 so that $\phi_{t}(1) \geq \phi_{t}(2)$ for $0 \leq t \leq T$, and therefore, $\Gamma^{L L R}(\phi, 0) \leq H_{\lambda(1)}(0, \kappa)+\epsilon$.

Figure 3.1 sketches the function $\phi$ constructed above. The lemma follows by the arbitrariness of $\epsilon>0$.

Lemma 3.4.7 For each $s \geq 0$ and absolutely continuous $\phi \in C_{[0,7]}\left(R_{+}^{2}\right)$ such that $\phi_{0}=0$ and $\phi_{T}=(s, s)$,

$$
\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t \geq H_{q(1)}(0, s)+H_{q(2)}(0, s)
$$

Proof. It is convenient to use the representation

$$
\begin{equation*}
\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t=\int_{0}^{T}\left(\Lambda_{\rho(1, t)}\left(\phi_{t}(1), \dot{\phi}_{t}(1)\right)+\Lambda_{\rho(2, t)}\left(\phi_{t}(2), \dot{\phi}_{t}(2)\right)\right) d t \tag{3.6}
\end{equation*}
$$

where

$$
(\rho(1, t), \rho(2, t))= \begin{cases}(\lambda(1), \lambda(2)+\lambda(3)) & \text { if } \phi_{t}(1)>\phi_{t}(2) \\ (q(1), q(2)) & \text { if } \phi_{t}(1)=\phi_{t}(2) \\ (\lambda(1)+\lambda(2), \lambda(3)) & \text { if } \phi_{t}(1)<\phi_{t}(2)\end{cases}
$$

For each $v=1,2$, define $\tau(v, x)=\inf \left\{t \geq 0: \phi_{t}(v)=x\right\}$ for $0 \leq x \leq s$, and define $\sigma_{t}(v)=$ $I\left\{\dot{\phi}_{t}(v)>0, \phi_{t}(v) \geq \phi_{z}(v), 0 \leq z \leq t\right\}$ and $\phi_{t}^{*}(v)=\sup _{0 \leq z \leq t} \phi_{z}(v)$ for $0 \leq t \leq T$. Note that the function $\phi^{*}(v)$ is absolutely continuous, and

$$
\begin{equation*}
\phi_{t}^{*}(v)=\phi_{t}(v), \dot{\phi}_{t}^{*}(v)=\dot{\phi}_{t}(v) \text { and } \tau\left(v, \phi_{t}^{*}(v)\right)=t \text { for almost all } t \text { such that } \sigma_{t}(v)>0 . \tag{3.7}
\end{equation*}
$$

Therefore, if $s \geq q(v)$, then

$$
\begin{align*}
\int_{0}^{T} \Lambda_{\rho(v, t)}\left(\phi_{t}(v), \dot{\phi}_{t}(v)\right) d t & \geq \int_{\tau(v, q(v))}^{\tau(v, s)} \Lambda_{\rho(v, t)}\left(\phi_{t}(v), \dot{\phi}_{t}(v)\right) d t \\
& \geq \int_{\tau(v, q(v))}^{\tau(v, s)} \Lambda_{\rho(v, t)}\left(\phi_{t}(v), \dot{\phi}_{t}(v)\right) \sigma_{t}(v) d t \\
& =\int_{\tau(v, q(v))}^{\tau(v, s)} \Lambda_{\rho\left(v, \tau\left(v, \phi_{t}^{*}(v)\right)\right)}\left(\phi_{t}^{*}(v), \dot{\phi}_{t}^{*}(v)\right) \sigma_{t}(v) d t  \tag{3.8}\\
& \geq \int_{\tau(v, q(v))}^{\tau(v, s)} \dot{\phi}_{t}^{*}(v) \log \left(\frac{\phi_{t}^{*}(v)}{\rho\left(v, \tau\left(v, \phi_{t}^{*}(v)\right)\right)}\right) \sigma_{t}(v) d t \tag{3.9}
\end{align*}
$$

$$
\begin{align*}
& =\int_{\tau(v, q(v))}^{\tau(v, s)} \dot{\phi}_{t}^{*}(v) \log \left(\frac{\phi_{t}^{*}(v)}{\rho\left(v, \tau\left(v, \phi_{t}^{*}(v)\right)\right)}\right) d t  \tag{3.10}\\
& =\int_{q(v)}^{s} \log \left(\frac{x}{\rho(v, \tau(v, x))}\right) d x \tag{3.11}
\end{align*}
$$

Here equality (3.8) follows by the observation (3.7), inequality (3.9) is a consequence of Re mark 3.3.2, equality (3.10) is implied by the fact that $\dot{\phi}_{t}^{=}(v) \sigma_{t}(v)=\dot{\phi}_{t}^{=}(v)$ for almost all $t$, and equality (3.11) follows by a change of variables. Inequality (3.11), together with representation (3.6) and the nonnegativity of $\Lambda_{\rho(1, t)}$ and $\Lambda_{\rho(2, t)}$, implies

$$
\begin{align*}
\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \geq \int_{q(1) \wedge s}^{s} \log \left(\frac{x}{\rho(1, \tau(1, x))}\right) d x+\int_{q(2) \wedge s}^{s} \log \left(\frac{x}{\rho(2, \tau(2, x))}\right) d x \\
& =\int_{q(2) \wedge s}^{q(1) \wedge s} \log \left(\frac{x}{\rho(2, \tau(2, x))}\right) d x \\
& +\int_{q(1) \wedge s}^{s} \log \left(\frac{x}{\rho(\mathrm{I}, \tau(1, x))}\right)+\log \left(\frac{x}{\rho(2, \tau(2, x))}\right) d x . \tag{3.12}
\end{align*}
$$

We complete the proof by obtaining appropriate lower bounds for each of the terms on the righthand side of inequality (3.12). Note that if $\tau(1, x)=\tau(2, x)$, then $(\rho(1, \tau(1, x)), \rho(2, \tau(2, x)))=$ ( $q(1), q(2)$ ); else, if $\tau(1, x)<\tau(2, x)$, then $\rho(1, \tau(1, x))=\lambda(1)$, and if $\tau(1, x)>\tau(2, x)$, then $\rho(2, \tau(2, x))=\lambda(3)$. Therefore, $(\rho(1, \tau(1, x)), \rho(2, \tau(2, x)))$ takes values in the set

$$
\{(q(1), q(2)),(\lambda(1), q(2)),(\lambda(1), \lambda(2)+\lambda(3)),(\lambda(1), \lambda(3)),(q(1), \lambda(3)),(\lambda(1)+\lambda(2), \lambda(3))\}
$$ and a simple calculation yields

$$
\begin{align*}
\log \left(\frac{x}{\rho(1, \tau(1, x))}\right)+\log \left(\frac{x}{\rho(2, \tau(2, x))}\right) & \geq \log \left(\frac{x}{q(1)}\right)+\log \left(\frac{x}{q(2)}\right)  \tag{3.13}\\
\log \left(\frac{x}{\rho(2, \tau(2, x))}\right) & \geq \log \left(\frac{x}{\lambda(2)+\lambda(3)}\right) . \tag{3.14}
\end{align*}
$$

Since $q(1)>q(2)$ implies $\lambda(2)+\lambda(3)=q(2)$, inequalities (3.13) and (3.14), together with inequality (3.12), imply that $\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t \geq H_{q(1)}(0, s)+H_{q(2)}(0, s)$. This establishes the lemma.

Lemma 3.4.8 For each $\kappa \geq 0$,

$$
\inf \left\{\Gamma^{L L R}(\phi, 0): \phi \in \Omega(2, \kappa)\right\}=H_{q(1)}\left(0, \kappa_{*}(2) \wedge \kappa\right)+H_{q(2)}\left(0, \kappa_{*}(2) \wedge \kappa\right)+H_{\lambda(3)}\left(\kappa_{*}(2) \wedge \kappa, \kappa\right) .
$$

Proof. Given absolutely continuous $\phi \in \Omega(2, \kappa)$, let $r=\inf \left\{t \geq 0: \phi_{t}(2)=\kappa\right\}$ and $\tau^{\prime}=$ $\sup \left\{t \leq \tau: \phi_{t}(1)=\phi_{t}(2)\right\}$. By the nonnegativity of $\Lambda$,

$$
\Gamma^{L L R}(\phi, 0) \geq \int_{0}^{\tau^{\prime}} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t+\int_{\tau^{\prime}}^{\tau} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t
$$

Lemmas 3.4.7 and 3.3.4 can be used to bound the terms on the right-hand side as

$$
\begin{aligned}
\int_{0}^{\tau^{\prime}} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t \geq H_{q(1)}\left(0, \phi_{\tau^{\prime}}(1)\right)+H_{q(2)}\left(0, \phi_{\tau^{\prime}}(2)\right) \\
\int_{\tau^{\prime}}^{\tau} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t \geq H_{\lambda(3)}\left(\phi_{\tau^{\prime}}(2), \kappa\right) \wedge\left(H_{\lambda(1)}\left(\phi_{\tau^{\prime}}(1), \kappa\right)+H_{\lambda(2)+\lambda(3)}\left(\phi_{\tau^{\prime}}(2), \kappa\right)\right) .
\end{aligned}
$$

This, along with the observation $\phi_{\tau^{\prime}}(1)=\phi_{\tau^{\prime}}(2)$, implies

$$
\begin{aligned}
\inf \left\{\Gamma^{L L R}(\phi, 0): \phi \in \Omega(2, \kappa)\right\} \geq & \inf _{0 \leq \leq \leq \kappa}\{
\end{aligned} H_{q(1)}(0, s)+H_{q(2)}(0, s) .
$$

The proof is completed by constructing a function $\phi \in \Omega(2, \kappa)$ such that $\Gamma^{L L R}(\phi, 0)$ is arbitrarily close to the right-hand side of the above inequality. Fix $0<\epsilon<1$ and consider the following three cases:

Case 1: $\kappa<q(2)$. Choose $T \geq 0$ and $\phi \in C_{[0, T]}\left(R_{+}^{2}\right)$ such that $\phi_{0}=0$ and $\phi(1)$ and $\phi(2)$ relax, respectively, under $q(1)$ and $q(2)$ so that $\phi_{T}=\kappa(q(1) / q(2), 1)$. Note that $\phi_{t}(1)=(q(1) / q(2)) \phi_{t}(2)$ for $0 \leq t \leq T$; therefore, $\Gamma^{L L R}(\phi, 0)=0$.

Case 2: $q(2) \leq \kappa \leq \kappa_{z}(2)$. Let $T>0$ and ( $\phi_{t}: 0 \leq t \leq T$ ) be constructed as in Case 1 with $\kappa=(1-\epsilon) q(2)$. Extend $\phi$ by setting $\dot{\phi}=(\kappa \vee q(1), \kappa)$ for $T \leq t \leq T+\epsilon$. Note that $\phi_{T+c}$ is on the line segment with end points $(q(1), q(2))$ and ( $\kappa \vee q(1), \kappa)$. If $\kappa=q(2)$, this completes the construction. Else, if $\kappa>q(2)$, extend $\phi$ further by letting $\phi(1)$ and $\phi(2)$ relax in reverse time, respectively, under $q(1)$ and $q(2)$ so that $\phi_{T^{\prime}}=(\kappa \vee q(1), \kappa)$ for some time $T^{\prime}>T+\epsilon$. Note that in this case $\left(\phi_{t}(1)-q(1)\right) /\left(\phi_{t}(2)-q(2)\right)=(\kappa \vee q(1)-q(1)) /(\kappa-q(2))$ for $T+\epsilon \leq t \leq T^{\prime}$, so that $\phi$ traces out the line segment from $\phi_{T+c}$ to $\phi_{T^{\prime}}$, and thus, $\phi_{t}(1)>\phi_{t}(2)$ for $0<t<T^{\prime}$. Therefore, $\Gamma^{L L R}(\phi, 0)=H_{q(1)}(0, \kappa)+H_{q(2)}(0, \kappa)+f(\epsilon)$ for some $f(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$.

Case 3: $\kappa>\kappa_{z}(2)$. Let $T>0$ and ( $\left.\phi_{t}: 0 \leq t \leq T\right)$ be constructed as in Case 2 with $\kappa=\kappa_{z}(2)$. Note that $\kappa_{z}(2)>q(1)$; thus, $\phi_{T}(1)=\phi_{T}(2)=\kappa_{z}(2)$. Extend $\phi$ by letting $\phi(1)$ relax under $\lambda(1)+\lambda(2)$ and $\phi(2)$ relax in reverse time under $\lambda(3)$ so that $\phi_{T^{\prime}}(2)=\kappa$ at some time $T^{\prime}>T$. Note that $\left(\phi_{t}(1)-q(1)\right)\left(\phi_{t}(2)-q(2)\right)=\left(\kappa_{*}(2)-q(1)\right)\left(\kappa_{*}(2)-q(2)\right)$ and $\phi_{t}(2)>\phi_{t}(1)$ for $T<t \leq T^{\prime}$; therefore, $\Gamma^{L L R}(\phi, 0)=H_{q(1)}\left(0, \kappa_{*}(2)\right)+H_{q(2)}\left(0, \kappa_{*}(2)\right)+H_{\lambda(3)}\left(\kappa_{*}(2), \kappa\right)+f(\epsilon)$ for some $f(\epsilon) \rightarrow 0$ as $\epsilon \rightarrow 0$.

Figure 3.2 sketches the function $\phi$ constructed above. The arbitrariness of $\epsilon>0$ establishes the lemma.

Proof of Theorem 3.1.4. The proof of Theorem 3.1.1, with Proposition 3.4.1 and Lemma 3.4.6 (Lemma 3.4.8) in place of Lemmas 3.3 .1 and 3.3.4, respectively, and an adaptation of Lemma 3.3.3, applied on location 1 (location 2), establishes the existence and the desired form of $F^{L L R}(1, \kappa)$ $\left(F^{L L R}(2, \kappa)\right)$. Since $H_{\lambda(1)}(0, \kappa) \leq H_{\lambda(3)}(0, \kappa)$ and $\kappa_{z}(v)$ minimizes the expression $H_{q(1)}\left(0, \kappa_{z}(v) \wedge\right.$ $\kappa)+H_{q(2)}\left(0, \kappa_{*}(v) \wedge \kappa\right)+H_{\lambda(2 v-1)}\left(\kappa_{*}(v) \wedge \kappa, \kappa\right)$ for each $v=1,2$, it follows that $F^{L L R}(\kappa)=$ $F^{L L R}(1, \kappa) \leq F^{L L R}(2, \kappa)$.

### 3.5 Large Deviations Principle for the W Network under Least Load Routing

This section proves Proposition 3.4.1, the large deviations principle satisfied by the normalized load process $X^{\boldsymbol{\gamma}}$ under the LLR policy. The proof entails an application of the theory of large deviations of Markov processes with discontinuous transition mechanisms (see Chapter 4, [14], [15], [12]). The transition mechanism of $X^{\gamma}$ changes smoothly in the two open halves of $R_{+}^{2}$ separated by the hyperplane $\left\{x \in R^{2}: x(1)=x(2)\right\}$ so that the process $X^{\gamma}$ nearly conforms to the conditions of Theorem 4.2.1 of Chapter 4. The theorem does not apply directly, however, because for $v=1,2$ the $\log$ rates $\log \left(\nu\left(x, e_{v}^{-}\right)\right)$are neither bounded above (since $\nu\left(x, e_{v}^{-}\right) \rightarrow \infty$ as $x(v) \rightarrow \infty$ ) nor continuous and finite over $R_{+}^{2}$ (since $\nu\left(x, e_{v}^{-}\right) \rightarrow 0$ as $x(v) \rightarrow 0$ ). We therefore establish Lemma 3.4.1 by approximating $X^{\gamma}$ by a sequence of auxiliary processes each of which conforms to the conditions of Theorem 4.2.1 and adapting the techniques used in [12, Section 12.6] for the onedimensional Erlang model.

The outline of the proof is as follows: Lemma 3.5.2 identifies the large deviations principle satisfied by each auxiliary process. Lemma 3.5.6 establishes the goodness of the rate function $\Gamma^{L L R}$. Based on a coupling of the auxiliary processes with the load process, Lemmas 3.5.8 and 3.5.9 prove the large deviations upper and lower bounds. We start with the following lemma:

Lemma 3.5.1 For $x_{1}, x_{2} \geq 0, \sigma_{1}, \sigma_{2}>0, y \in R$, and $\beta \in(0,1)$,

$$
\begin{equation*}
\inf _{\substack{y_{1} \in R, y_{2} \in R \\ \beta y_{1}+(1-\beta) y_{2}=y}}\left\{\beta \Lambda_{\sigma_{1}}\left(x_{1}, y_{1}\right)+(1-\beta) \Lambda_{\sigma_{2}}\left(x_{2}, y_{2}\right)\right\}=\Lambda_{\beta \sigma_{1}+(1-\beta) \sigma_{2}}\left(\beta x_{1}+(1-\beta) x_{2}, y\right) . \tag{3.15}
\end{equation*}
$$

There exists a unique solution to the left-hand side of (3.15) that satisfies

$$
\begin{equation*}
\frac{y_{1}+\sqrt{\left(y_{1}\right)^{2}+4 \sigma_{1} x_{1}}}{2 \sigma_{1}}=\frac{y_{2}+\sqrt{\left(y_{2}\right)^{2}+4 \sigma_{2} x_{2}}}{2 \sigma_{2}} . \tag{3.16}
\end{equation*}
$$

Proof. The function $\beta \Lambda_{\sigma_{1}}\left(x_{1}, y_{1}\right)+(1-\beta) \Lambda_{\sigma_{2}}\left(x_{2},\left(y-\beta y_{1}\right) /(1-\beta)\right) \rightarrow \infty$ as $\left|y_{1}\right| \rightarrow \infty$ and is strictly convex in $y_{1}$. Therefore, it achieves its minimum at a unique stationary point, which satisfies equality (3.16) with $y_{2}$ defined by $\beta y_{1}+(1-\beta) y_{2}=y$. The quantity on both sides of (3.16) is the nonnegative root of the equation $\sigma_{v} z^{2}-y_{v} z-x_{v}=0$ for each $v=1,2$. This quantity is therefore equal to the nonnegative root of the equation $\left(\beta \sigma_{1}+(1-\beta) \sigma_{2}\right) z^{2}-\left(\beta y_{1}+(1-\beta) y_{2}\right) z-$ $\left(\beta x_{1}+(1-\beta) x_{2}\right)=0$ so that

$$
\frac{y_{1}+\sqrt{\left(y_{1}\right)^{2}+4 \sigma_{1} x_{1}}}{2 \sigma_{1}}=\frac{y_{2}+\sqrt{\left(y_{2}\right)^{2}+4 \sigma_{2} x_{2}}}{2 \sigma_{2}}=\frac{y+\sqrt{y^{2}+4\left(\beta \sigma_{1}+(1-\beta) \sigma_{2}\right)\left(\beta x_{1}+(1-\beta) x_{2}\right)}}{2\left(\beta \sigma_{1}+(1-\beta) \sigma_{2}\right)} .
$$

Equality (3.15) follows by direct substitution.

Given $0<\epsilon \leq 1$, let $Y^{\gamma, \epsilon}$ denote the Markov process generated by the pair ( $\gamma, \nu^{\epsilon}$ ), where for each $x \in R^{2}$,

$$
\begin{aligned}
& \nu^{c}\left(x,\left\{e_{1}^{-}\right\}\right)=[x(1)]_{e}^{1 / e}, \quad \nu^{c}\left(x,\left\{e_{1}^{+}\right\}\right)= \begin{cases}\lambda(1)+\lambda(2) & \text { if } x(1) \leq x(2) \\
\lambda(1) & \text { if } x(1)>x(2),\end{cases} \\
& \nu^{c}\left(x,\left\{e_{2}^{-}\right\}\right)=[x(2)]_{e}^{1 / c}, \quad \nu^{c}\left(x,\left\{e_{2}^{+}\right\}\right)= \begin{cases}\lambda(3) & \text { if } x(1) \leq x(2) \\
\lambda(3)+\lambda(2) & \text { if } x(1)>x(2),\end{cases}
\end{aligned}
$$

and let $\bar{Y}^{\boldsymbol{\gamma}, \boldsymbol{\varepsilon}}$ denote the polygonal interpolation of $Y^{\boldsymbol{\gamma}, \boldsymbol{\varepsilon}}$.

Lemma 3.5.2 For each $0<\epsilon \leq 1$, the sequence ( $\bar{Y}^{\gamma, e}: \gamma>0$ ) satisfies the large deviations principle in $C_{[0, T]}\left(R^{2}\right)$ with the good rate function $\Gamma^{\epsilon}$, where for each $\phi \in C_{[0, T]}\left(R^{2}\right)$ and $x \in R^{2}$,

$$
\Gamma^{c}(\phi, x)= \begin{cases}\int_{0}^{T} \Lambda^{c}\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \text { if } \phi_{0}=x \text { and } \phi \text { is absolutely continuous } \\ +\infty & \text { otherwise }\end{cases}
$$

and $\Lambda^{\epsilon}\left(\phi_{t}, \dot{\phi}_{t}\right)=\Lambda\left(\left[\phi_{t}\right]_{c}^{1 / c}, \dot{\phi}_{t}\right)$.
Proof. Let $A^{\circ}=\left\{x \in R^{2}: x(1)=x(2)\right\}, A^{+}=\left\{x \in R^{2}: x(1)<x(2)\right\}$, and $A^{-}=\left\{x \in R^{2}:\right.$ $x(1)>x(2)\}$, and let the rate-measure fields $\nu^{+, \varepsilon}$ and $\nu^{-, c}$ be defined as

$$
\nu^{+, c}(x)=\left\{\begin{array}{ll}
\nu^{\varepsilon}(x) & \text { if } x \in \overline{A^{+}} \\
\nu^{\varepsilon}(x(1), x(1)) & \text { if } x \in A^{-}
\end{array} \quad \nu^{-, c}(x)= \begin{cases}\nu^{\varepsilon}(x) & \text { if } x \in A^{-} \\
\lim _{\delta \searrow_{0}} \nu^{\varepsilon}(x(2)+\delta, x(2)-\delta) & \text { if } x \in \overline{A^{+}} .\end{cases}\right.
$$

Note that $\nu^{+, c}, \nu^{-, c}$, and $Y^{\gamma, \varepsilon}$ satisfy the conditions of Theorem 4.2.1; therefore, the sequence ( $\bar{Y}^{\gamma, \epsilon}: \gamma>0$ ) satisfies a large deviations principle with the good rate function $\Gamma^{\varepsilon}$, where for $x, y \in R^{2}$

$$
\begin{align*}
\Lambda^{\epsilon}(x, y) & =I\left\{\phi_{t} \in A^{+}\right\} \Lambda^{+, c}(x, y)+I\left\{\phi_{t} \in A^{o}\right\} \Lambda^{o, c}(x, y)+I\left\{\phi_{t} \in A^{-}\right\} \Lambda^{-, c}(x, y), \\
\Lambda^{ \pm, c}(x, y) & =\sum_{v=1}^{2} \sup _{\zeta \in R}\left\{\zeta y(v)-\left(\left(e^{\zeta}-1\right) \nu^{ \pm, c}\left(x, e_{v}^{+}\right)+\left(e^{-\zeta}-1\right) \nu^{ \pm, c}\left(x, e_{v}^{-}\right)\right)\right\},  \tag{3.17}\\
\Lambda^{o, c}(x, y) & =\begin{array}{c}
0 \leq \beta \leq 1, y^{+} \in \overline{A^{-}, y^{-\in \in}} \\
\beta y^{+}+(1-\beta) y^{-}=y
\end{array}
\end{align*}
$$

Applying [12, Exercise 7.24] on each term on the right-hand side of equation (3.17) yields that

$$
\begin{array}{ll}
\Lambda^{+, \varepsilon}(x, y)=\Lambda_{\lambda(1)+\lambda(2)}\left([x(1)]_{e}^{1 / \epsilon}, y(1)\right)+\Lambda_{\lambda(3)}\left([x(2)]_{e}^{1 / \epsilon}, y(2)\right) & \text { for } x \in \overline{A^{+}}, \\
\Lambda^{-, \varepsilon}(x, y)=\Lambda_{\lambda(1)}\left([x(1)]_{\epsilon}^{1 / \epsilon}, y(1)\right)+\Lambda_{\lambda(2)+\lambda(3)}\left([x(2)]_{\epsilon}^{1 / \epsilon}, y(2)\right) & \text { for } x \in \overline{A^{-}}
\end{array}
$$

To complete the proof of the lemma, it remains to evaluate $\Lambda^{0, c}(x, y)$ for $x \in A^{0}$. Note that for absolutely continuous $\phi, \dot{\phi}_{t} \in A^{0}$ for almost all $t$ such that $\phi_{t} \in A^{0}$; therefore, it suffices to consider the case when $y \in A^{\circ}$. Fix $x, y \in A^{\circ}$. For any $y^{+}, y^{-} \in R^{2}$ and $\beta \in[0,1]$ such that $\beta y^{+}+(1-\beta) y^{-}=y$,

$$
\beta \Lambda^{+, \epsilon}\left(x, y^{+}\right)+(1-\beta) \Lambda^{-, \epsilon}\left(x, y^{-}\right)
$$

$$
\begin{align*}
& =\beta \Lambda_{\lambda(1)+\lambda(2)}\left([x(1)]_{e}^{1 / \epsilon}, y^{+}(1)\right)+\beta \Lambda_{\lambda(3)}\left([x(2)]_{e}^{1 / \epsilon}, y^{+}(2)\right) \\
& +(1-\beta) \Lambda_{\lambda(1)}\left([x(1)]_{e}^{1 / \epsilon}, y^{-}(1)\right)+(1-\beta) \Lambda_{\lambda(2)+\lambda(3)}\left([x(2)]_{e}^{1 / \epsilon}, y^{-}(2)\right)  \tag{3.18}\\
& \geq \Lambda_{\lambda(1)+\beta \lambda(2)}\left([x(1)]_{e}^{1 / \epsilon}, y(1)\right)+\Lambda_{(1-\beta) \lambda(2)+\lambda(3)}\left([x(2)]_{e}^{1 / \epsilon}, y(2)\right)  \tag{3.19}\\
& \geq \inf _{0 \leq \beta^{\prime} \leq 1}\left\{\Lambda_{\lambda(1)+\beta^{\prime} \lambda(2)}\left([x(1)]_{c}^{1 / \epsilon}, y(1)\right)+\Lambda_{\left(1-\beta^{\prime}\right) \lambda(2)+\lambda(3)}\left([x(2)]_{\epsilon}^{1 / \epsilon}, y(2)\right)\right\}  \tag{3.20}\\
& =\Lambda_{q(1)}\left([x(1)]_{e}^{1 / \epsilon}, y(1)\right)+\Lambda_{q(2)}\left([x(\varepsilon)]_{e}^{1 / \epsilon}, y(2)\right) . \tag{3.21}
\end{align*}
$$

In the above argument inequality (3.19) follows by applying Lemma 3.5 .1 separately on the first, and third and the second and fourth terms on the right-hand side of equality (3.18). Since $x(1)=x$ (2) and $y(1)=y(2)$, each of the terms of the right-hand side of inequality (3.19) is the same convex function evaluated at $\lambda(1)+\beta \lambda(2)$ and $(1-\beta) \lambda(2)+\lambda(3)$, respectively. Equality (3.21) follows by straightforward minimization.

We next identify $\Lambda^{0, \epsilon}(x, y)$ with the right-hand side of inequality (3.21) by establishing the existence of $\beta \in[0,1], y^{+} \in \overline{A^{-}}$, and $y^{-} \in \overline{A^{+}}$such that $\beta y^{+}+(1-\beta) y^{-}=y$ and both inequalities (3.19) and (3.20) are satisfied with equality. Inequality (3.20) is satisfied with equality if $\beta=$ $[(\lambda(3)-\lambda(1)+\lambda(2)) / 2 \lambda(2)]_{0}^{1}$. If $\beta=0(\beta=1)$, then take $y^{-}=y\left(y^{+}=y\right)$. Otherwise, by Lemma 3.5.1 there exist $y^{+}, y^{-} \in R^{2}$ such that $\beta y^{+}+(1-\beta) y^{-}=y$, inequality (3.19) is satisfied with equality, and the following two conditions hold:

$$
\begin{align*}
& \frac{y^{-}(1)+\sqrt{\left(y^{-}(1)\right)^{2}+4 \lambda(1)[x(1)]_{e}^{1 / \epsilon}}}{2 \lambda(1)}=\frac{y^{+}(1)+\sqrt{\left(y^{+}(1)\right)^{2}+4(\lambda(1)+\lambda(2))[x(1)]_{e}^{1 / \varepsilon}}}{2(\lambda(1)+\lambda(2))},(3  \tag{3.22}\\
& \frac{y^{+}(2)+\sqrt{\left(y^{+}(2)\right)^{2}+4 \lambda(3)[x(2)]_{e}^{1 / \varepsilon}}}{2 \lambda(3)}=\frac{y^{-}(2)+\sqrt{\left(y^{-}(2)\right)^{2}+4(\lambda(2)+\lambda(3))[x(2)]_{\varepsilon}^{1 / \epsilon}}}{2(\lambda(2)+\lambda(3))} .(3 \tag{3.23}
\end{align*}
$$

The left-hand side of equality (3.22) is increasing in $y^{-}(1)$ and decreasing in $\lambda(1)$; therefore, (3.22) and (3.23), respectively, imply that $y^{+}(1) \geq y^{-}(1)$ and $y^{-}(2) \geq y^{+}$(2). This, together with the assumption that $\beta y^{+}+(1-\beta) y^{-} \in A^{0}$, implies that $y^{-} \in \overline{A^{+}}$and $y^{+} \in \overline{A^{-}}$. The proof of the lemma is complete.

For $x \in R_{+}$and $\epsilon=0$ set $[x]_{c}^{1 / \varepsilon}=x$, so that $\Gamma=\left.\Gamma^{\epsilon}\right|_{\epsilon=0}$.

Lemma 3.5.3 Let $S$ be a finite set of positive numbers. For each $l \geq 0$ there exists an $M>0$ such that for any absolutely continuous $\phi \in C_{[0, T]}\left(R_{+}\right)$and $0 \leq \epsilon \leq 1$,

$$
\int_{0}^{T} \inf _{\sigma \in S} \Lambda_{\sigma}\left(\left[\phi_{t}\right]_{c}^{1 / \epsilon}, \dot{\phi}_{t}\right) d t \leq l \Longrightarrow \sup _{0 \leq t \leq T}\left(\phi_{t}-\phi_{0}\right) \leq M .
$$

Proof. Examination of $\partial \Lambda_{\sigma}(x, y) / \partial x$ yields that $\Lambda_{\sigma}(x, y)$ is increasing in $x$ whenever $y>\sigma$; thus, $\lim _{y \rightarrow \infty} \Lambda_{\sigma}(x, y) / y=\infty$ uniformly in $x \in R_{+}$and $\sigma \in S$. Given $l \geq 0$, choose a constant $B(l)$ large enough so that $\inf _{\sigma \in S_{,}, \in R_{+}} \Lambda_{\sigma}(x, y) / y \geq l$ whenever $y \geq B(l)$. For absolutely continuous $\phi \in C_{[0, T]}\left(R_{+}\right)$and $0 \leq \tau \leq T$,

$$
\begin{aligned}
\int_{0}^{T} \inf _{\sigma \in S} \Lambda_{\sigma}\left(\left[\phi_{t}\right]_{c}^{1 / c}, \dot{\phi}_{t}\right) d t & \geq \int_{\left\{t \in[0, \tau]: \dot{\phi}_{t} \geq B(l)\right\}} \inf _{\sigma \in S} \frac{\Lambda_{\sigma}\left(\left[\phi_{t}\right]_{c}^{1 / c}, \dot{\phi}_{t}\right)}{\dot{\phi}_{t}} \dot{\phi}_{t} d t \\
& \geq \int_{\left\{t \in[0, \tau]: \dot{\phi}_{t} \geq B(l)\right\}} l \dot{\phi}_{t} d t \\
& \geq \int_{0}^{\tau} l\left(\dot{\phi}_{t}-B(l)\right) d t \\
& \geq l\left(\phi_{\tau}-\phi_{0}-B(l) T\right) .
\end{aligned}
$$

Choosing $M=B(l) T+1$ establishes the lemma.

Lemma 3.5.4 (Relative Compactness) For each $x_{0} \in R_{+}^{2}$ and $l \geq 0$, the collection $C(l)=$ $\cup_{0 \leq e \leq 1}\left\{\phi: \Gamma^{\epsilon}\left(\phi, x_{0}\right) \leq l\right\}$ is relatively compact in $C_{[0, T]}\left(R_{+}^{2}\right)$.

Proof. If $\phi \in C(l)$, then $\phi$ is absolutely continuous, $\phi_{0}=x_{0}$, and for some $0 \leq \epsilon \leq 1$,

$$
\begin{align*}
l & \geq \int_{0}^{T} \Lambda^{\epsilon}\left(\phi_{t}, \dot{\phi}_{t}\right) d t \\
& \geq \int_{0}^{T} \inf _{\sigma \in S} \Lambda_{\sigma}\left(\left[\phi_{t}(1)\right]_{e}^{1 / \epsilon}, \dot{\phi}_{t}(1)\right) d t+\int_{0}^{T} \inf _{\sigma \in S} \Lambda_{\sigma}\left(\left[\phi_{t}(2)\right]_{\epsilon}^{1 / \epsilon}, \dot{\phi}_{t}(2)\right) d t, \tag{3.24}
\end{align*}
$$

where $S=\{\lambda(1), q(1), \lambda(1)+\lambda(2), \lambda(3), q(2), \lambda(2)+\lambda(3)\}$. Lemma 3.5.3, applied separately on the terms of the right-hand side of (3.24), implies the existence of a finite $M>1$ such that $\sup _{0 \leq t \leq T}\left|\phi_{t}\right| \leq M$ for all $\phi \in C(l)$.

Fix $\delta>0$. Choose a constant $B(\delta)$ large enough so that $\inf _{0 \leq x \leq M, \sigma \in S} \Lambda_{\sigma}(x, y) /|y|>2 l / \delta$ whenever $|y|>B(\delta)$. Let $\left(\left(s_{j}, t_{j}\right): j=1, \cdots, J\right)$ be a finite collection of nonoverlapping intervals
in $[0, T]$, and set $D=\cup_{j}\left(s_{j}, t_{j}\right)$. Given $\phi \in C(l)$, let $0 \leq \epsilon \leq I$ be such that $\Gamma^{\epsilon}\left(\phi, x_{0}\right) \leq l$. Then

$$
\begin{aligned}
\sum_{j=1}^{J}\left|\phi_{t}-\phi_{s,}\right| & \leq \int_{D}\left|\dot{\phi}_{t}\right| d t \\
& =\int_{D \cap\left\{t| | \dot{\phi}_{t} \mid>B(\delta)\right\}} \frac{\left|\dot{\phi}_{t}\right|}{\Lambda^{c}\left(\phi_{t}, \dot{\phi}_{t}\right)} \Lambda^{\epsilon}\left(\phi_{t}, \dot{\phi}_{t}\right) d t+\int_{D \cap\left\{t:\left|\dot{\phi}_{\dot{\phi}}\right| \leq B(\delta)\right\}}\left|\dot{\phi}_{t}\right| d t \\
& \leq \frac{\delta}{2 l} \int_{D \cap\left\{t:\left|\dot{\phi}_{\varepsilon}\right|>B(\delta)\right\}} \Lambda^{c}\left(\phi_{t}, \dot{\phi}_{t}\right) d t+B(\delta) \sum_{j=1}^{J}\left|t_{j}-s_{j}\right| \\
& \leq \frac{\delta}{2}+B(\delta) \sum_{j=1}^{J}\left|t_{j}-s_{j}\right|
\end{aligned}
$$

Thus, $\sum_{j=1}^{J}\left|\phi_{t_{j}}-\phi_{s}\right| \leq \delta$ whenever $\sum_{j=1}^{J}\left|t_{j}-s_{j}\right| \leq \delta / 2 B(\delta)$, uniformly for all $\phi \in C(l)$. The Arzela-Ascoli Theorem implies the relative compactness of $C(l)$.

Lemma 3.5.5 (Lower Semicontinuity) Given $x_{0} \in R_{+}^{2}$, the function $\Gamma^{L L R}\left(\cdot, x_{0}\right): C_{[0, T]}\left(R_{+}^{2}\right) \rightarrow$ $R_{+} \cup\{+\infty\}$ is lower semicontinuous.

Proof. Let ( $\phi^{m}: m \geq 1$ ) be a sequence such that $\phi^{m} \rightarrow \phi$ in $C_{[0, T]}\left(R_{+}^{2}\right)$. To prove the lemma, it suffices to show that $\Gamma^{L L R}\left(\phi, x_{0}\right) \leq \lim \inf _{m \rightarrow \infty} \Gamma^{L L R}\left(\phi^{m}, x_{0}\right)$. Assume, without loss of generality, the existence of $l, k \geq 0$ such that $\Gamma^{L L R}\left(\phi^{m}, x_{0}\right) \leq l$ for all $m \geq k$. The proof of Lemma 3.5.4 shows that the sequence ( $\phi^{m}: m \geq k$ ) is uniformly absolutely continuous; therefore, $\phi$ is absolutely continuous, $\phi_{0}=x_{0}$, and by the explanations indicated in parentheses,

$$
\begin{aligned}
\Gamma^{L L R}\left(\phi, x_{0}\right) & =\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t & & \text { (Definition of } \left.\Gamma^{L L R}\right) \\
& \leq \liminf _{\epsilon \searrow 0} \int_{0}^{T} \Lambda^{\epsilon}\left(\phi_{t}, \dot{\phi}_{t}\right) d t & & \text { (Fatou's Lemma) } \\
& \leq \liminf _{e \searrow 0} \liminf _{m \rightarrow \infty} \int_{0}^{T} \Lambda^{\epsilon}\left(\phi_{t}^{m}, \dot{\phi}_{t}^{m}\right) d t & & \text { (L.s.c. property of } \left.\Gamma^{c}\right) \\
& \leq \liminf _{e \searrow 0} \liminf _{m \rightarrow \infty}\left(\int_{0}^{T} \Lambda\left(\phi_{t}^{m} \wedge \frac{1}{\epsilon}, \dot{\phi}_{t}^{m}\right) d t+2 \epsilon T\right) & & \text { (Lemma 3.3.2) } \\
& =\liminf _{m \rightarrow \infty} \Gamma^{L L R}\left(\phi^{m}, x_{0}\right) . & & \text { (sup } 0 \leq t \leq T\left|\phi_{t}^{m}\right| \text { is bounded) }
\end{aligned}
$$

This establishes the lemma.

## Lemma 3.5.6 (Goodness) $\Gamma^{L L R}$ is a good rate function.

Proof. Note that for each $l \geq 0$ the level set $\left\{\phi: \Gamma^{L L R}\left(\phi, x_{0}\right) \leq l\right\}$ is contained in $C(l)$. Lemmas 3.5.4 and 3.5.5 imply, respectively, the relative compactness and closedness, and therefore the compactness, of the level set.

Lemma 3.5.7 For $x_{0} \in R_{+}^{2}$ and closed $F \subset C_{[0, T]}\left(R_{+}^{2}\right)$,

$$
\inf _{\phi \in F} \Gamma^{L L R}\left(\phi, x_{0}\right) \leq \limsup _{\epsilon \searrow 0} \inf _{\phi \in F} \Gamma^{c}\left(\phi, x_{0}\right) .
$$

Proof. Without loss of generality, we may assume the existence of an $l \geq 0$ such that $\inf _{\phi \in F} \Gamma^{\epsilon}\left(\phi, x_{0}\right) \leq l$ for each $0<\epsilon \leq 1$. For each such $\epsilon$, appeal to the goodness of the rate function $\Gamma^{e}$ to choose a $\phi^{e} \in F$ such that $\Gamma^{e}\left(\phi^{e}, x_{0}\right)=\inf _{\phi \in F} \Gamma^{c}\left(\phi, x_{0}\right)$. By Lemma 3.5.4 the collection ( $\phi^{\epsilon}: 0<\epsilon \leq 1$ ) is relatively compact; hence there exists a sequence $\epsilon_{n} \rightarrow 0$ and $\bar{\phi} \in F$ such that $\phi^{\varepsilon_{n}} \rightarrow \tilde{\phi}$. Define

$$
\xi_{t}^{\epsilon_{n}}= \begin{cases}x_{0}+(t, t) & 0 \leq t \leq \epsilon_{n} \\ \left(\epsilon_{n}, \epsilon_{n}\right)+\phi_{t \rightarrow \epsilon_{n}}^{\epsilon_{n}} & \epsilon_{n} \leq t \leq T\end{cases}
$$

Note that $\xi^{\ell_{n}} \rightarrow \bar{\phi}$, and

$$
\begin{align*}
\int_{0}^{T} \Lambda\left(\xi_{t}^{\varepsilon_{n}}, \dot{\xi}_{t}^{\epsilon_{n}}\right) d t & =\int_{0}^{\epsilon_{n}} \Lambda\left(\xi_{t}^{\varepsilon_{n}},(1,1)\right) d t+\int_{\epsilon_{n}}^{T} \Lambda^{\epsilon_{n}}\left(\left(\epsilon_{n}, \epsilon_{n}\right)+\phi_{t-\epsilon_{n}}^{\epsilon_{n}}, \dot{\phi}_{t-\epsilon_{n}}^{\epsilon_{n}}\right) d t \\
& \leq \int_{0}^{\epsilon_{n}}\left(\Lambda\left(x_{0},(1,1)\right)+2 \epsilon_{n}\right) d t+\int_{0}^{T}\left(\Lambda^{\epsilon_{n}}\left(\phi_{t}^{\epsilon_{n}}, \dot{\phi}_{t}^{\epsilon_{n}}\right)+2 \epsilon_{n}\right) d t \tag{3.25}
\end{align*}
$$

where the first step follows by the definition of $\Lambda^{\epsilon_{n}}$ and the construction of $\xi^{\ell_{n}}$, and the second step follows by Lemma 3.3.2 and the nonnegativity of $\Lambda^{\iota_{n}}$. Therefore, by the explanations indicated in parentheses,

$$
\begin{array}{rlrl}
\inf _{\phi \in F} \Gamma^{L L R}\left(\phi, x_{0}\right) & \leq \Gamma^{L L R}\left(\tilde{\phi}, x_{0}\right) & & (\dot{\phi} \in F) \\
& \leq \liminf _{n \rightarrow \infty} \Gamma^{L L R}\left(\xi^{\epsilon_{n}}, x_{0}\right) & & \text { (Lemma 3.5.5) } \\
& \leq \liminf _{n \rightarrow \infty} \Gamma^{\epsilon_{n}}\left(\phi^{\varepsilon_{n}}, x_{0}\right) & & \text { (Inequality (3.25)) } \\
& \leq \limsup _{\epsilon} \inf _{\phi \in F} \Gamma^{e}\left(\phi, x_{0}\right) & \text { (Definition of } \left.\phi^{c}\right),
\end{array}
$$

and the lemma is established.
For each $\gamma>0$ construct $X^{\gamma}$ on an appropriately extended probability space, and for each $0<\epsilon \leq 1$ construct the process $Y^{\gamma, \epsilon}$ on the same space as follows: Let $N(1)$ and $N(2)$ be mutually independent Poisson processes, which are also independent of $X^{\gamma}$, each having rate $\boldsymbol{\gamma} \epsilon$. Set $Y_{0}^{\gamma, \varepsilon} \equiv X_{0}^{\gamma}$. Let $r=\inf \left\{t \geq 0: X_{t}^{\gamma} \notin[0,1 / \epsilon]^{2}\right.$ or $\left.N_{t} \neq 0\right\}$. At every time $t \leq \tau$ such that $X^{\gamma}$ jumps, $Y^{\gamma, c}$ takes the same jump. In addition, for $v=1,2$, at every time $t \leq \tau$ such that $X_{t}^{\gamma}(v) \leq \epsilon$
and $N(v)$ jumps, $Y^{\gamma, c}(v)$ jumps down by $\gamma^{-1}$ with probability $\left(\epsilon-X_{t}^{\gamma}(v)\right.$ )/ $\epsilon$. After time $\tau$ the construction is done so that $Y^{\gamma, e}$ is generated by the specified pair $\left(\gamma, \nu^{c}\right)$.

Let $\bar{X}^{\gamma}$ and $\bar{Y}^{\gamma, \varrho}$ denote the polygonal interpolations of $X^{\gamma}$ and $Y^{\gamma, c}$, respectively.
Lemma 3.5.8 (Upper Bound) For any closed $F \subset C_{[0,7]}\left(R_{+}^{2}\right), x_{0} \in R_{+}^{2}$, and sequence ( $x^{\gamma}$ : $\gamma>0)$ such that $x^{\gamma} \rightarrow x_{0}$,

$$
\underset{\gamma \rightarrow \infty}{\limsup } \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in F\right) \leq-\inf _{\phi \in F} \Gamma^{L L R}\left(\phi, x_{0}\right)
$$

Proof. Note that for each $\gamma>0$ and $0<\epsilon \leq 1$,

$$
\begin{aligned}
P_{x^{\gamma}}\left(\left(\bar{Y}_{t}^{\gamma, \epsilon}: 0 \leq t \leq T\right) \in F\right) & \geq P_{x^{\gamma}}\left(\left(\bar{Y}_{t}^{\gamma, \epsilon}: 0 \leq t \leq T\right) \in F, \sup _{0 \leq t \leq T}\left|\bar{Y}_{t}^{\gamma, c}\right|<\frac{1}{\epsilon}, N_{T}=0\right) \\
& =P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in F, \sup _{0 \leq \leq \leq T}\left|\bar{X}_{t}^{\gamma}\right|<\frac{1}{\epsilon}, N_{T}=0\right) \\
& =P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in F, \sup _{0 \leq \leq T}\left|\bar{X}_{t}^{\gamma}\right|<\frac{1}{\epsilon}\right) P_{x \gamma}\left(N_{T}=0\right) \\
& \geq\left(P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in F\right)-P_{x^{\gamma}}\left(\sup _{0 \leq t \leq T}\left|\bar{X}_{t}^{\gamma}\right| \geq \frac{1}{\epsilon}\right)\right) e^{-2 \gamma \epsilon T},
\end{aligned}
$$

where the second step follows by the construction of the processes $X^{\boldsymbol{\gamma}}$ and $Y^{\boldsymbol{\gamma}, \epsilon}$, and the third step follows by the independence of $X^{\gamma}$ and $N$. In view of the above inequality,

$$
\begin{align*}
& \limsup \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in F\right) \leq \\
& \left(\underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log P_{x^{\gamma}}\left(\left(\bar{Y}_{t}^{\gamma, c}: 0 \leq t \leq T\right) \in F\right)+2 \epsilon T\right) \bigvee \underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log P_{x^{\gamma}}\left(\sup _{0 \leq t \leq T}\left|\tilde{X}_{t}^{\gamma}\right| \geq \frac{1}{\epsilon}\right) \tag{3.26}
\end{align*}
$$

for each $0<\epsilon \leq 1$. Note that sup ${ }_{0 \leq t \leq T}\left|X_{t}\right|$ is stochastically dominated by a Poisson random variable of mean $\gamma(\lambda(1)+\lambda(2)+\lambda(3)) T$; hence the second term in the right-hand side of inequality (3.26) is arbitrarily large for small $\epsilon$. Therefore,

$$
\begin{aligned}
\underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1} \log P_{x^{\gamma}}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in F\right) & \leq \underset{c \searrow 0}{\liminf } \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x} \gamma\left(\left(\bar{Y}_{t}^{\gamma, c}: 0 \leq t \leq T\right) \in F\right) \\
& \leq-\underset{c \searrow 0}{-\limsup _{\phi \in F} \inf _{\phi \in \mathcal{c}}\left(\phi, x_{0}\right)}
\end{aligned}
$$

$$
\leq-\inf _{\phi \in F} \Gamma^{L L R}\left(\phi, x_{0}\right)
$$

where the second step is a consequence of Lemma 3.5.2, and the third step follows by Lemma 3.5.7. This establishes the lemma.

Lemma 3.5.9 (Lower Bound) For any open $G \subset C_{[0, T]}\left(R_{+}^{2}\right), x_{0} \in R_{+}^{2}$, and sequence ( $x^{\gamma}$ : $\gamma>0)$ such that $x^{\gamma} \rightarrow x_{0}$,

$$
\liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in G\right) \geq-\inf _{\phi \in G} \Gamma^{L L R}\left(\phi, x_{0}\right)
$$

Proof. Fix $\epsilon>0$ and $\phi \in G$. Without loss of generality, we may assume that $\phi$ is absolutely continuous and $\phi_{0}=x_{0}$. Let $\delta>0$ be small enough such that the open ball of radius $6 \delta$ around $\phi, B(\phi, 6 \delta)$, is contained in $G$. By Lemma 2.3.3 of Section 2.3.2, as $\gamma \rightarrow \infty$, the process $\left(X_{t}^{\gamma}:\right.$ $0 \leq t \leq T$ ) converges weakly to a Lipschitz continuous function ( $x_{t}: 0 \leq t \leq T$ ) that satisfies $x_{t}(1) \wedge x_{t}(2)>0$ for $t>0$. Let $d=\sup _{0 \leq t \leq T}\left|\dot{x}_{t}\right|$, and choose a positive $\sigma<\delta / d$ such that

$$
\left|\phi_{t}-\phi_{s}\right|<\delta \text { and }\left|x_{t}-x_{s}\right|<\delta \quad \text { whenever }|t-s| \leq \sigma .
$$

Construct $\xi$ as

$$
\xi_{0}=x_{0}, \quad \dot{\xi}_{t}= \begin{cases}\dot{x}_{t} & 0 \leq t \leq \sigma \\ (2 d, 2 d) & \sigma \leq t \leq 2 \sigma \\ \dot{\phi}_{t-2 \sigma} & 2 \sigma \leq t \leq T\end{cases}
$$

It can be easily verified that $\left|\xi_{t}-\phi_{t}\right|<5 \delta$ for $0 \leq t \leq T$, and $\xi_{t}(1) \wedge \xi_{t}(2) \geq x_{\sigma}(1) \wedge x_{\sigma}(2)>0$ for $\sigma \leq t \leq T$. Choose positive $\eta<\left(x_{\sigma}(1) \wedge x_{\sigma}(2) \wedge \delta\right) / 2$ small enough, and choose $\delta$ and $\sigma$ smaller, if necessary, so that

$$
\begin{aligned}
\int_{\sigma}^{T} \Lambda^{\eta}\left(\xi_{t}, \dot{\xi}_{t}\right) d t & \leq \int_{\sigma}^{2 \sigma}\left(\Lambda\left(x_{\sigma},(2 s, 2 s)\right)+4 \delta+2 \eta\right) d t+\int_{2 \sigma}^{T}\left(\Lambda\left(\phi_{t-2 \sigma}, \dot{\phi}_{t-2 \sigma}\right)+6 \delta+2 \eta\right) d t \\
& \leq \int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t+\frac{\epsilon}{2}
\end{aligned}
$$

where the first inequality follows by Lemma 3.3.2 and the fact that for $v=1,2, x_{\sigma}(v) \leq \xi_{t}(v) \leq$ $x_{\sigma}(v)+2 \delta$ for $\sigma \leq t \leq 2 \sigma$ and $\phi_{t-2 \sigma}(v) \leq \xi_{t}(v) \leq \phi_{t-2 \sigma}(v)+3 \delta$ for $2 \sigma \leq t \leq T$. Finally, appeal to
the time-homogeneous Markov property of $Y^{\boldsymbol{\gamma}, \eta}$ and Lemma 3.5.2 together with Remark 3.2.1 to choose $\rho<\eta$ small enough so that for large enough $\gamma$,

$$
\inf _{\left|x-\xi_{\sigma}\right|<\rho} P_{x \gamma}\left(\sup _{\sigma \leq t \leq T}\left|\tilde{Y}_{t}^{\gamma, \eta}-\xi_{t}\right|<\eta \mid \bar{Y}_{\sigma}^{\gamma, \eta}=x\right) \geq \exp \left(-\gamma\left(\int_{\sigma}^{T} \Lambda^{\eta}\left(\xi_{t}, \dot{\xi}_{t}\right) d t+\frac{\epsilon}{2}\right)\right)
$$

For large enough $\gamma$,

$$
\begin{align*}
& P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in G\right) \geq P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in B(\phi, 6 \delta)\right) \\
& \geq P_{x^{\gamma}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in B(\xi, \eta)\right)  \tag{3.27}\\
& \geq P_{x} \gamma\left(\sup _{0 \leq t \leq \sigma}\left|\tilde{X}_{t}^{\gamma}-\xi_{t}\right|<\rho\right) \\
& \inf _{\left|x-\xi_{\sigma}\right|<\rho} P_{x \gamma}\left(\sup _{\sigma \leq t \leq T}\left|\bar{X}_{t}^{\gamma}-\xi_{t}\right|<\eta \mid \tilde{X}_{\sigma}^{\gamma}=x\right)  \tag{3.28}\\
& =P_{x \gamma}\left(\sup _{0 \leq t \leq \sigma}\left|\bar{X}_{t}^{\gamma}-x_{t}\right|<\rho\right) \\
& \inf _{\left|x-\xi_{\sigma}\right|<\rho} P_{x} \gamma\left(\sup _{\sigma \leq t \leq T}\left|\bar{Y}_{t}^{\gamma, \eta}-\xi_{t}\right|<\eta \mid \bar{Y}_{\sigma}^{\gamma, \eta}=x\right)  \tag{3.29}\\
& \geq \frac{1}{2} \exp \left(-\gamma\left(\int_{\sigma}^{T} \Lambda^{\eta}\left(\xi_{t}, \dot{\xi}_{t}\right) d t+\frac{\epsilon}{2}\right)\right) \\
& \geq \frac{1}{2} \exp \left(-\gamma\left(\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t+\epsilon\right)\right) .
\end{align*}
$$

In the above argument, inequality (3.27) follows by the fact that $B(\xi, \eta) \subset B(\xi, \delta) \subset B(\phi, 6 \delta)$, inequality (3.28) is a consequence of the choice of $\rho$ and the Markov property of $X^{\gamma}$, and equality (3.29) is implied by the choice of $\eta$ and the construction of $Y^{\gamma, \eta}$. The arbitrariness of $\epsilon>0$ implies that

$$
\liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in G\right) \geq-\Gamma^{L L R}\left(\phi, x_{0}\right)
$$

and the arbitrariness of $\phi \in G$ establishes the lemma.

## CHAPTER 4

## LARGE DEVIATIONS OF MARKOV PROCESSES WITH DISCONTINUOUS STATISTICS

### 4.1 Overview of Previous Work

This chapter establishes a large deviations principle (LDP) for a Markov random process in $R^{d}$ with a discontinuity in the transition mechanism along a hyperplane. The transition mechanism of the process is assumed to be continuous on one closed half-space and also continuous on the complementary open half-space. The following paragraphs give an overview of the related work and identify the contribution of the present chapter. The formulation and proof of the main result are the subjects of subsequent sections.

In their paper, Dupuis and Ellis [16] established an explicit representation of the rate function in the case of a constant transition mechanism in the two half-spaces. The paper [16] proves an LDP for the process observed at a fixed point in time, though an underlying process-level LDP is implicit in the paper.

Subsequently, Blinovskii and Dobrushin [14] and Malyshev et al. [17] derived process-level LDPs for the case of a constant transition mechanism in each half-space, using different approaches. The work [17] is somewhat restrictive in that the first coordinate of the process is assumed to take values in a lattice, and when off the hyperplane, the process can step at most one unit towards the hyperplane at a time. This condition prevents jumps that strictly cross the hyperplane of discontinuity. On the other hand, the work [17] allows the process to have a different transition mechanism in each open half-space and on the hyperplane itself. The paper [14] does not rely on a lattice assumption; the jump distribution need not even be concentrated on a countable number of points, and jumps strictly crossing the boundary can occur.

The book by Shwartz and Weiss [12] establishes an LDP for a process on a half-space with a flat boundary that cannot be crossed. The transition mechanism can vary continuously on both the open half-space and on the hyperplane boundary. The method is lattice-based and also includes
the assumption of at most unit jumps towards the boundary. The model applies to processes with continuous transition mechanisms in two half-spaces separated by a hyperplane only if a symmetry condition holds. A somewhat different explicit representation for the rate function is given in [12], though as noted by Remark 4.2.1 below, it can be easily related to the expression of [16]. The paper [18] establishes a large deviations style upper bound, which is tight for the flat boundary process of [12], but which is not always tight for the case of two half-spaces separated by a boundary.

The paper by Dupuis and Ellis [15] establishes LDPs for Markov processes with transition probabilities that are continuous over facets generated by a finite number of hyperplanes. For example, two intersecting hyperplanes generate nine such facets. While in general the paper [15] does not identify the rate function explicitly, it does state an explicit integral representation for the case of a single hyperplane of discontinuity. The integrand in the representation given in [15] and [14] has the form established in the original paper [16]. The paper [15] assumes the processes are lattice-valued and satisfy a mild communication/controllability condition.

The LDP established in this chapter is based on an adaptation of the construction in [14]. Like [14], it therefore does not require lattice assumptions as posed in all previous papers with piecewise continuous transition mechanisms. The present chapter is restricted to the case of a single hyperplane of discontinuity. The method described in [15] accommodates the continuous variation of transition mechanisms throughout the proof, while it is not clear how to directly incorporate continuous variation of transition mechanisms in the approach of [14]. The tact taken in this chapter, therefore, is a two-step procedure: First, an LDP for a piecewise-constant transition mechanism is identified, and then the LDP is extended to cover a continuously varying transition mechanism within the half-spaces.

Another contribution of this chapter is to somewhat streamline the proof of [14] and to show that the method is appropriate in either continuous or discrete time.

### 4.2 Statement of the Main Result

Let $A^{o}$ denote the hyperplane $\left\{x \in R^{d}: x(1)=0\right\}$, and set $A^{+}=\left\{x \in R^{d}: x(1)>0\right\}$ and $A^{-}=\left\{x \in R^{d}: x(1)<0\right\}$. Given two rate-measure fields $\nu^{+}$and $\nu^{-}$, let $\Lambda^{+}, \Lambda^{-}$, and $\Lambda^{\circ}$ be defined as follows:

$$
M^{ \pm}(x, \zeta)=\int_{R^{d}}\left(e^{z \zeta}-1\right) \nu^{ \pm}(x, d z), \quad x, \zeta \in R^{d}
$$

$$
\begin{array}{ll}
\Lambda^{ \pm}(x, y) & =\sup _{\zeta \in R^{d}}\left\{y \zeta-M^{ \pm}(x, \zeta)\right\},
\end{array} \quad y \in R^{d}, \inf ^{\Lambda^{o}(x, y)}=\begin{aligned}
& \substack{0 \leq \beta \leq 1, y^{+} \in \overline{A^{-}}, y^{-} \in \bar{A}^{+} \\
\beta y^{+}+(1-\beta) y^{-}=y}
\end{aligned}\left\{\beta \Lambda^{+}\left(x, y^{+}\right)+(1-\beta) \Lambda^{-}\left(x, y^{-}\right)\right\} . .
$$

Consider the following conditions regarding rate-measure fields.
Condition 4.2.1 (Boundedness) There exists a finite number $m$ such that $\nu\left(x, R^{d}\right) \leq m$ for all $x \in R^{d}$.

Condition 4.2.2 (Exponential Moments) For each $\zeta \in R^{d}$, there exists a finite number $b$ such that $\int_{R^{d}}\left(e^{z \zeta}-1\right) \nu(x, d z) / \nu\left(x, R^{d}\right)<b$ for all $x \in R^{d}$.

Condition 4.2.3 (Uniform Continuity) For each $x, x^{\prime} \in R^{d}$, the measures $\nu(x)$ and $\nu\left(x^{\prime}\right)$ are equivalent. Furthermore, given a positive number $\epsilon$, there exists a corresponding positive number $\delta$ such that $(1+\epsilon)^{-1} \leq d \nu(x) / d \nu\left(x^{\prime}\right) \leq(1+\epsilon)$ whenever $\left|x-x^{\prime}\right|<\delta$.

The main result of the chapter is the following theorem:
Theorem 4.2.1 Let $\nu^{+}$and $\nu^{-}$be two rate-measure fields on $R^{d}$, each of which satisfies Conditions 4.2.1-4.2.3, and $\nu^{+}\left(x, A^{-}\right)>0$ and $\nu^{-}\left(x, A^{+}\right)>0$ for some (equivalently all) $x \in R^{d}$. Let $X^{\gamma}$ denote the Markov process generated by the pair $(\gamma, \nu)$, where $\nu$ is given by

$$
\nu(x)= \begin{cases}\nu^{+}(x) & \text { if } x \in \overline{A^{+}} \\ \nu^{-}(x) & \text { if } x \in A^{-}\end{cases}
$$

and let $\tilde{X}^{\gamma}$ denote the polygonal interpolation of $X^{\gamma}$. Then the sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle in $C_{[0, T]}\left(R^{d}\right)$ with the good rate function $\Gamma$, where for each $\phi \in C_{[0, T]}\left(R^{d}\right)$ and each $x_{0} \in R^{d}$,

$$
\Gamma\left(\phi, x_{0}\right)= \begin{cases}\int_{0}^{T} \Lambda\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \text { if } \phi_{0}=x_{0} \text { and } \phi \text { is absolutely continuous } \\ +\infty & \text { otherwise }\end{cases}
$$

and $\Lambda$ satisfies

$$
\begin{equation*}
\Lambda\left(\phi_{t}, \dot{\phi}_{t}\right)=I\left\{\phi_{t} \in A^{+}\right\} \Lambda^{+}\left(\phi_{t}, \dot{\phi}_{t}\right)+I\left\{\phi_{t} \in A^{o}\right\} \Lambda^{o}\left(\phi_{t}, \dot{\phi}_{t}\right)+I\left\{\phi_{t} \in A^{-}\right\} \Lambda^{-}\left(\phi_{t}, \dot{\phi}_{t}\right) \tag{4.3}
\end{equation*}
$$

Remark 4.2.1 (Alternative Representation of $\Lambda^{\circ}$ ) Let $n=(1,0, \cdots, 0) \in R^{d}$, and define

$$
\bar{\Lambda}^{+}(x, y)= \begin{cases}\Lambda^{+}(x, y) & \text { if } y \in \overline{A^{-}} \\ +\infty & \text { otherwise }\end{cases}
$$

Then

$$
\Lambda^{o}(x, y)=\inf _{\substack{0 \leq \beta \leq 1, y^{+} \in R^{d}, y^{-} \in R^{d} \\ \beta y^{+}+(1-\beta) y^{-}=y}}\left\{\beta \bar{\Lambda}^{+}\left(x, y^{+}\right)+(1-\beta) \Lambda^{-}\left(x, y^{-}\right)\right\} .
$$

It is easy to check that $\bar{\Lambda}^{+}(x, \cdot)$ is the Legendre-Fenchel transform of $\inf _{\alpha \geq 0} M^{+}(x,-\alpha n)$; therefore, by [19, Theorem 16.5], $\Lambda^{\circ}(x, \cdot)$ is the Legendre-Fenchel transform of $\inf _{\alpha \geq 0} M^{+}(x,-\alpha n) \vee M^{-}(x, \cdot)$. In particular, for $y \in A^{0}$,

$$
\Lambda^{\circ}(x, y)=\sup _{\zeta(2), \cdots, \zeta(d)}\left\{y \zeta-\inf _{u \leq v} M^{-}(x,(v, \zeta(2), \cdots, \zeta(d))) \vee M^{+}(x,(u, \zeta(2), \cdots, \zeta(d)))\right\} .
$$

Note also that if $\nu^{+}\left(x, A^{+}\right)=0$ (as in the case of a process in $\overline{A^{-}}$with a flat boundary that cannot be crossed), then $\inf _{\alpha \geq 0} M^{+}(x, \zeta-\alpha n)=M^{+}(x, \zeta)$ and

$$
\Lambda^{o}(x, y)=\sup _{\zeta \in R^{d}}\left\{y \zeta-M^{-}(x, \zeta) \vee M^{+}(x, \zeta)\right\}
$$

as found in [12].
The proof of Theorem 4.2.1 can be easily adapted to yield the following theorem for discrete-time Markov chains.

Theorem 4.2.2 Let $\nu^{+}$and $\nu^{-}$be two probability-measure fields on $R^{d}$, each of which satisfies Conditions 4.2.2-4.2.3, and $\nu^{+}\left(x, A^{-}\right)>0$ and $\nu^{-}\left(x, A^{+}\right)>0$ for some (equivalently all) $x \in R^{d}$. For $\gamma>0$, let $\left(X_{k}^{\gamma}: k \in Z_{+}\right)$denote the Markov chain such that given $X_{k}^{\gamma}$, the scaled increment $\gamma\left(X_{k+1}^{\gamma}-X_{k}^{\gamma}\right)$ has distribution $\nu\left(X_{k}^{\gamma}\right)$, where

$$
\nu(x)= \begin{cases}\nu^{+}(x) & \text { if } x \in \overline{A^{+}} \\ \nu^{-}(x) & \text { if } x \in A^{-}\end{cases}
$$

and let $\bar{X}^{\gamma}$ denote the polygonal interpolation of the process $\left(X_{\lfloor\gamma t]}^{\gamma}: t \geq 0\right)$. Then the sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle in $C_{[0, T]}\left(R^{d}\right)$ with the good rate function $\Gamma$, where $\Lambda^{+}, \Lambda^{-}$, and $\Lambda^{\circ}$ are defined by Equations (4.1)-(4.2) with $M^{ \pm}(x, \zeta)=\log \int_{R^{d}} \exp (z \zeta) \nu^{ \pm}(x, d z)$.

The proof of Theorem 4.2.1 is organized as follows. Section 4.3 contains some observations that are instrumental for the proof. Section 4.4 extends the work of Blinovskii and Dobrushin [14] to continuous-time random walks, hence proving the theorem in the special case of constant transition mechanisms in each half-space. In view of this, Sections 4.5 and 4.6 establish, respectively, the large deviations lower and upper bounds in the general case. Goodness of the rate function is shown in Section 4.7.

### 4.3 Preliminaries

This section contains preliminary results regarding the proof of Theorem 4.2.1. Lemma 4.3.2 establishes that the process $X^{\boldsymbol{\gamma}}$ and its polygonal interpolation $\bar{X}^{\boldsymbol{\gamma}}$ are close in a certain sense so that they have equivalent large deviation probabilities. The section concludes with Lemma 4.3.3 on the sensitivity of the rate function to variations of the rate measures.

Lemma 4.3.1 Given $x \in R^{d}$ and $\gamma>0$, let $\gamma \Delta_{x}$ have distribution $\nu(x) / \nu\left(x, R^{d}\right)$. Then for each $\delta>0$, limsup $\gamma_{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{x} P\left(\left|\Delta_{x}\right| \geq \delta\right)=-\infty$.

Proof. If $\left|\Delta_{x}\right| \geq \delta$, then for some coordinate $1 \leq i \leq d,\left|\Delta_{x}(i)\right| \geq \delta / \sqrt{d}$. This, together with the union bound and Chernoff's inequality, implies that

$$
\sup _{x} P\left(\left|\Delta_{x}\right| \geq \delta\right) \leq 2 d \exp (-\alpha \gamma \delta / \sqrt{d}) \sup _{x, 1 \leq i \leq d} E\left[\exp \left(\alpha \gamma \Delta_{x}(i)\right)\right] \quad \text { for each } \alpha \geq 0 .
$$

By Condition 4.2.2, $\sup _{x, 1 \leq i \leq d} E\left[\exp \left(\alpha \gamma \Delta_{x}(i)\right)\right]$ is finite, and it does not depend on $\gamma$ so that

$$
\limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{x} P(|\Delta(x)| \geq \delta) \leq-\alpha \delta / \sqrt{d} .
$$

The arbitrariness of $\alpha \geq 0$ yields the desired result.

Lemma 4.3.2 (Exponential Equivalence) For each $\delta>0$,

$$
\limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{x} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\tilde{X}_{t}^{\gamma}\right|>\delta\right)=-\infty .
$$

Proof. Let $N_{T}^{\gamma}$ denote the number of jumps of $X^{\gamma}$ in the interval $[0, T]$. Note that if $\sup _{0 \leq \leq \leq T}\left|X_{t}^{\gamma}--\bar{X}_{t}^{\gamma}\right|>\delta$, then at least one of the first $N_{T}^{\gamma}+1$ jumps of $X^{\gamma}$ has size larger than $\delta$. Therefore, for each $\gamma>0, B>0$, and $x \in R^{d}$,

$$
\begin{aligned}
P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\bar{X}_{t}^{\gamma}\right|>\delta\right) & \leq P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right)+P_{x}\left(\sup _{0 \leq \leq \leq T}\left|X_{t}^{\gamma}-\bar{X}_{t}^{\gamma}\right|>\delta, N_{T}^{\gamma}<\gamma B\right) \\
& \leq P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right)+(\gamma B+1) \sup _{x^{\prime}} P\left(\left|\Delta_{x^{\prime}}\right| \geq \delta\right)
\end{aligned}
$$

where $\gamma \Delta_{x}$ has distribution $\nu(x) / \nu\left(x, R^{d}\right)$. By Condition 4.2.1, uniformly over all initial states, $N_{T}^{\gamma}$ is stochastically dominated by a Poisson random variable with mean $\gamma m T$. Therefore, given $K>0, B$ can be taken large enough so that

$$
\begin{align*}
\limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{x} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\bar{X}_{t}^{\gamma}\right|>\delta\right) \leq & \left(\limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{x} P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right)\right) \\
& \bigvee\left(\limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{x} P\left(\left|\Delta_{x}\right| \geq \delta\right)\right) \\
= & \underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log \sup _{x} P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right)  \tag{4.4}\\
\leq & -K,
\end{align*}
$$

where (4.4) follows by Lemma 4.3.1. The arbitrariness of $K>0$ proves the lemma.
Given a Borel measure $\mu$ on $R^{d}$, define

$$
\Lambda_{\mu}(y)=\sup _{\zeta \in R^{d}}\left\{y \zeta-\int_{R^{d}}\left(e^{z \zeta}-1\right) \mu(d z)\right\}, \quad y \in R^{d}
$$

Lemma 4.3.3 If $\nu_{0}$ and $\nu_{1}$ are two positive, finite Borel measures on $R^{d}$ such that $(1+\epsilon)^{-1} \leq$ $d \nu_{0} / d \nu_{1} \leq(1+\epsilon)$ for some $\epsilon>0$, then for all $y \in R^{d}$,

$$
\Lambda_{\nu_{0}}(y) \geq(1+\epsilon)^{-1} \Lambda_{\nu_{1}}(y)-\epsilon e \nu_{1}\left(R^{d}\right)
$$

Proof. Define $\chi(\epsilon)=\sup _{u \in R}\left\{(1+\epsilon)^{2} e^{u}-e^{(1+\epsilon) u}\right\}$. Straightforward evaluation yields that $\chi(\epsilon)=\epsilon(1+\epsilon)^{(1+c) / c}$. For each $\zeta \in R^{d}$,

$$
\int_{R^{d}}\left(e^{z \zeta}-1\right) \nu_{0}(d z)=\int_{R^{d}} e^{z \zeta} \nu_{0}(d z)-\nu_{0}\left(R^{d}\right)
$$

$$
\begin{align*}
& \leq(1+\epsilon) \int_{R^{d}} e^{z \zeta} \nu_{1}(d z)-(1+\epsilon)^{-1} \nu_{1}\left(R^{d}\right)  \tag{4.5}\\
& \leq(1+\epsilon)^{-1} \int_{R^{d}} e^{z \zeta(1+\epsilon)} \nu_{1}(d z)+(\chi(\epsilon)-1)(1+\epsilon)^{-1} \nu_{1}\left(R^{d}\right)  \tag{4.6}\\
& \leq(1+\epsilon)^{-1} \int_{R^{d}}\left(e^{z \zeta(1+c)}-1\right) \nu_{1}(d z)+\epsilon e \nu_{1}\left(R^{d}\right) \tag{4.7}
\end{align*}
$$

where inequality (4.5) is a consequence of the hypothesis, (4.6) is implied by the definition of $\chi(\epsilon)$, and (4.7) follows by the fact that $\chi(\epsilon) /(1+\epsilon) \leq \epsilon e$. This in turn implies that for any $y \in R^{d}$,

$$
\begin{aligned}
\Lambda_{\nu_{0}}(y) & =\sup _{\zeta \in R^{d}}\left\{y \zeta-\int_{R^{d}}\left(e^{z \zeta}-1\right) \nu_{0}(d z)\right\} \\
& \geq \sup _{\zeta \in R^{d}}\left\{y \zeta-(1+\epsilon)^{-1} \int_{R^{d}}\left(e^{z \zeta(1+\epsilon)}-1\right) \nu_{1}(d z)\right\}-\epsilon e \nu_{1}\left(R^{d}\right) \\
& =(1+\epsilon)^{-1} \sup _{\zeta \in R^{d}}\left\{y \zeta(1+\epsilon)-\int_{R^{d}}\left(e^{z \zeta(1+\epsilon)}-1\right) \nu_{1}(d z)\right\}-\epsilon e \nu_{1}\left(R^{d}\right) \\
& =(1+\epsilon)^{-1} \Lambda_{\nu_{1}}(y)-\epsilon e \nu_{1}\left(R^{d}\right) .
\end{aligned}
$$

This proves the lemma.

### 4.4 The Piecewise Homogeneous Case

This section establishes Theorem 4.2.1 for the case in which the two rate-measure fields are constant. The result, stated as Lemma 4.4.1 below, can be proved by adapting the proof of the analogous result for discrete-time piecewise-homogeneous random walks, as presented in [14]. Here, we outline the sufficient modifications of that proof, while at the same time pointing out how the argument in [14] can be somewhat streamlined.

Lemma 4.4.1 If $\nu^{+}, \nu^{-}$and $\bar{X}^{\gamma}$ satisfy the conditions of Theorem 4.2.1 with $\nu^{+}(x) \equiv \nu_{o}^{+}$and $\nu^{-}(x) \equiv \nu_{o}^{-}$for two fixed measures $\nu_{o}^{+}$and $\nu_{o}^{-}$, then the sequence ( $\bar{X}^{\gamma}: \gamma>0$ ) satisfies the large deviations principle with the good rate function $\Gamma$.

Let ( $s_{t}^{ \pm}: t \geq 0$ ) denote a compound Poisson process with rate measure $\nu_{o}^{ \pm}$so that the probability distribution $P^{ \pm}$of the random variable $s_{1}^{ \pm}$is a compound Poisson probability distribution with a $\log$ moment generating function $G_{P}^{ \pm}$given by

$$
G_{P}^{ \pm}(\zeta)=\log \int_{R^{d}} e^{z \zeta} P^{ \pm}(d z)=\int_{R^{d}}\left(e^{z \zeta}-1\right) \nu_{o}^{ \pm}(d z)=M^{ \pm}(\zeta)
$$

(The first arguments of $M^{ \pm}$and $\Lambda^{ \pm}$are suppressed in this section since the rate-measure fields are constant.) Thus, $\Lambda^{ \pm}$is the Legendre-Fenchel transform (denoted $H_{P}^{ \pm}$in [14]) of $G_{P}^{ \pm}$. The expression $\Gamma\left(\phi, x_{0}\right)$ of Theorem 4.2.1 is thus identical to the rate function $N(\phi)$ defined in [14]; hence we simply refer to [14] for the properties of $\Lambda^{ \pm}, \Lambda^{\circ}$, and $\Gamma$. In particular, it is shown in [14] that $\Gamma$ is a good rate function.

A representation of $\tilde{X}^{r}$ : The key to the proof in [14] is to combine two independent homogeneous random walks to produce a single, piecewise-homogeneous random walk. The continuous time process $X^{\gamma}$ can similarly be constructed by combining the processes $s^{+}$and $s^{-}$, as shown below. The random variables $s_{t}^{ \pm} / t$ obey the Cramer Theorem as $t \rightarrow+\infty$, with the rate function $\Lambda^{ \pm}$. Furthermore, the exponential tightness property and local large deviations properties hold exactly as for the discrete time case stated in Proposition 5.3 of [14].

We next define an "unscaled" process $X$ so that the process $X^{\gamma}$ has the same distribution as the process $\left(\left(X_{\gamma_{t}}\right) / \gamma: t \geq 0\right)$. The process $X$ is conveniently defined via a jump representation, using the following jump representations of $s^{ \pm}$. Let ( $J^{ \pm}(k): k \geq 1$ ) be independent, identically distributed random variables with the probability distribution $\nu_{o}^{ \pm}(\cdot) / \nu_{o}^{ \pm}\left(R^{d}\right)$. Let $\left(U^{ \pm}(k): k \geq 1\right)$ be independent, exponentially distributed random variables with parameter $\nu_{o}^{ \pm}\left(R^{d}\right)$. Also, for convenience, set $J^{ \pm}(0)=U^{ \pm}(0)=0$. Then $s^{ \pm}$can be represented as

$$
s_{t}^{ \pm}=J^{ \pm}(0)+\cdots+J^{ \pm}(k) \quad \text { if } \quad U^{ \pm}(0)+\cdots+U^{ \pm}(k) \leq t<U^{ \pm}(0)+\cdots+U^{ \pm}(k+1)
$$

Of course it is assumed that $s^{+}$is independent of $s^{-}$. Given an initial state $X_{0}$, let $X$ denote the Markov process for which the corresponding variables ( $U(k): k \geq 0$ ) and ( $J(k): k \geq 0$ ) are defined recursively as follows: $U(0)=0, n^{ \pm}(0)=0, J(0) \equiv X_{0}$, and
if $X_{0}+J(1)+\cdots+J(k) \in \overline{A^{+}}$, then $\left\{\begin{array}{lll}n^{+}(k+1)=n^{+}(k)+1 & U(k+1)=U^{+}\left(n^{+}(k+1)\right) \\ n^{-}(k+1)=n^{-}(k) & J(k+1)=J^{+}\left(n^{+}(k+1)\right),\end{array}\right.$
else if $X_{0}+J(1)+\cdots+J(k) \in A^{-}$, then $\begin{cases}n^{+}(k+1)=n^{+}(k) & U(k+1)=U^{-}\left(n^{-}(k+1)\right) \\ n^{-}(k+1)=n^{-}(k)+1 & J(k+1)=J^{-}\left(n^{-}(k+1)\right) .\end{cases}$
Then $X$ can be represented as

$$
X_{t}=X_{0}+J(1)+\cdots+J(k) \text { if } U(0) \cdots+U(k) \leq t<U(0)+\cdots+U(k+1) .
$$

Note that the process $\left(\left(X_{\gamma t}\right) / \gamma: t \geq 0\right)$ can be identified with the process $X^{\gamma}$ as desired. Define ( $\Theta_{t}: t \geq 0$ ) as follows. If $U(0)+\cdots+U(k) \leq t<U(0)+\cdots+U(k+1)$, then

$$
\theta_{t}= \begin{cases}1 & \text { if } X_{0}+J(1)+\cdots+J(k) \in \overline{A^{+}} \\ 0 & \text { else. }\end{cases}
$$

Intuitively, $X$ evolves according to $s^{+}$on the intervals in which $\Theta_{t}=1$. In particular, let $\tau(t)=$ $\int_{0}^{t} \Theta_{s} d s$. Then for $t \geq 0$,

$$
\begin{equation*}
X_{t}=X_{0}+s_{\tau(t)}^{+}+s_{t-\tau(t)}^{-} \tag{4.8}
\end{equation*}
$$

Identify $\bar{X}^{\gamma}$ as the polygonal interpolation of the scaled process $\left(\left(X_{\gamma t}\right) / \gamma: t \geq 0\right)$. Let $S^{+}$and $S^{-}$ denote the polygonal interpolations of $\left(\left(s_{\gamma t}^{+}\right) / \gamma: t \geq 0\right)$ and $\left(\left(s_{\gamma t}^{-}\right) / \gamma: t \geq 0\right)$, respectively. (For brevity we do not explicitly indicate the dependence of $S^{ \pm}$on $\gamma$.) It is useful to note that the relation (4.8) carries over to the scaled processes:

$$
\begin{equation*}
\bar{X}_{t}^{\gamma}=y_{0}+S_{\tau(t)}^{+}+S_{t-\tau(t)}^{-}, \tag{4.9}
\end{equation*}
$$

where $y_{0}=X_{0} / \gamma$, for all $t \geq 0$.
Given $\eta>0$ and $T>0$, define the events

$$
K^{ \pm}(\eta, T, \gamma)=\left\{\left|S_{t}^{ \pm}-\left(s_{\gamma t}^{ \pm}\right) / \gamma\right| \leq \eta, 0 \leq t \leq T\right\}
$$

and set $K(\eta, T, \gamma)=K^{+}(\eta, T, \gamma) \cap K^{-}(\eta, T, \gamma)$. Lemma 4.3.2 implies that the set $K(\eta, T, \gamma)^{c}$ is negligible for the purposes of proving large deviations principles, in the sense that

$$
\lim _{\gamma \rightarrow \infty} \gamma^{-1} \log P[K(\eta, T, \gamma)\rceil=-\infty
$$

Note that on the event $K(\eta, T, \gamma),\left|\bar{X}_{t}^{\gamma}-\left(X_{\gamma t}\right) / \gamma\right| \leq \eta$ for $0 \leq t \leq T$.
Due to the analytic considerations in [14], the proof of the large deviations principle in continuous time can be reduced to proving upper and lower large deviations bounds for the events of the form $\mathcal{E}(\sigma, \delta, T)=\left\{\left|\bar{X}_{t}^{\gamma}-\sigma_{t}\right| \leq \delta, 0 \leq t \leq T\right\}$, where $T>0$ and $\delta>0$ can be taken arbitrarily small. Here $\sigma_{t}=x_{0}+t v$, where $v \in R^{d}$ and, with $x_{1}=\sigma_{T}$, either $x_{0}, x_{1} \in \overline{A^{+}}$or $x_{0}, x_{1} \in \overline{A^{-}}$. The key to proving these bounds is to bound the event $\mathcal{E}(\sigma, \delta, T)$ from inside and outside by simple events involving the process ( $S^{+}, S^{-}$) and to appeal to the large deviations principle for ( $S^{+}, S^{-}$).

This is essentially the same idea as in [14], translated for continuous time. Our proof is simplified somewhat in that (a) in the case of the upper bound, our proof makes better use of the large deviations principle for ( $S^{+}, S^{-}$), which is common to both discrete and continuous time, and (b) we exploit the representation (4.9). These simplifications make the translation between discrete and continuous time more transparent.

Lower bound: The three lemmas that follow identify events involving ( $S^{+}, S^{-}$) that are subsets of the event $\mathcal{E}(\sigma, \delta, T)$ whenever $x_{0}, x_{1} \in \overline{A^{+}}$. The case $x_{0}, x_{1} \in \overline{A^{-}}$can be handled similarly. The large deviations lower bound for the process $\left(S^{+}, S^{-}\right)$can then be readily used to provide the required lower bound for $P[\mathcal{E}(\sigma, \delta, T)]$.

Lemma 4.4.2 If $x_{0}, x_{1} \in A^{+}$, then for $\delta$ small enough,

$$
\begin{equation*}
\mathcal{E}(\sigma, \delta, T) \supset\left\{\left|y_{0}-x_{0}\right| \leq \delta / 2\right\} \cap\left\{\left|S_{t}^{+}-t v\right| \leq \delta / 2,0 \leq t \leq T\right\} . \tag{4.10}
\end{equation*}
$$

Proof. It is enough to note that for $\delta$ small enough, $\bar{X}_{t}^{\gamma}=y_{0}+S_{t}^{+}$for $0 \leq t \leq T$ if the event on the right side of (4.10) is true.

Corollary 3.2 of [14] states that there is a vector $b^{-} \in A^{+}$such that $\Lambda^{-}\left(b^{-}\right)<+\infty$.
Lemma 4.4.3 If $\left(x_{0} \in A^{+}, x_{1} \in A^{0}\right)$ or if $\left(x_{0} \in A^{\circ}, x_{1} \in A^{+}\right)$, then there exist $\eta=\eta(\delta) \rightarrow 0$ and $\kappa=\kappa(\delta) \rightarrow 0$ as $\delta \rightarrow 0$ so that

$$
\begin{gather*}
\mathcal{E}(\sigma, \delta, T) \supset\left\{\left|S_{t}^{+}-t v\right| \leq \eta, 0 \leq t \leq T\right\} \cap\left\{\left|S_{t}^{-}-t b^{-}\right| \leq \eta, 0 \leq t \leq \kappa\right\} \\
\cap\left\{\left|y_{0}-x_{0}\right| \leq \eta\right\} \cap K(\eta, T, \gamma) . \tag{4.11}
\end{gather*}
$$

Proof. Assume that ( $x_{0} \in A^{0}, x_{1} \in A^{+}$). Take $\kappa=5 \eta / b^{-}(1)$, where $\eta=\eta(\delta)$ is yet to be specified, and suppose that the event on the right side of (4.11) is true. We first prove the following claim: $T-\tau(T)<\kappa$. If this claim is false, let $u$ denote the minimum positive value such that $u-\tau(u)=\kappa$. Then $\kappa \leq u \leq T$ and

$$
\begin{aligned}
\bar{X}_{u}^{\gamma}(1) & =y_{0}(1)+S_{\tau(u)}^{+}(1)+S_{u-\tau(u)}^{-}(1) \\
& \geq-\eta+(u-\kappa) v(1)-\eta+\kappa b^{-}(1)-\eta \\
& \geq \kappa b^{-}(1)-3 \eta=2 \eta .
\end{aligned}
$$

On the event $K(\eta, T, \gamma), \Theta_{t}=1$ whenever $\tilde{X}_{t}^{\gamma}(1) \geq \eta$ so that $u$ cannot be a point of increase of $t-\tau(t)$. The claim is thus true by proof by contradiction.

Thus, for $0 \leq t \leq T$,

$$
\begin{aligned}
\left|\tilde{X}_{t}^{\gamma}-\sigma_{t}\right| & \leq\left|\bar{X}_{t}^{\gamma}-\left(x_{0}+S_{t}^{+}\right)\right|+\left|x_{0}+S_{t}^{+}-\sigma_{t}\right| \\
& \leq\left|x_{0}-y_{0}\right|+\left(\sup _{t-\kappa \leq r \leq t}\left|S_{r}^{+}-S_{t}^{+}\right|\right)+\left(\sup _{0 \leq r \leq \kappa} \mid S_{r}^{--}\right)+\left|t v-S_{t}^{+}\right| \\
& \leq \eta+(|v| \kappa+2 \eta)+\left(\left|b^{-}\right| \kappa+\eta\right)+\eta=C \eta,
\end{aligned}
$$

where the constant $C$ depends only on $v$ and $b^{-}$. Taking $\eta=\delta / C$, the event $\mathcal{E}(\sigma, \delta, t)$ is true, and the lemma is proved in the case ( $x_{0} \in A^{+}, x_{1} \in A^{0}$ ). The proof in the case ( $x_{0} \in A^{0}, x_{1} \in A^{+}$) is similar and is omitted.

Lemma 4.4.4 If $x_{0}, x_{1} \in A^{0}$, and if $0<\beta<1, v^{+} \in A^{-}$, and $v^{-} \in A^{+}$are such that $v=\beta v^{+}+(1-\beta) v^{-}$, then there exist $\eta=\eta(\delta) \rightarrow 0$ and $\kappa=\kappa(\delta) \rightarrow 0$ as $\delta \rightarrow 0$ so that

$$
\begin{gather*}
\mathcal{E}(\sigma, \delta, T) \supset\left\{\left|S_{t}^{+}-t v^{+}\right| \leq \eta, 0 \leq t \leq \beta T+\kappa\right\} \cap\left\{\left|S_{t}^{-}-t v^{-}\right| \leq \eta, 0 \leq t \leq(1-\beta) T+\kappa\right\} \\
\cap\left\{\left|y_{0}-x_{0}\right| \leq \eta\right\} \cap K(\eta, T, \gamma) \tag{4.12}
\end{gather*}
$$

Proof. Take $\kappa=5 \eta /\left(v^{-}(1)-v^{+}(1)\right)$, where $\eta=\eta(\delta)$ is yet to be specified, and suppose that the event on the right side of (4.12) is true. We first prove the following claim: $|\tau(t)-\beta t|<\kappa$, or equivalently, $|t-\tau(t)-(1-\beta) t|<\kappa$, for $0 \leq t \leq T$. If this claim is false, let $u$ denote the minimum value of $t$ such that the inequalities are violated. Then either $\tau(u)=\beta u+\kappa$ or $u-\tau(u)=(1-\beta) u+\kappa$. By symmetry we assume without loss of generality that $u-\tau(u)=(1-\beta) u+\kappa$, and hence also $\tau(u)=\beta u-\kappa$. Thus,

$$
\begin{aligned}
\bar{X}_{u}^{\tau}(1) & =y_{0}(1)+S_{\tau(u)}^{+}(1)+S_{u-\tau(u)}^{-}(1) \\
& \geq-\eta+(\beta u-\kappa) v^{+}(1)-\eta+((1-\beta) u+\kappa) v^{-}(1)-\eta \\
& =\kappa\left(v^{-}(1)-v^{+}(1)\right)-3 \eta=2 \eta .
\end{aligned}
$$

On the event $K(\eta, t, \gamma), \Theta_{t}=1$ whenever $\bar{X}_{t}^{\gamma}(1) \geq \eta$ so that $u$ cannot be a point of increase of $t-\tau(t)$. The claim is thus true by proof by contradiction.

Thus, for $0 \leq t \leq T$,

$$
\begin{aligned}
\left|\tilde{X}_{t}^{\gamma}-\sigma_{t}\right| & \leq\left|\bar{X}_{t}^{\gamma}-\left(x_{0}+S_{\beta t}^{+}+S_{(1-\beta) t}^{-}\right)\right|+\left|S_{\beta t}^{+}-\beta t v^{+}\right|+\left|S_{(1-\beta) t}^{-}-(1-\beta) t v^{-}\right| \\
& \leq\left|y_{0}-x_{0}\right|+\left(\sup _{|r-\beta t| \leq \kappa} \mid S_{r}^{+}-S_{\beta t}^{+} t\right)+\left(\sup _{|r-(1-\beta) t| \leq \kappa}\left|S_{r}^{-}-S_{(1-\beta) t}^{-}\right|\right)+\eta+\eta \\
& \leq \eta+\left(2\left|v^{+}\right| \kappa+2 \eta\right)+\left(2\left|v^{-}\right| \kappa+2 \eta\right)+2 \eta=C \eta,
\end{aligned}
$$

where the constant $C$ depends only on $v^{+}$and $v^{-}$. Taking $\eta=\delta / C$, the event $\mathcal{E}(\sigma, \delta, t)$ is true, and the lemma is proved.

Proposition 3.4 of [14] shows that the conditions $y^{ \pm} \in \overline{A^{ \pm}}$and $0 \leq \beta \leq 1$ in (4.2) can be replaced by the conditions $y^{ \pm} \in A^{ \pm}$and $0<\beta<1$ without changing the value of $\Lambda^{\circ}$. Thus, Lemma 4.4.4, with its condition that $v^{ \pm} \in A^{ \pm}$(rather than $v^{ \pm} \in \overline{A^{ \pm}}$) and $0<\beta<1$, suffices for the derivation of the required lower large deviations bound for $\mathcal{E}(\sigma, \delta, T)$.

Upper bound: The two lemmas that follow identify events involving ( $S^{+}, S^{-}$) that contain the event $\mathcal{E}(\sigma, \delta, T)$ whenever $x_{0}, x_{1} \in \overline{A^{+}}$. The case $x_{0}, x_{1} \in \overline{A^{-}}$can be handled similarly. The large deviations upper bound for the process ( $S^{+}, S^{-}$) can then be readily used to provide the required upper bound for $P[\mathcal{E}(\sigma, \delta, T)]$. The first lemma is easily verified and is stated without proof.

Lemma 4.4.5 If $x_{0}, x_{1} \in \overline{A^{+}}$, and $\left\{x_{0}, x_{1}\right\} \not \subset A^{\circ}$, then there exist $\eta=\eta(\delta) \rightarrow 0$ and $\kappa=$ $\kappa(\delta) \rightarrow 0$ as $\delta \rightarrow 0$ so that

$$
\mathcal{E}(\sigma, \delta, T) \subset\left\{\left|S_{T-\kappa}^{+}-(T-\kappa) v\right| \leq \eta\right\} \cup K(\eta, T, \gamma)^{c}
$$

Lemma 4.4.6 If $x_{0}, x_{1} \in A^{\circ}$, then for $\delta, \kappa, \in>0, \mathcal{E}(\sigma, \delta, T) \subset\left\{\left(S^{+}, S^{-}\right) \in F^{2 \delta}\right\}$, where $F^{2 \delta}$ and $F$ are the subsets of $C_{[0, T]}\left(R^{d} \times R^{d}\right)$, defined as follows:

$$
F^{2 \delta}=\left\{\left(\tilde{\phi}^{+}, \tilde{\phi}^{-}\right): \sup _{0 \leq t \leq T}\left|\tilde{\phi}_{t}^{+}-\phi_{t}^{+}\right| \leq 2 \delta \text { and } \sup _{0 \leq t \leq T}\left|\tilde{\phi}_{t}^{-}-\phi_{t}^{-}\right| \leq 2 \delta \text { for some }\left(\phi^{+}, \phi^{-}\right) \in F\right\}
$$

and $F$ denotes the closed set $F_{1} \cup F_{2} \cup F_{3} \cup F_{4}$, where

$$
\begin{aligned}
& F_{1}=\left\{\left(\phi^{+}, \phi^{-}\right): \sup _{0 \leq t \leq \kappa}\left(\left|\phi_{t}^{+}\right|+\left|\phi_{t}^{-}\right|\right) \geq \epsilon\right\} \\
& F_{2}=\left\{\left(\phi^{+}, \phi^{-}\right): \exists \tau \in[\kappa, T-\kappa]: \phi_{\tau}^{+} \in \overline{A^{-}}, \phi_{\overline{T-\tau}} \in \overline{A^{+}}, \phi_{\tau}^{+}+\phi_{\bar{T}_{-\tau}}=v T\right\} \\
& F_{3}=\left\{\left(\phi^{+}, \phi^{-}\right):\left|\phi_{T-\kappa}^{+}-(T-\kappa) v\right| \leq \epsilon+|v| \kappa\right\}
\end{aligned}
$$

$$
F_{4}=\left\{\left(\phi^{+}, \phi^{-}\right):\left|\phi_{T-\kappa}-(T-\kappa) v\right| \leq \epsilon+|v| \kappa\right\} .
$$

Proof. Suppose the event $\mathcal{E}(\sigma, \delta, T)$ is true. Since

$$
\mathcal{E}(\sigma, \delta, T)=\left\{\left|y_{0}+S_{\tau(t)}^{+}+S_{t-\tau(t)}^{-}-\sigma_{t}\right| \leq \delta, 0 \leq t \leq T\right\}
$$

it follows (take $t=0$ ) that $\left|y_{0}-x_{0}\right| \leq \delta$ so that

$$
\begin{equation*}
\left|S_{\tau(t)}^{+}+S_{t-\tau(t)}^{-}-v t\right| \leq 2 \delta, 0 \leq t \leq T \tag{4.13}
\end{equation*}
$$

To complete the proof of the lemma we consider three cases.
Case 1: Suppose $\kappa \leq \tau(T) \leq T-\kappa$. Let $\Delta=S_{\tau(T)}^{+}+S_{T-\tau(T)}^{-}-v T$, and note that $|\Delta| \leq 2 \delta$. Note by the construction of the process $Y$, if $\Theta_{T}=0$, then $S_{\tau(T)}^{+} \in \overline{A^{-}}$, whereas if $\Theta_{T}=1$, then $S_{T-\tau(T)}^{-} \in \overline{A^{+}}$. Define ( $\phi^{+}, \phi^{-}$) by setting

$$
\left(\phi_{t}^{+}, \phi_{t}^{-}\right)= \begin{cases}\left(S_{t}^{+}, S_{t}^{-}-\Delta\left(\frac{t}{T-\tau(T)} \wedge 1\right)\right) & \text { if } \Theta_{T}=0 \\ \left(S_{t}^{+}-\Delta\left(\frac{t}{\tau(T)} \wedge 1\right), S_{t}^{-}\right) & \text {if } \Theta_{T}=1\end{cases}
$$

for $0 \leq t \leq T$. Then $\left(\phi^{+}, \phi^{-}\right) \in F$ and $\sup _{0 \leq t \leq T}\left|S_{t}^{ \pm}-\phi_{t}^{ \pm}\right| \leq 2 \delta$ so that $\left(S^{+}, S^{-}\right) \in F^{2 \delta}$.
Case 2: Suppose $\tau(T)>T-\kappa$. Let $t_{0}=\min \{t \geq 0: \tau(t)=T-\kappa\}$, and let $t_{1}=t_{0}-(T-\kappa)$. Then $T-\kappa \leq t_{0} \leq T$ and $0 \leq t_{1} \leq \kappa$. Also, $\tau\left(t_{0}\right)=T-\kappa$ and $t_{0}-\tau\left(t_{0}\right)=t_{1}$, so by (4.13),

$$
\begin{equation*}
\left|S_{T-\kappa}^{+}+S_{t_{1}}^{-}-\left(t_{1}+T-\kappa\right) v\right| \leq 2 \delta . \tag{4.14}
\end{equation*}
$$

We assume in addition that

$$
\begin{equation*}
\sup _{0 \leq t \leq \kappa}\left|S_{t}^{-}\right| \leq \epsilon \tag{4.15}
\end{equation*}
$$

for otherwise $\left(S^{+}, S^{-}\right) \in F \subset F^{2 \delta}$. Combining (4.14), (4.15) and the fact $0 \leq t_{1} \leq \kappa$ yields that

$$
\left|S_{T-\kappa}^{+}-(T-\kappa) v\right| \leq 2 \delta+\epsilon+|v| \kappa .
$$

Therefore, $\left(S^{+}, S^{-}\right) \in F^{2 \delta}$.
Case 3: Suppose $\tau(T) \leq \kappa$. This case is the same as case 2 with the roles of $S^{+}$and $S^{-}$ reversed. Lemma 4.4.6 is thus proved.

Lemma 4.4.5 immediately implies that if $x_{0}, x_{1} \in \overline{A^{+}}$, and $\left\{x_{0}, x_{1}\right\} \not \subset A^{\circ}$, then

$$
\lim _{\delta \rightarrow 0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log P[\mathcal{E}(\sigma, \delta, T)] \leq-T \Lambda^{+}(v)
$$

Similarly, Lemma 4.4.6 yields the appropriate large deviations upper bound if $x_{0}, x_{1} \in A^{0}$ :
Lemma 4.4.7 If $x_{0}, x_{1} \in A^{\circ}$, then

$$
\lim _{\delta \rightarrow 0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log P[\mathcal{E}(\sigma, \delta, T)] \leq-T \Lambda^{o}(v)
$$

Proof. Let $\Gamma^{ \pm}$denote the rate function $\Gamma$ with $\Lambda \equiv \Lambda^{ \pm}$. The process ( $S^{+}, S^{-}$) satisfies a large deviations principle with the good rate function $\Gamma^{+}+\Gamma^{-}$, so by Lemma 4.4.6 for each $\kappa, \epsilon>0$

$$
\begin{aligned}
\lim _{\delta \rightarrow 0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log P[\mathcal{E}(\sigma, \delta, T)] & \leq-\lim _{\delta \rightarrow 0} \inf _{\delta\left(\phi^{+}, \phi^{-}\right) \in F^{2 \delta}}\left\{\Gamma^{+}\left(\phi^{+}, 0\right)+\Gamma^{-}\left(\phi^{-}, 0\right)\right\} \\
& =-\inf _{\left(\phi^{+}, \phi^{-}\right) \in F^{2}}\left\{\Gamma^{+}\left(\phi^{+}, 0\right)+\Gamma^{-}\left(\phi^{-}, 0\right)\right\}
\end{aligned}
$$

To complete the proof of the lemma, it suffices to show that for each $\rho>0$ there exist $\kappa, \epsilon>0$ such that for each $j \in\{1,2,3,4\}$

$$
\begin{equation*}
\inf _{\left(\phi^{+}, \phi^{-}\right) \in F_{j}}\left\{\Gamma^{+}\left(\phi^{+}, 0\right)+\Gamma^{-}\left(\phi^{-}, 0\right)\right\} \geq T \Lambda^{\circ}(v)-\rho \tag{4.16}
\end{equation*}
$$

Note that inequality (4.16) holds for $j=2$ for all $\rho, \epsilon, \kappa>0$. Choose $L>T \Lambda^{\circ}(v)$. The fact that $\Lambda^{ \pm}(y) /|y| \rightarrow \infty$ as $|y| \rightarrow \infty$ implies the existence of $\kappa(\epsilon) \rightarrow 0$ as such that for each $\epsilon$,

$$
\inf _{\left(\phi^{+}, \phi^{-}\right) \in F_{1}}\left\{\Gamma^{+}\left(\phi^{+}, 0\right)+\Gamma^{-}\left(\phi^{-}, 0\right)\right\}>L,
$$

so that (4.16) holds for $j=1$. Since

$$
\inf _{\left(\phi^{+}, \phi^{-}\right) \in F_{3}}\left\{\Gamma^{+}\left(\phi^{+}, 0\right)+\Gamma^{-}\left(\phi^{-}, 0\right)\right\}=\inf _{\left|y^{+}-v\right| \leq c+|v| \kappa(\epsilon)}(T-\kappa(\epsilon)) \Lambda^{+}\left(y^{+}\right) \rightarrow T \Lambda^{+}(v) \text { as } \epsilon \rightarrow 0
$$

and $\Lambda^{+}(v) \geq \Lambda^{0}(v)$, inequality (4.16) holds for $j=3$, and similarly for $j=4$, for sufficiently small $\epsilon$.

### 4.5 The Lower Bound

This section establishes the large deviations lower bound for Theorem 4.2.1 roughly as follows. Given $\phi \in C_{[0, T]}\left(R^{d}\right)$, the process $X^{\gamma}$ is approximated by a "patchwork" Markov process with a time-varying transition mechanism that for each $t$ is constant on each half-space. The time variation is determined by $\phi$ and a partition of $[0, T]$. Lemma 4.4.1 is used to prove a local lower bound inequality for the patchwork process. Then by comparing the quantities on each side of this inequality to the corresponding quantities for $X^{\boldsymbol{\gamma}}$, a local lower bound is obtained for $X^{\boldsymbol{\gamma}}$. Following standard techniques, this local lower bound is shown to imply the lower bound for Theorem 4.2.1.

For $T>0$, a partition of the interval $[0, T]$ is a finite sequence $\theta=\left(\theta_{0}, \cdots, \theta_{J(\theta)}\right)$ such that $0=\theta_{0}<\theta_{1}<\cdots<\theta_{J(\theta)}=T$. Given $\phi \in C_{[0, T]}\left(R^{d}\right)$ and a partition $\theta$ of $[0, T]$, let $X^{\gamma, \phi, \theta}$ denote a Markov process with a time-varying transition mechanism: For each $i \in\{0, \cdots, J(\theta)-1\}, X^{\gamma, \phi, \theta}$ in the time interval $\left(\theta_{i}, \theta_{i+1}\right]$ is generated by the pair $\left(\gamma, \nu_{i}\right)$, where for each $x \in R^{d}$ the rate measure $\nu_{i}(x)$ satisfies

$$
\nu_{i}(x)= \begin{cases}\nu^{+}\left(\phi_{\theta_{i}}\right) & \text { if } x \in \overline{A^{+}} \\ \nu^{-}\left(\phi_{\theta_{i}}\right) & \text { if } x \in A^{-} .\end{cases}
$$

Also let $\Lambda^{\phi_{\theta_{i}}}$ denote the function $\Lambda$ defined by Equation (4.3) when $\nu^{+}(x) \equiv \nu^{+}\left(\phi_{\theta_{i}}\right)$ and $\nu^{-}(x) \equiv$ $\nu^{-}\left(\phi_{\theta_{i}}\right)$.

Lemma 4.5.1 (Intermediate Lower Bound) For each $T>0$, partition $\theta=\left(\theta_{0}, \cdots, \theta_{J(\theta)}\right)$ of $[0, T]$, and absolutely continuous $\phi \in C_{[0, T]}\left(R^{d}\right)$,

$$
\lim _{\delta>0} \lim _{\rho>0} \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log \inf _{\left|x-\phi_{0}\right|<\rho} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) \geq-\sum_{i=0}^{J(\theta)-1} \int_{\theta_{i}}^{\theta_{1+1}} \Lambda^{\phi_{i}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t .
$$

Proof. We prove the lemma by induction on $J(\theta)$. Lemma 4.4.1, along with Remark 3.2.1 and Lemma 4.3.2, implies that the statement of the lemma holds whenever $J(\theta)=1$. As the induction hypothesis, let $k \geq 1$ and suppose that the lemma holds for any $T>0$ and partition $\theta$ of $[0, T]$ such that $J(\theta)=k$. Then $\forall \epsilon>0 \quad \exists \delta_{k}(\epsilon)>0$ such that $\forall \delta \in\left(0, \delta_{k}(\epsilon)\right) \exists \rho_{k}(\delta, \epsilon)$ such that $\forall \rho \in\left(0, \rho_{k}(\delta, \epsilon)\right) \exists \gamma_{k}(\rho, \delta, \epsilon)$ such that for $\gamma>\gamma_{k}(\rho, \delta, \epsilon)$,

$$
\begin{equation*}
\gamma^{-1} \log \inf _{\left|x-\phi_{0}\right|<\rho} P_{x}\left(\sup _{0 \leq t \leq \theta_{k}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) \geq-\sum_{i=0}^{k-1} \int_{\theta_{i}}^{\theta_{i+1}} \Lambda^{\phi_{\theta_{i}}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t-\epsilon . \tag{4.17}
\end{equation*}
$$

By the time-homogeneous Markov property of the pair ( $\left.X^{\gamma, \phi, \theta}, \phi\right), \forall \epsilon>0 \quad \exists \delta(\epsilon)>0$ such that $\forall \delta \in(0, \delta(\epsilon)) \exists \rho(\delta, \epsilon)$ such that $\forall \rho \in(0, \rho(\delta, \epsilon)) \exists \gamma(\rho, \delta, \epsilon)$ such that for $\gamma>\gamma(\rho, \delta, \epsilon)$,

$$
\begin{equation*}
\gamma^{-1} \log \inf _{\left|y-\phi_{\theta_{k}}\right|<\rho} P_{x}\left(\sup _{\theta_{k} \leq t \leq \theta_{k+1}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta \mid X_{\theta_{k}}^{\gamma, \phi, \theta}=y\right) \geq-\int_{\theta_{k}}^{\theta_{k+1}} \Lambda^{\phi_{\theta_{i}}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t-\epsilon . \tag{4.18}
\end{equation*}
$$

To show that the claim holds for $J(\theta)=k+1$, fix $\epsilon>0$. For all $\delta \in(0, \delta(\epsilon / 2)), \alpha=\left(\delta \wedge \delta_{k}(\epsilon / 2) \wedge\right.$ $\rho(\delta, \epsilon / 2)) / 2, \rho \in\left(0, \rho_{k}(\alpha, \epsilon / 2)\right)$, and $\gamma>\gamma(\alpha, \delta, \epsilon / 2) \vee \gamma_{k}(\rho, \alpha, \epsilon / 2)$,

$$
\begin{aligned}
& \gamma^{-1} \log \inf _{\left|x-\phi_{0}\right|<\rho} P_{x}\left(\sup _{0 \leq t \leq \theta_{k+1}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) \geq \gamma^{-1} \log \inf _{\left|x-\phi_{0}\right|<\rho} P_{x}\left(\sup _{0 \leq t \leq \theta_{k}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\alpha\right) \\
&+\gamma^{-1} \log \inf _{\left|y-\phi_{k}\right|<\alpha} P_{x}\left(\sup _{\theta_{k} \leq t \leq \theta_{k+1}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta \mid X_{\theta_{k}}^{\gamma, \phi, \theta}=y\right) \\
& \geq-\sum_{i=0}^{k} \int_{\theta_{i}}^{\theta_{i+1}} \Lambda^{\phi_{i}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t-\epsilon,
\end{aligned}
$$

where the first step follows by the Markov property of $X^{\boldsymbol{\gamma}, \phi, \theta}$ and the fact that $\alpha \leq \delta$, and the second step follows by the statements (4.17) and (4.18) together with the choice of $\alpha$. This completes the induction step and establishes the lemma.

Given $T>0$, a partition $\theta$ of the interval $[0, T], \phi \in C_{[0, T]}\left(R^{d}\right)$, and $x \in R^{d}$, let $P_{x}^{r, T}$ and $P_{x}^{\gamma, \phi, \theta, T}$ denote, respectively, the probability distributions of ( $X_{t}^{\boldsymbol{\gamma}}: 0 \leq t \leq T$ ) and ( $X_{t}^{\gamma, \phi, \theta}: 0 \leq t \leq T$ ), with $X_{0}^{\gamma} \equiv X_{0}^{\gamma, \phi, \theta} \equiv x$. Note that both measures are concentrated on the space of piecewise constant functions that take values in $R^{d}$, equal to $x$ at time 0 , are right continuous, and have a finite number of jumps in $[0, T]$. There is a version $D$ of the Radon-Nikodym derivative $d P_{x}^{\gamma, T} / d P_{x}^{\gamma, \phi, \theta, T}$, which satisfies for any such function $\omega$

$$
\begin{equation*}
D(\omega)=\exp \left(-\gamma \int_{0}^{T}\left(\nu\left(\omega_{t}, R^{d}\right)-\nu\left(\omega_{\ell(t)}, R^{d}\right)\right) d t\right) \prod_{k=1}^{N_{T}(\omega)} \frac{d \nu\left(\omega_{\tau_{k}^{-}}\right)}{d \nu\left(\omega_{\ell\left(\tau_{k}\right)}\right)}\left(\Delta \omega_{k}\right), \tag{4.19}
\end{equation*}
$$

where $N_{T}(\omega)$ denotes the number of jumps of $\omega$ in $[0, T], \tau_{k}$ and $\Delta \omega_{k}$ denote, respectively, the time and size of the $k^{\text {th }}$ jump of $\omega$, and $\ell(t)=\max \left\{\theta_{i}: \theta_{i}<t\right\}$.

Lemma 4.5.2 (Local Lower Bound) For each $\phi \in C_{[0, T]}\left(R^{d}\right)$ and $x_{0} \in R^{d}$,

$$
\lim _{\delta>0} \lim _{\rho>0} \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log \inf _{\left|x-x_{0}\right|<\rho} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta\right) \geq-\Gamma\left(\phi, x_{0}\right) .
$$

Proof. We may take $\Gamma\left(\phi, x_{0}\right)<\infty$ so that $\phi$ is absolutely continuous and $\phi_{0}=x_{0}$. Fix $\epsilon>0$. Since both $\nu^{+}$and $\nu^{-}$satisfy Condition 4.2.3, there exists a $\delta>0$ such that

$$
(1+\epsilon)^{-1} \leq \frac{d \nu^{+}(x)}{d \nu^{+}\left(x^{\prime}\right)} \leq(1+\epsilon) \quad \text { and } \quad(1+\epsilon)^{-1} \leq \frac{d \nu^{-}(x)}{d \nu^{-}\left(x^{\prime}\right)} \leq(1+\epsilon)
$$

whenever $\left|x-x^{\prime}\right|<2 \delta$. Appeal to the uniform continuity of $\phi$ on $[0, T]$ to choose a partition $\theta=\left(\theta_{0}, \cdots, \theta_{J(\theta)}\right)$ of $[0, T]$ such that $\sup _{\theta_{i} \leq t \leq \theta_{i+1}}\left|\phi_{t}-\phi_{\theta_{i}}\right|<\delta$ for each $i \in\{0, \cdots, J(\theta)-1\}$. Then Lemma 4.3.3 applied to the definition of $\Lambda^{\phi_{\theta_{2}}}$ implies that

$$
\begin{align*}
\sum_{i=0}^{J(\theta)-1} \int_{\theta_{i}}^{\theta_{t+1}} \Lambda^{\phi_{\theta_{i}}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \leq \sum_{i=0}^{J(\theta)-1} \int_{\theta_{i}}^{\theta_{t+1}}\left((1+\epsilon) \Lambda^{\phi_{t}}\left(\phi_{t}, \dot{\phi}_{t}\right)+(1+\epsilon) \epsilon e m\right) d t \\
& =(1+\epsilon) \Gamma\left(\phi, x_{0}\right)+(1+\epsilon) \epsilon e m T . \tag{4.20}
\end{align*}
$$

Let $N_{\boldsymbol{T}}^{\boldsymbol{\gamma}, \phi, \theta}$ and $N_{\boldsymbol{T}}^{\boldsymbol{\gamma}}$ denote, respectively, the number of jumps of $X^{\boldsymbol{\gamma}, \phi, \theta}$ and $X^{\boldsymbol{\gamma}}$ in the interval $[0, T]$. Appeal to Condition 4.2.1 to choose a $B$ large enough so that

$$
\limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x_{0}}\left(N_{T}^{\gamma, \phi, \theta} \geq \gamma B\right) \leq-\Gamma\left(\phi, x_{0}\right) .
$$

The choice of $\theta$ and Equation (4.19) imply that for each $\gamma>0$ and $x \in R^{d}$,

$$
\begin{align*}
P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) & \leq P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta, N_{T}^{\gamma, \phi, \theta}<\gamma B\right)+P_{x}\left(N_{T}^{\gamma, \phi, \theta} \geq \gamma B\right) \\
& \leq e^{\gamma \varepsilon(m T+B)} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta, N_{T}^{\gamma}<\gamma B\right)+P_{x}\left(N_{T}^{\gamma, \phi, \theta} \geq \gamma B\right) \\
& \leq e^{\gamma \epsilon(m T+B)} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta\right)+P_{x}\left(N_{T}^{\gamma, \phi, \theta} \geq \gamma B\right) \tag{4.21}
\end{align*}
$$

where the second step uses the fact that $\log (1+\epsilon) \leq \epsilon$. Inequality (4.21), together with Lemma 4.5.1 and inequality (4.20) on the left-hand side, and the choice of $B$ on the right-hand side imply that

$$
\begin{aligned}
& -(1+\epsilon) \Gamma\left(\phi, x_{0}\right)-(1+\epsilon) \epsilon e m T \leq \\
& \quad\left(\epsilon(m T+B)+\lim _{\delta<0} \lim _{\rho \backslash 0} \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log \inf _{\left|x-\phi_{0}\right|<\rho} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta\right)\right) \bigvee\left(-\Gamma\left(\phi, x_{0}\right)\right) .
\end{aligned}
$$

The lemma follows by the arbitrariness of $\epsilon>0$.

Given $\phi \in C_{[0, T]}\left(R^{d}\right)$ and $\delta>0$, let $B(\phi, \delta)$ continue to denote the open ball of radius $\delta$ around $\phi$.

Lemma 4.5.3 (Lower Bound) For any Borel measurable $S \subset C_{[0, T]}\left(R^{d}\right), x_{0} \in R^{d}$, and sequence $\left(x^{\gamma}: \gamma>0\right)$ such that $\lim _{\gamma \rightarrow \infty} x^{\gamma}=x_{0}$,

$$
\liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in S\right) \geq-\inf _{\phi \in \mathcal{S}^{\circ}} \Gamma\left(\phi, x_{0}\right)
$$

Proof. Fix $\phi \in S^{\circ}$, and let $\delta^{\prime}>0$ be such that $B(\phi, \delta)$ is contained in $S$ for all $\delta<\delta^{\prime}$. Lemma 4.3.2 and Lemma 4.5.2 imply that

$$
\begin{aligned}
\liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in S\right) & \geq \lim _{\delta<0} \lim _{\rho, 0} \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log \inf _{\left|x-x_{0}\right|<p} P_{x}\left(\sup _{0 \leq t \leq T}\left|\bar{X}_{t}^{\gamma}-\phi_{t}\right|<\delta\right) \\
& \geq \lim _{\delta<0} \lim _{\rho 00} \liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log \inf _{\left|x-x_{0}\right|<\rho} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta\right) \\
& \geq-\Gamma\left(\phi, x_{0}\right) .
\end{aligned}
$$

Since $\phi \in S^{\circ}$ is arbitrary, the lemma follows.

### 4.6 The Upper Bound

This section establishes the large deviations upper bound for Theorem 4.2.1 by adapting the methods of Section 4.5.

Lemma 4.6.1 (Intermediate Upper Bound) For each $T>0$, partition $\theta=\left(\theta_{0}, \cdots, \theta_{J(\theta)}\right)$ of $[0, T]$, and absolutely continuous $\phi \in C_{[0, T]}\left(R^{d}\right)$,

$$
\begin{equation*}
\lim _{\delta>0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{\left|x-\phi_{0}\right|<\delta} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) \leq-\sum_{i=0}^{J(\theta)-1} \int_{\theta_{i}}^{\theta_{1+1}} \Lambda^{\phi_{\theta_{i}}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t \tag{4.22}
\end{equation*}
$$

Furthermore, if $\phi$ is not absolutely continuous, then the left-hand side of (4.22) equals $-\infty$.

Proof. By induction on $J(\theta)$. Lemma 4.4.1, along with Remark 3.2.1 and Lemma 4.3.2, implies that the statement of the lemma holds whenever $J(\theta)=1$. As the induction hypothesis, let $k \geq 1$
and suppose that the lemma holds for any $T>0$ and partition $\theta$ of $[0, T]$ such that $J(\theta)=k$. To show that the claim holds for $J(\theta)=k+1$, note that by the Markov property of $X^{\boldsymbol{\gamma}, \phi, \theta}$,

$$
\begin{gathered}
\gamma^{-1} \log \sup _{\left|x-\phi_{0}\right|<\delta} P_{x}\left(\sup _{0 \leq t \leq \theta_{k+1}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) \leq \gamma^{-1} \log \sup _{\left|x-\phi_{0}\right|<\delta} P_{x}\left(\sup _{0 \leq t \leq \theta_{k}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) \\
+\gamma^{-1} \log \sup _{\left|y-\phi_{\theta_{k}}\right|<\delta} P_{x}\left(\sup _{\theta_{k} \leq t \leq \theta_{k+1}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta \mid X_{\theta_{k}}^{\gamma, \phi, \theta}=y\right) .
\end{gathered}
$$

Therefore, if $\phi$ is absolutely continuous, then the induction hypothesis and the time-homogeneous Markov property of the pair ( $X^{\gamma, \phi, \phi}, \phi$ ) imply

$$
\begin{equation*}
\lim _{\delta>0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{\left|x-\phi_{0}\right|<\delta} P_{x}\left(\sup _{0 \leq t \leq \theta_{k+1}}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right) \leq-\sum_{i=0}^{k} \int_{\theta_{i}}^{\theta_{i+1}} \Lambda^{\phi_{\theta_{i}}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t . \tag{4.23}
\end{equation*}
$$

Otherwise, either ( $\phi_{t}: 0 \leq t \leq \theta_{k}$ ) or ( $\phi_{t}: \theta_{k} \leq t \leq \theta_{k+1}$ ) is not absolutely continuous; hence the left-hand side of (4.23) equals $-\infty$. This completes the induction step and establishes the lemma.
$\qquad$

Lemma 4.6.2 (Local Upper Bound) For each $\phi \in C_{[0, T]}\left(R^{d}\right)$ and $x_{0} \in R^{d}$,

$$
\begin{equation*}
\lim _{\delta \searrow 0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{\left|x-x_{0}\right|<\delta} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta\right) \leq-\Gamma\left(\phi, x_{0}\right) \tag{4.24}
\end{equation*}
$$

Proof. Without loss of generality, we may assume that $\phi$ is continuous and $\phi_{0}=x_{0}$, since otherwise the left-hand side of (4.24) equals $-\infty$. Fix $\epsilon>0$, and choose $\delta>0$ such that

$$
(1+\epsilon)^{-1} \leq \frac{d \nu^{+}(x)}{d \nu^{+}\left(x^{\prime}\right)} \leq(1+\epsilon) \quad \text { and } \quad(1+\epsilon)^{-1} \leq \frac{d \nu^{-}(x)}{d \nu^{-}\left(x^{\prime}\right)} \leq(1+\epsilon)
$$

whenever $\left|x-x^{\prime}\right|<2 \delta$. Appeal to the uniform continuity of $\phi$ on $[0, T]$ to choose a partition $\theta=\left(\theta_{0}, \cdots, \theta_{J(\theta)}\right)$ of $[0, T]$ such that $\sup _{\theta_{i} \leq t \leq \theta_{i+1}}\left|\phi_{t}-\phi_{\theta_{i}}\right|<\delta$ for each $i \in\{0, \cdots, J(\theta)-1\}$.

Let $N_{T}^{\boldsymbol{\gamma}}$ and $N_{T}^{\boldsymbol{\gamma}, \phi, \theta}$ denote, respectively, the number of jumps of $X^{\boldsymbol{\gamma}}$ and $X^{\gamma, \phi, \theta}$ in the interval $[0, T]$. By the choice of $\theta$ and Equation (4.19), for each $x \in R^{d}, \gamma>0$, and $B>0$,

$$
P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta\right) \leq P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta, N_{T}^{\gamma}<\gamma B\right)+P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right)
$$

$$
\begin{align*}
& \leq e^{\gamma \varepsilon(m T+B)} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta, N_{T}^{\gamma, \phi, \theta}<\gamma B\right)+P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right) \\
& \leq e^{\gamma \epsilon(m T+B)} P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma, \phi, \theta}-\phi_{t}\right|<\delta\right)+P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right) \tag{4.25}
\end{align*}
$$

where the second step uses the fact that $\log (1+\varepsilon) \leq \epsilon$. By hypothesis, uniformly for all initial states, $N_{T}^{\gamma}$ is stochastically dominated by a Poisson random variable with mean $\gamma m T$. Therefore, if $\phi$ is not absolutely continuous, then inequality (4.25), along with Lemma 4.6.1 and choice of arbitrarily large $B$ on the right-hand side, implies that the left-hand side of (4.24) equals $-\infty$, and the lemma holds.

If $\phi$ is absolutely continuous, then the choice of $\theta$ and Lemma 4.3.3 applied to the definition of $\Lambda^{\phi \theta_{i}}$ imply

$$
\begin{align*}
\sum_{i=0}^{J(\theta)-1} \int_{\theta_{i}}^{\theta_{i+1}} \Lambda^{\phi_{\theta_{i}}}\left(\phi_{t}, \dot{\phi}_{t}\right) d t & \geq \sum_{i=0}^{J(\theta)-1} \int_{\theta_{i}}^{\theta_{i+1}}\left((1+\epsilon)^{-1} \Lambda^{\phi_{t}}\left(\phi_{t}, \dot{\phi}_{t}\right)+\epsilon e m\right) d t \\
& =(1+\epsilon)^{-1} \Gamma\left(\phi, x_{0}\right)+\epsilon e m T \tag{4.26}
\end{align*}
$$

Appeal to Condition 4.2 .1 to choose $B$ large enough so that

$$
\underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log \sup _{x} P_{x}\left(N_{T}^{\gamma} \geq \gamma B\right) \leq-\Gamma\left(\phi, x_{0}\right) .
$$

Then inequality (4.25), together with Lemma 4.6.1, inequality (4.26), and the choice of $B$, implies that

$$
\begin{aligned}
\lim _{\delta>0} \limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log \sup _{\left|x-x_{0}\right|<\delta} & P_{x}\left(\sup _{0 \leq t \leq T}\left|X_{t}^{\gamma}-\phi_{t}\right|<\delta\right) \leq \\
& \left(-(1+\epsilon)^{-1} \Gamma\left(\phi, x_{0}\right)-\epsilon e m T+\epsilon(m T+B)\right) \bigvee\left(-\Gamma\left(\phi, x_{0}\right)\right)
\end{aligned}
$$

The lemma follows by the arbitrariness of $\epsilon>0$.

Lemma 4.6.3 (Exponential Tightness) Let $\left(x^{\boldsymbol{\gamma}}: \gamma>0\right)$ be a sequence such that $\lim _{\gamma \rightarrow \infty} x^{\boldsymbol{\gamma}}=$ $x_{0}$. For each $\alpha>0$ there exists a compact $K_{\alpha} \subset C_{[0, T]}\left(R^{d}\right)$ such that

$$
\underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log P_{x \gamma}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \notin K_{\alpha}\right) \leq-\alpha .
$$

Proof. The lemma follows by [12, Lemma 5.58] through a straightforward adaptation of [12, Corollary 5.8] so as to incorporate the continuous support of the measures $\nu(x), x \in R^{d}$.

Lemma 4.6.4 (Upper Bound) For any Borel measurable $S \subset C_{[0, T]}\left(R^{d}\right), x_{0} \in R^{d}$, and sequence $\left(x^{\gamma}: \gamma>0\right)$ such that $\lim _{\gamma \rightarrow \infty} x^{\gamma}=x_{0}$,

$$
\underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log P_{x \gamma}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in S\right) \leq-\inf _{\phi \in \bar{S}} \Gamma\left(\phi, x_{0}\right)
$$

Proof. Fix $\epsilon>0$. For each $\phi \in \bar{S}$, appeal to Lemma 4.6.2 and Lemma 4.3.2 to choose a $\delta_{\phi}>0$ such that

$$
\underset{\gamma \rightarrow \infty}{\limsup } \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in B\left(\phi, \delta_{\phi}\right)\right) \leq-\Gamma\left(\phi, x_{0}\right)+\epsilon,
$$

and appeal to Lemma 4.6.3 to choose a compact subset $K$ of $C_{[0, T]}\left(R^{d}\right)$ such that

$$
\underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1} \log P_{x^{\gamma}}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \notin K\right) \leq-\left(\frac{1}{\epsilon} \wedge \inf _{\phi \in \bar{S}} \Gamma\left(\phi, x_{0}\right)\right) .
$$

By the compactness of $\bar{S} \cap K$, there exists a finite subset $\left\{\phi^{1}, \cdots, \phi^{I}\right\} \subset \bar{S}$ such that $\bar{S} \cap K \subset$ $\cup_{i=1}^{I} B\left(\phi^{i}, \delta_{\phi^{1}}\right)$; hence for each $\gamma>0$,

$$
P_{x^{\gamma}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in S\right) \leq P_{x^{\urcorner}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \notin K\right)+\sum_{i=1}^{I} P_{x^{\imath}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in B\left(\phi^{i}, \delta_{\phi^{\imath}}\right)\right)
$$

This in turn implies

$$
\begin{aligned}
\limsup _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x^{\urcorner}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in S\right) & \leq\left(-\left(\frac{1}{\epsilon} \wedge \inf _{\phi \in \bar{S}} \Gamma\left(\phi, x_{0}\right)\right)\right) \bigvee \max _{1 \leq i \leq I}\left\{-\Gamma\left(\phi^{i}, x_{0}\right)+\epsilon\right\} \\
& \leq\left(-\left(\frac{1}{\epsilon} \wedge \inf _{\phi \in \bar{S}} \Gamma\left(\phi, x_{0}\right)\right)\right) \bigvee\left(-\inf _{\phi \in \bar{S}} \Gamma\left(\phi, x_{0}\right)+\epsilon\right)
\end{aligned}
$$

The lemma now follows by the arbitrariness of $\epsilon>0$.

### 4.7 Goodness of the Rate Function

This section concludes the proof of Theorem 4.2.1 by establishing the goodness of the rate function $\Gamma$.

Lemma 4.7.1 (Lower Semicontinuity) Given $x_{0} \in R^{d}$, the function $\Gamma\left(\cdot, x_{0}\right): C_{[0, T]}\left(R^{d}\right) \rightarrow$ $R_{+} \cup\{+\infty\}$ is lower semicontinuous.

Proof. Let ( $\phi^{m}: m>0$ ) be a sequence such that $\phi^{m} \rightarrow \phi$ in $C_{[0, T]}\left(R^{d}\right)$. To prove the lemma it is enough to show that $\Gamma\left(\phi, x_{0}\right) \leq \lim \inf _{m \rightarrow \infty} \Gamma\left(\phi^{m}, x_{0}\right)$. Fix $\epsilon>0$ and a sequence $x^{\gamma} \rightarrow x_{0}$. By Lemma 4.6.2, there exists a $\delta>0$ such that

$$
\begin{equation*}
\underset{\gamma \rightarrow \infty}{\limsup \gamma^{-1}} \log P_{x^{\gamma}}\left(\left(\tilde{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in B(\phi, \delta)\right) \leq-\Gamma\left(\phi, x_{0}\right)+\epsilon \tag{4.27}
\end{equation*}
$$

Let $M_{c}$ be such that $\sup _{0 \leq t \leq T}\left|\phi_{t}^{m}-\phi_{t}\right|<\delta$ whenever $m>M_{c}$. By Lemma 4.5.3,

$$
\begin{align*}
\liminf _{\gamma \rightarrow \infty} \gamma^{-1} \log P_{x^{\gamma}}\left(\left(\bar{X}_{t}^{\gamma}: 0 \leq t \leq T\right) \in B(\phi, \delta)\right) & \geq-\inf _{\phi^{\prime} \in B(\phi, \delta)} \Gamma\left(\phi^{\prime}, x_{0}\right) \\
& \geq-\Gamma\left(\phi^{m}, x_{0}\right) \tag{4.28}
\end{align*}
$$

for all $m>M_{c}$. Inequalities (4.27) and (4.28) imply that $\Gamma\left(\phi^{m}, x_{0}\right) \geq \Gamma\left(\phi, x_{0}\right)-\epsilon$ whenever $m>M_{c}$, and the lemma is proved.

Lemma 4.7.2 (Goodness) The rate function $\Gamma$ is good.
Proof. In view of [13, Lemma 1.2.18.b], the lemma is implied by Lemmas 4.5.3, 4.6.3, and 4.7.1.

## CHAPTER 5

## CONCLUSION

We concentrated on complexity-performance trade-offs in dynamic resource allocation in load sharing networks. Realizing the difficulties involved in the exact analysis of arbitrary network structures, we first focused on the optimality properties of certain simple allocation policies implied by the corresponding fluid limit approximations. Explicit fluid equations were obtained, and through a characterization of their solutions it was shown that the LLR policy asymptotically achieves the most balanced load in the sense of minimizing a wide class of long-term average costs. LLR is also robust to migration, provided that consumers are reassigned according to LLR whenever their types change. When the resources have finite capacities, the class of LRLR policies asymptotically achieve the minimum possible blocking probability. From a practical point of view, important properties of the considered policies are low computational complexity, decentralized implementation, and robustness to arrival and migration rates.

The fluid limit approximations considered here are essentially process-level laws of large numbers for load sharing networks; thus, they provide only a first-order description of the network behavior. This description does not appear to be accurate enough to contrast certain allocation policies. In particular, the OR, BS, and LLR policies appear to have the same performance in the fluid scale. The second part of the thesis concerned a finer analysis to order the three policies: The theory of large deviations was employed, and network overflow was studied in terms of overflow exponents. The overflow exponents for each policy were obtained in the simple W network, and it was shown that the LLR policy performs as well as the OR policy for small values of capacities, whereas it performs significantly better then the BS policy for the whole range of capacities. The general form of the overflow exponents for arbitrary network topologies is identified for the OR and BS policies and conjectured for the LLR policy.

Obtaining overflow exponents for the LLR policy entails establishing large deviations principles (LDPs) for Markov processes with discontinuous transition mechanisms. An explicit LDP was established in the case when the discontinuity is along a single hyperplane, and it was used to
obtain the overflow exponents in the W network. The established LDP generalizes the work of Blinovskii and Dobrushin and holds under somewhat more relaxed technical conditions than those required by related results in the literature.

The results of this thesis suggest maximization of overflow exponents as a guiding principle for capacity allocation and policy design in load sharing networks. Although obtaining overflow exponents for general networks appears difficult, rigorous study of simple examples, such as least ratio routing and maximum residual capacity routing in the $W$ network, may yield good heuristic arguments. These issues remain to be explored.
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