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Finding All Minimum Size 

Separating Vertex Sets in a Graph

Arkady Kanevsky

Coordinated Science Laboratory 
University of Illinois 

Urbana, IL 61801

June 1988

ABSTRACT
We present a new algorithm based upon network flows for finding all minimum 

size separating vertex sets in an undirected graph. The sequential implementation of our 
algorithm runs in ®(mm(max(Mnk,knmmin(k,'In)),mQx(Mn,k2n3))) = 0 (2 kn3) time, 
where M is the number of minimum size separating vertex sets The parallel implementa-

i 6
tion runs either in 0  (&logn) deterministic time using ©(M2n2 + knNa) = O (4*-^-)

CRCW PRAM processors or in 0  (lo g2n) randomized time. 6
k 2 

using
©(M2/*2 + kn2N a) = O (4* A r)  processors on a CRCW PRAM, where n is the number of

k
vertices in the graph and k is the connectivity of the graph, and N a is the number of pro­
cessors needed for parallel matrix multiplication.

1. Introduction

Connectivity is one of the fundamental graph properties, and there has been a considerable amount of work on 

algorithms and structural aspects of this property. Applications of this problem arise in operation research for 

scheduling problems, network analysis in electrical engineering and many other real-life problem. The most direct 

application of this problem is for the reliability of networks [Ba,BaPr,Bu,Co,RaCo,Ro].

There are well-known sequential linear-time algorithms for determining vertex connectivity and biconnec­

tivity (see e.g., [Evl]), as well as triconnectivity [HoTa,MiRa2]. These algorithms use either depth-first search tech­

nique [Evl,HoTa,Ta] or ear-decomposition technique [Wh,Lo,MaScVi,MiRa 1 ]. The best deterministic sequential 

algorithm for testing graph 4-connectivity has time complexity O (n2) [KanRal] and based upon ear-decomposition

This research was supported by the Semiconductor Research Corporation under 87-DP-109.
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technique. There is a sequential O (max(k,n>/2)kmn>/2) time algorithm for determining the connectivity of a graph 

which is based upon network flow [EvTa,Ev2,Ga,GiSo]. We also note there are some randomized algorithms for 

testing ¿-connectivity for ¿ > 3 [BeXJJLoWi]; the running times of these algorithms are O (n512 + nk512) [LiLoWi], 

and 0  (n3/2m) [BeX],

Efficient parallel algorithms have been designed for determining graph connectivity for small k. Clearly, 

there are NC algorithms for testing graph ¿-connectivity for any fixed k. Simply, remove all ¿ vertex subsets of the 

graph and test for graph connectivity. The best parallel algorithms for graph ¿-connectivity for ¿ = 1,2 are the 

efficient 0  (logn) parallel time algorithms using 0  (jn+n) processors on CRCW PRAM [ShVi.TaVi], for ¿ = 3 an 

0  (logn) parallel time algorithm using 0  ((m+n)logn) CRCW PRAM processors [MiRa2,RaVi] and for ¿ = 4 an 

0  (log2n) parallel time algorithm using 0  (n2) CRCW PRAM processors [KanRal]. There are no efficient deter­

ministic parallel algorithm for determining the connectivity of a graph for general k.

The other question which often raised with connectivity is to find all minimum size separating vertex sets. 

This idea lies in the heart of the algorithms for determining graph ¿-connectivity for ¿ = 1,2,3,4. The algorithms for 

graph (one)-connectivity, biconnectivity, triconnectivity and 4-connectivity find all articulation points, separating 

pairs, separating triplets of a graph in order to determine that a graph does not have a higher connectivity. The 

number of separating ¿-sets in a ¿-connected graph is 0 (n 2) for any fixed ¿ [Kal,Ka2], Furthermore, there is an 

0  (n) representation for separating pairs in a biconnected graph [KanRa2] and there is an O (k2n) compact represen­

tation for separating ¿-sets in a ¿-connected graph [Ka2].

We present an algorithm for finding all minimum size vertex separating sets for general k. The rest of this 

paper is organized as follows. Section 2 gives graph-theoretic definitions. In section 3 we describe the parallel 

model of computation we use. Section 4 presents the sequential algorithm for finding all minimum size separating 

vertex sets of a graph along with its time complexity analysis. Finally, section 5 presents a parallel algorithm for 

this problem.

2. Graph-theoretical definitions

An undirected graph G =(V,E) consists of a vertex set V and an edge set E containing unordered pairs of dis­

tinct elements from V. A path P in G is a sequence of vertices <v0, • • • ,v*> such that (vi_l ,vi)eE ,i=1, • • • ,k. The 

path P contains the vertices v0, • • • ,v* and the edges (vq.vj), • • • ,(v*_ltv*) and has endpoints v0, v*, and internal
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vertices v lt • • • ,v*_i. The path P is a simple path if v0, • • • ,vk.i  are distinct and v lf • • • ,v* are distinct P is a sim­

ple cycle if it is a simple path and v0=v*. A single vertex is a trivial path with no edges. We denote by IP I, the 

number of vertices contained in path P.

Let P=<v0, • • • ,v^_! > be a simple path. The path P(vi,v;),0<zj<£-1 is the simple path connecting V; and v;- 

in P, i.e., the path <vi,v,-+1, • • • ,V;>, if i<j or the path <vy-,vy+1, • • • ,v,>, if j  <i. Analogously, P [v,-,v;] consists of 

the path segments obtained when the edges and internal vertices of P (vf,vy) are deleted from P.

Let G=(V,E) be an undirected graph and let V'^V. A graph G'=(V',E') is a subgraph of G if 

¿s'cEptKv.-.v^lVi.Vye V*}. The subgraph of G induced by V  is the graph G"=(V',E") where £"=£ 

{(V,»V;)IV|-,V;€V'}.

An undirected graph G=(V\£) is connected if there exists a path between every pair of vertices in V. For a 

graph G that is not connected, a connected component of G is an induced subgraph of G which is maximally con­

nected.

A vertex v e V is an articulation point (a.p.) of a connected undirected graph G =(Vr,P) if the subgraph induced 

by V-{v] is not connected. G is biconnected if it contains no articulation point.

Let G=(V,E) be a biconnected undirected graph. A pair of vertices v1,v2e V is a separating pair for G if the 

induced subgraph on Vr-{ v 1,v2} is not connected. G is triconnected if it contains no separating pair.

A triplet (vj ,v2,v3) of unordered distinct vertices in V is a separating triplet of a triconnected graph if the sub­

graph induced by V -[v i  ,v2,v3} is not connected. G is four-connected if it contains no separating triplets.

In general, undirected graph is ¿-connected if and only if between every pair of vertices there are k vertex 

disjoint paths, or alternatively, removal of any ¿ -1  vertices leaves a graph connected [Ev]. The equivalence of 

these two definitions is the well-known Menger theorem [Me].

Let G=(V,E) be a ¿-connected undirected graph. A set V ' of unordered distinct ¿ vertices of G is a separating 

¿-set if the induced subgraph on V - V ' is not connected.

3. Parallel model of computation

The parallel model of computation that we will be using is the PRAM model, which consists of several 

independent sequential processors, each with its own private memory, communicating with one another through a
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global memory. In one unit of time, each processor can read one global or local memory, execute a single RAM 

operation, and write into one global or local memory location.

PRAMs are classified according to restrictions on global memory access. An EREW PRAM is a PRAM for 

which simultaneous access to any memory location by different processors is forbidden for both reading and writ­

ing. In a CREW PRAM simultaneous reads are allowed but no simultaneous writes. A CRCW PRAM allows simul­

taneous reads and writes. In this case we have to specify how to resolve write conflicts. We will use the ARBI­

TRARY model in which any one processor participating in a concurrent write may succeed, and the algorithm 

should work correctly regardless of which one succeeds. Of the three PRAM models we have listed, the EREW 

model is the most restrictive, and the ARBITRARY CRCW model is the most powerful. It is not difficult to see that 

any algorithm for the ARBITRARY CRCW PRAM that runs in parallel time T using P processors can be simulated 

by an EREW PRAM (and hence by a CREW PRAM) in parallel time TlogP using the same number of processors, 

P.

Let S be a problem which, on an input of size n, can be solved on a PRAM by a parallel algorithm in parallel 

time t(n) with p in )  processors. The quantity w(n)=t in)-pin) represents the work done by the parallel algorithm. 

Any PRAM algorithm that performs work win) can be converted into a sequential algorithm running in time win) 

by having a single processor simulate each parallel step of the PRAM in pin)  time units. More generally, a PRAM 

algorithm that runs in parallel time tin) with pin) processors also represents a PRAM algorithm performing 

O (w in)) work for any processor count P <p in).

Define poly\og(n)={jO  (log*n). Let S be a problem for which currently the best sequential algorithm runs in 
*>o

time Tin). A PRAM algorithm A for S, running in parallel time tin) with p (n) processors is efficient if

a) t(n)=poly\og(n)\ and

b) the work w (n)=p (n)-t (n) is T (n)-poly login).

An efficient parallel algorithm is one that achieves a high degree of parallelism and comes to within a poly log 

factor of optimal speed-up. A major goal in the design of parallel algorithms is to find efficient algorithms with tin ) 

as small as possible. The simulations between the various PRAM models make the notion of an efficient algorithm 

invariant with respect to the particular PRAM model used. For more on the PRAM model and PRAM algorithms, 

see [KarRa].
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4. Sequential algorithm

In this section we describe a sequential algorithm for finding all minimum size separating vertex sets in an 

undirected graph G = (V,E). Note that the number of separating ¿-sets in an undirected ¿-connected graph is

0(2kf-) [Ka2],
¿

First, we find the connectivity ¿ of G using network flows [EvTa,Ga,GiSo]. The time complexity of this algo­

rithm is O (max(k,n'/2)kmn ’A). Next, we take a subset of vertices X of G of size ¿ and find all minimum size separat­

ing vertex sets (of size k) between pairs of the form (x,v), where x e X  and ve V. Note the following simple observa­

tion.

Observation 1: Let x e X  and ve V. Assume that we have found all ¿-sets separating x  and v in G. Then we can 

add edge (x,v) to E without changing (adding or deleting) any other separating ¿-sets of G.

Proof: This is because for any other separating ¿-set 7, which does not separate x  and v, x  and v can not belong to 

two different components of the graph induced by V-Y.

□

We repeat this process for every x e X  and every ve V. During this process we add at most kn edges to E. At 

the end of this process every vertex xeX  is connected by an edge to every vertex ve V. Now, if there is separating 

¿-set Y in this graph, then Y =X. So, we check if X  is a separating ¿-set of G. Every minimum size separating vertex 

set of G is obtained by this computation.

We note that for a given x e X  we only need to conduct this procedure for these vertices v e V  which are not 

adjacent to x. Hence, for our algorithm we choose X  to be a set of ¿ vertices of G of maximum degrees.

Algorithm

1. Find the connectivity ¿ of G. (vertices of G are numbered from v ^, • • • ,v„).

2. Find¿ vertices with the largest degrees (xlt • • • ,xk).

Check if these ¿ vertices form a separating ¿-set of G

(Let G be the directed graph which we get from G by applying the Even-Tarjan reduction (see below))
!

Do i = 1 • • • ¿
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Do j = 1 • • • n

3. If Vj*xi and Vj is not adjacent to xt then

4. Compute a maximum flow <}) in G from xt to vj 

If I <J> I = k then

(Find all ¿-sets separating xx and vy- as follows:)

5. Construct the residual graph G^ of G with respect to the maximum flow (J)

6. Shrink the strongly connected components of G^

7. Find all edge cutsets (closed sets) of the resulting acyclic network 

For each edge cutset find the corresponding separating ¿-set of G

8. Add edge (xitvj) to G. 

enddo

enddo

The results in Picard and Queyranne [PiQu] establish the correctness of steps 5-7 for finding all separating k- 

sets. Let /  be any maximum flow in a network N. The subset C of vertices of N  is a closed set if and only if for 

every vertex ve C all of its predecessors are also members of C in N.

Lemma 1: [PiQu] A cut (S,S) separating s from t in N  is a minimum cut if and only if S is a closed set of N  contain­

ing s but not t.

Let R be the residual graph of N  with respect to the maximum flow /. Let C be a strongly connected com­

ponent of R and vg C. Then based upon this Lemma if vg S then C is also member of S.

Observation 2: There is one-to-one correspondence between the mincuts of G and the closed sets of N.

£
Definitions: Let N  be the residual network of G with respect to a maximum flow. Shrink its strongly connected 

components into single vertices. Let L be the resulting acyclic network. (We will use Lst to emphasize the fact the 

maximum flow is taken between s" and f).

Theorem 1: [PiQu,BaPr] The resulting acyclic network L is the same for any maximum flow.
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Based upon the above Theorem 1 and Lemma 1 the problem of finding all s - t  mincuts in L is reduced to the 

problem of finding all closed sets in L which we get after shrinking all strongly connected components of N. This 

justifies Step 6 of the algorithm. Hence, this establishes the correctness of the algorithm by our discussion preced­

ing the algorithm.

Let us state time complexities of all steps of the above algorithm. We establish the bounds for Steps 4 and 7 

below. Step 1 takes O(max(k,n/i)kmn‘/i) time [Ga.GiSo]. Step 2 takes O(m+n) time. Steps 3-8 are repeated kn 

times. Step 4 takes 0  (min(k,'fn)(m+n)) time and step 5 takes 0(m+n) time. Step 6 also takes 0(m+n) time. 

Step 7 takes O (min(Afiyn + kn1 Mijkn + n)) time, where is the number of separating ¿-sets between Vj and jc,. 

Step 7 takes O (min(Af/i + k 2n3M kn +kn2)) time over the execution of both loops, where M is the number of 

separating ¿-sets in G. Step 8 takes constant time. The total time for the algorithm is 

©(min (Mn+k2n 3 M kn + knmmm(k,^ln))) = O (2kn3).

Steps 4-7 show how to find all separating ¿-sets between a pair of vertices s and t of G. Let us see in detail 

how we actually do this. First, we construct a digraph G = (V,E) as in [EvTa] (see also [Evl]): For every vertex 

v eV  put two vertices v' and v" in V with a directed edge (v',v")eE. For every edge (u,v)eE, put two edges 

(u",v')e£ and (u\v")eE . Define now a network with digraph G, source s", sink r\ unit capacity for all internal 

edges (edges for every vertex of G) and infinite capacity edges for all other edges of G (external) (see figure 1).

Lemma 2: [Evl] If (s,t)eE  then the least cardinality (s j)  vertex separator is equal to the maximum number of ver­

tex disjoint paths between s and t.

There are two ways to find a maximum flow from s" to t' in G. The first method is faster for small values of 

¿, and works as follows. We find ¿ directed paths in G from s" to t', one path at a time. Call the resulting flow F. 

There are no ¿-sets separating s and fin G if and only if we can find a path from s" to t' in the residual graph G with 

respect to F. This entire algorithm runs in 0  ^  (m+n)) time.

The second algorithm is faster then the first for large values of ¿. In this algorithm we simply find a maximum 

flow in 0(m 4n)  time using Dinic’s algorithm in a unit network [Ta]. Hence we implement step 4 using one of 

these algorithms depending on the value of ¿. Hence the time complexity of this step is 0  (min(¿, Vn)(/n+n)).

There are several different algorithms which find all closed sets of an acyclic directed network [BaPr,ScBa]. 

We will present one of them after the following lemma. Let us see know how many edges the directed acyclic
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network! can have.

Illustrating the reduction from G to G. 
Figure 1.

Observation 3: Take any two adjacent vertices of G. There are four vertices in G corresponding to them. If the 

vertices of G corresponding to them were not used in a maximum flow from s" to t' then in the residual network 

they will form a directed cycle of length 4 (see figure 1).

Let /  be a flow from s" to t' in G, which we create by using shortest augmenting paths only. That is, we 

always choose a shortest augmenting path of the current residual graph to increase the flow. Let us call this flow a 

shortest path flow.

Lemma 3: Let /b e  a shortest path flow from s" to t' in G. Let N' be the residual graph of G with respect to /. Let 

V  be the acyclic graph which we get after shrinking the strongly connected components of AT. Then the number of 

edges in L' is 0  (fn), where n = \ V \.  (Note that there is one path from s" to /  in G for every unit of flow /. These 

paths are vertex disjoint).

Proof: We will prove that the number of edges of V  is at most lln  by induction on l, where / is the number of paths 

in G for flow f ( f =  t).

Let / = 1. Take a shortest path P from s to t in G. There are no edges between vertices of the path P except the 

edges E (P) (edges of the path itself), because the path is the shortest. A shortest path P in G corresponds to a
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shortest path P in G. Every edge in P corresponds to two edges in G, one forward edge which is part of P, and one 

backward edge which connects two vertices of P. Also every vertex of P corresponds to an edge in P. Hence, the 

number of edges in G corresponding to P is 3p, where p is the length of P in G.

All vertices of V -P  which are not on P have at most 3 edges incident on the path. Hence, the number of edges 

E' between vertices of P and the vertices in V-P is at most 3(n-p), where p is the length of P. All edges of G 

which correspond to E -E '-E  (P) in G will be shrunk in N' by Observation 3. There are 2 edges in G corresponding 

to each edge of E \  and there is one edge in G corresponding to each vertex of G. So, the number of edges in V  is 

<ln.

Assume the claim is true for / < r, and let l = r+1. That means that there are 0  (rri) edges in L' for flow/ =  r. 

Let P r=(Pu  • • • ,Pr) be the r vertex disjoint paths in G which form the flow /. Consider the edges E in G, which 

neither belong to paths P r from s" to /' nor are adjacent to them. By the assumption there are <lrn edges in E -  E 

adjacent to paths P r from s" to t' or on them. Find the shortest augmentation path P in the residual graph N* of G 

with respect to /from  s'' to t'. An edge eeE  will be shrunk in N' unless it belongs to P or is adjacent to it. Note that 

all of the neighboring edges of all previous r paths P r were already counted by the assumption. We claim that there 

are at most In  edges adjacent to P or on P which are in E.

Case 1. Let e = (v1,v2)gP such that V iiP r and v 2e P r. Let P i be the set of all edges of this type on P. Then 

there are at most 3 edges between each vertex of V and the endpoints of E i which are in E, because P is the shortest 

augmenting path.

Case 2. Let e = (v!,v2)eP  such that v1e P r and v2e P r. Then all of the edges adjacent to e were already counted 

by the assumption.

Case 3. Let e = (vu v2)eP  such that either v xe P r or v2e P r but not both. Note that the only edges of G which 

were reversed in N* are the edges of P r. There are two subcases

Case A. v1e P r. Then there is only one edge outgoing from v2, which is the edge of Case 1. Hence, all of the edges 

adjacent to v2 were already counted in Case 1, and all of the edges adjacent to Vi were counted in Case 2.

Case B. v2e P r. Then there is only one edge incoming to V! which is the edge of Case 1. Hence, all of the edges 

adjacent to V! were already counted in Case 1, and all of the edges adjacent in v2 were counted by Case 2.
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That conclude the proof of the Claim. Hence, the number of edges in the network L is <7(r+l)n.

This concludes the proof of the lemma.

□

Corollary: The number of edges in network L is 0  (Jen).

An antichain in an acyclic network is a subset of nodes R such that for all pairs of nodes i and j  in R, i is nei­

ther a predecessor nor a successor of j. The algorithm Antichain finds all closed subsets of a directed acyclic net­

work L, and runs in a linear time per subset [BaPr].

Observation 4: [PiQu.BaPr] Each antichain of L one-to-one corresponds to a closed set of L.

Let V (L) be the set of vertices of L, and E (L) be the set of edges of L. Let C be a part of an antichain, and the 

algorithm recursively adds a vertex to the antichain at each step. Initially C is empty. Let M be the number of 

antichains in L, initially 0.

Antichain (V{L\E(L),C \M )

Step 1: Choose an ieV (L ) of in-degree 0 and output Cu{z}; set Af = 1; if V(JL)-{i) = 0 ,  stop.

Step 2: Delete i from V (L ) to obtain L = (V (L),E (£)) and Call Antichain (V(L),£ (L),C 'M')\ set M = M + M \

a
Step 3: Find all successors of i, denoted by SC(i). If V(L)-SC (/)-{*} = 0 ,  then stop; otherwise delete SC(i)Kj{i} 

from V(L) to obtain L = (V(L),E(L)) and Call Antichain (V(L),£(L),Cu {z};Af/); setM = M + M \

The correctness of this algorithm can be found in [BaPr]. The time complexity of this algorithm is 0  (Mstm), 

where m is the number of edges in L and Mst is the number of ¿-sets separating s and t in G.

But it can be improved. Let us find all successors of each vertex of L before calling algorithm antichain. That 

can be done in O (mn) time, where m is the number of edges in L and n is the number of vertices in L. We build a 

depth first search tree Tx for each vertex x  of L in 0  (m+n) time per vertex. Since L is acyclic graph we can find all 

successors of x  in linear time from Tx. Then all substeps of Step 3 of the algorithm Antichain takes only 0  (n) time, 

since we only need to read and merge the lists of maximum size n. Hence, the entire algorithm takes O (Mstn + mn) 

time instead of 0  (Mstm ).
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Recall that m = 0(kn)  for L. The time spent by the algorithm to find all ¿-sets separating s and t in G is 

0(min(Mstkn + min(k,'fn)bnn),(Mstn + k2n2)). Since we add edge fc.vy) to G, the separating ¿-sets which we 

have already found, cannot be found again for any other pair of vertices in the updated G. Hence,

i=k j=n  

i=l y=l
n2

where M is the total number of separating ¿-sets in G. Since M = 0  (2*— ) [Ka2], we conclude that the total time

complexity of the algorithm is ®(min(Mnk + kmnmm(k,'fn),Mn + k 2n 3) = 0 (2 kn 3). Note that for finding all 

minimum size edge separators we need to find all minimum separating edge sets between at most n -1  pairs of ver­

tices [BaPr]. In contrast our algorithm needs to consider kn pairs in order to find all minimum size separating vertex 

sets.

5. Parallel algorithm

In this section we present a parallel algorithm for finding all minimum size separating vertex sets of G. Note 

that if ¿ is bigger than poly\og(ti) than the time complexity of the sequential algorithm from the previous section 

might be greater than polynomial in n. The parallel algorithm is very similar to the sequential one, but every step of 

it will use a parallel version.

Algorithm

1. Find connectivity ¿ of a graph G

2. a). Take a set K of ¿ vertices of G. Check if the set K is a separating ¿-set of G.

b). Form all pairs of vertices (x,v), where x e K  and ve G. There are kn pairs. Number these pairs.

3. For every pair (x,v) make a copy of the graph G and add an edge (y,z) for every pair (y,z) whose number is 

smaller than the number of the pair (x,v). Call this graph G^.

4. For every pair (x,v) create a directed graph G„ by using the Even-Tarjan reduction. Find the maximum flow

from.*" to v' in Gm.

5. If f xv=k do

6. Shrink all strongly connected components of the residual graph of G„ with respect to f„ . The resulting 

acyclic directed graph is L„.
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7. Find all closed sets of L„ .

Now, we will show how to implement each step efficiently in parallel. For step 1 we will use idea from the 

sequential algorithm. We will take k vertices of G (K) and find the maximum flow between every vertex K  and 

every vertex of G. Note that since we can run all of these kn maximum flows in parallel, we can stop as soon as we 

find the maximum flow for one of the pairs.

For maximum flow we can use several different algorithms. The first algorithm is deterministic and is better 

for small values of k. It uses the straight forward implementation of the above algorithm. It takes 0  (klogn) parallel 

N atime using O (kn-— n) EREW PRAM processors, where N a is the number of processors needed for matrix multi­
log

plication [KarRa]. We use matrix multiplication for finding the shortest path in for each pair (x,v) in parallel. 

We need to repeat this at most k times.

The second algorithm is a randomized algorithm, but runs faster for large k. We find a maximum flow for 

every pair in a unit network using randomized parallel algorithm for matching [MuVaVa]. That takes 0  (log2n) 

parallel time using O (kn2N a) CRCW PRAM processors and gives an RNC algorithm.

First part of Step 2 takes O (logn) parallel time using O (n+m) CRCW PRAM processors [ShVi]. Second part 

of Step 2 takes O (\ognk/\og\ognk) parallel time using 0  (nk/logkn) CREW PRAM processors using parallel prefix 

[KarRa]. Step 3 takes 0(1) parallel time using 0(nk(m+n)) EREW PRAM processors. Step 4 is essentially the 

same as step 1. Step 6 takes 0  (logn) parallel time with 0(knN a) CRCW PRAM processors [Hi]. Step 7 takes 

0  (logn) parallel time using 0 (M ^n 2) CRCW PRAM processors. We will show the implementation of this step 

below.

Let be the residual graph of G with respect to a maximum flow from x"  to V  with shrunk strongly con­

nected components. Recall that there is one-to-one correspondence between the ¿-sets separating x  and v in G and 

the antichains in L„. If we add to all edges between every vertex y and all of its successors then we get a transi­

tive closure L+. Then every antichain in L+ still gives an (S,S) cut in N„. The network L+ is still acyclic and 

directed. We will use the adjacency matrix of L£, to if two vertices are incomparable.

For the problem of finding all antichains in a transitive closure of an acyclic network we will use well-known 

doubling technique. We will first find all antichains of sizes of powers of 2, and then use them to find all other
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antichains of all other sizes. Take every single vertex as an antichain. Take all antichains of the current size and 

take all possible unions between them. Now, check all created sets and remove all sets which are not antichains of 

the double size or repetitions. Repeat that procedure logn times. This creates all antichains of the sizes of powers of

2. Now we can use these antichains and get antichains of all others sizes using at most log« antichains of the sizes 

powers of 2.

Algorithm

1. Form a transitive closure L+ of an input network L.

2. Take every vertex as antichain

3. Repeat logn times

Find all antichains of the double size using antichains of the current size

4. Find all other antichains of all other sizes using at most logn independent sets of sizes of powers of 2.

5. Find all closed sets in the network using antichains.

Let us state the time complexities and processor bounds for each step of the above algorithm. We establish

the bounds for Steps 3 and 4 below. Step 1 of the above algorithm runs in O (logn) time using O (Na) EREW

PRAM processors, where N a is the number of processors used for matrix multiplication [KarRa]. Step 2 runs in

O il)  parallel time using O (n) EREW PRAM processors. Step 3 runs in (9(logn) parallel time using 0(M 2tn2)

CRCTW PRAM processors as shown below. Step 4 runs in 0  (logn) parallel time using O (M2,n2) CRCW PRAM

processors [TaVi]. Step 5 runs in 0  (1) parallel time using 0  (Mstm ) CREW PRAM processors. Hence, total paral-

6
lei time spent is 0  (logn) using @(AfJn2) = O (4*— ) CRCW PRAM processors.

k L

Let us see in detail the implementation of Step 3. Note that the number of antichains in L+, is equal to the 

number of ¿-sets which separates s and t in G (Mst). First of all, we take all Si and S2 which are two different 

antichains of current size /, to create at most M2, sets of size 2i. In order to check if a created set is an antichain of 

size 2i we need to check two properties. First, that the created set is an antichain, and second that its cardinality of a 

set is 2i. For the first property we will check the nxn adjacency matrix of For the second property we check if 

a \=b for every pair of elements (a,b), where aeS  x and be S 2. So we can check each set in O (1) parallel time using



14

O (n2) CRCW PRAM processors. Hence, Step 3 runs in 0  (logn) parallel time using O (M2tn 2) CRCW PRAM pro­

cessors and Step 4 runs in 0  (logn) parallel time using 0  (M2,n 2) CRCW PRAM processors.

We have to run the above algorithm for kn graphs, one for each pair (x,v). But

i=k j=n

«=1 j-l
since no separating £-set is created twice.

E I,Min2 < (J  = M 2n2 £ 4*-̂ -,
«'=1 j =1

£
k 2

Hence, step 7 of the parallel algorithm for finding all minimum size separating vertex sets runs in 0  (logn)

Tl°times using O (4*— ) CRCW PRAM processers for all kn pairs of vertices (x,v) xe  K and vg V. 
kz

The entire parallel algorithm runs in O (£logn) deterministic time using @(Ai2n2 + knNa) = O (4k^ r  + knNa)
k l

CRCW PRAM processors, or runs in 0  (log2n) randomized parallel time using

6
@(M2n2 + kn2N a) = O (4*—  + kn2N a) CRCW PRAM processors, where N a is the number of processors needed

k z

for matrix multiplication.
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