View metadata, citation and similar papers at core.ac.uk brought to you by fCORE

provided by lllinois Digital Environment for Access to Learning and Scholarship Repository

November 2012 UILU-ENG-12-2207

USING A SPECIFICATION-BASED
INTRUSION DETECTION SYSTEM
TO EXTEND THE DNP3
PROTOCOL WITH SECURITY
FUNCTIONALITIES

Hui Lin, Adam Slagell, Zbigniew Kalbarczyk, and
Ravishankar K. lyer

Coordinated Science Laboratory
1308 West Main Street, Urbana, IL 61801
University of Illinois at Urbana-Champaign



https://core.ac.uk/display/158319885?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1

REPORT DOCUMENTATION PAGE

Form Approved
OMB NO. 0704-0188

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources,
gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comment regarding this burden estimate or any other aspect of this
collection of information, including suggestions for reducing this burden, to Washington Headquarters Services. Directorate for information Operations and Reports, 1215 Jefferson
Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, Paperwork Reduction Project (0704-0188), Washington, DC 20503.

2. REPORT DATE
November 2012

1. AGENCY USE ONLY (Leave blank)

3. REPORT TYPE AND DATES COVERED

4. TITLE AND SUBTITLE Using a Specification-based Intrusion Detection System to
Extend the DNP3 Protocol with Security Functionalities

6. AUTHOR(S)
Hui Lin, Adam Slagell, Zbigniew Kalbarczyk, and Ravishankar K. lyer

5. FUNDING NUMBERS

DE-OE0000097 (DOE)
OCI-1032889 (NSF)

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES)
Coordinated Science Laboratory, 1308 W. Main St., Urbana, IL, 61801

8. PERFORMING RGANIZATION
REPORT NUMBER

UILU-ENG-12-2207

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES)
U.S. Department of Energy, 1000 Independence Ave. SW, Washington, DC 20585

10. SPONSORING/MONITORING
AGENCY REPORT NUMBER

National Science Foundation, 4201 Wilson Boulevard, Arlington, VA 22230
Infosys Limited, Electronics City, Hosur Road, Bangalore, 560 100, India
The Boeing Company, P.O. Box 516 MC S306-4030, St. Louis, MO 63166-0516

11. SUPPLEMENTARY NOTES

12a. DISTRIBUTION/AVAILABILITY STATEMENT 12b. DISTRIBUTION CODE

Approved for public release; distribution unlimited.

13. ABSTRACT (Maximum 200 words)

Modern SCADA systems are increasingly adopting Internet technologies to control distributed industrial assets. As proprietary
communication protocols are increasingly being used over public networks without efficient protection mechanisms, it is increasingly
easier for attackers to penetrate into the communication networks of companies that operate electrical power grids, water plants, and
other critical infrastructure systems. To provide protection against such attacks without changing legacy configurations, SCADA
systems require an intrusion detection technique that can understand information carried by network traffic based on proprietary
SCADA protocols. To achieve that goal, we adapted Bro, a specification-based intrusion detection system, for SCADA protocols in
our previous work. In that work, we built into Bro a new parser to support DNP3, a complex proprietary network protocol that is
widely used in SCADA systems for electrical power grids. The built-in parser provides clear visibility of network events related to
SCADA systems. The semantics associated with the events provide us with a fine-grained operational context of the SCADA system,
including types of operations and their parameters. Based on such information, we propose in this work two security policies to
perform authentication and integrity checking on observed SCADA network traffic. To evaluate the proposed security policies, we
simulated SCADA-specific attack scenarios in a test-bed, including real proprietary devices used in an electrical power grid.
Experiments showed that the proposed intrusion detection system with the security policies can work efficiently in a large industry
control environment that can include approximately 4000 devices.

14. SUBJECT TERMS 15. NUMBER OF PAGES
SCADA,; DNP3; Bro; Specification-based intrusion detection system; Authentication 8

16. PRICE CODE

17. SECURITY CLASSIFICATION
OF REPORT

UNCLASSIFIED

18. SECURITY CLASSIFICATION
OF THIS PAGE

UNCLASSIFIED

19. SECURITY CLASSIFICATION
OF ABSTRACT

UNCLASSIFIED UL

20. LIMITATION OF ABSTRACT

NSN 7540-01-280-5500 Standard Form 298 (Rev. 2-89)
Prescribed by ANSI Std. 239-18

298-102




Using a Specification-based Intrusion Detection System to

Extend the DNP3 Protocol with Security Functionalities

Hui Lin', Adam Slagell?, Zbigniew Kalbarczyk®, Ravishankar K. lyer*
'Coordinated Science Laboratory, University of lllinois at Urbana-Champaign,
1308 W. Main Street, Urbana, IL, 61801
*National Center for Supercomputing Applications, University of lllinois at Urbana-Champaign,
1205 W. Clark Street, Urbana, IL, 61801

1{hlin33, kalbarcz, rkiyer}@illinois.edu, 2slagell@illinois.edu

ABSTRACT

Modern SCADA systems are increasingly adopting rhde
technologies to control distributed industrial &ssAs proprietary
communication protocols are increasingly being usesr public
networks without efficient protection mechanismg, is
increasingly easier for attackers to penetrate intoe
communication networks of companies that operagztiétal
power grids, water plants, and other critical isfracture
systems. To provide protection against such attagkbout
changing legacy configurations, SCADA systems neqjLan
intrusion detection technique that can understarfdrination
carried by network traffic based on proprietary $®protocols.

To achieve that goal, we adapted Bro, a specifinabased
intrusion detection system, for SCADA protocolsour previous
work [13]. In that work, we built into Bro a newngar to support
DNP3, a complex proprietary network protocol thatwidely

used in SCADA systems for electrical power grids e built-

in parser provides clear visibility of network et®melated to
SCADA systems. The semantics associated with thentev
provide us with a fine-grained operational contaixthe SCADA

system, including types of operations and theiapesters. Based
on such information, we propose in this work twociséy

policies to perform authentication and integrityecking on

observed SCADA network traffic. To evaluate the pused

security policies, we simulated SCADA-specific ektascenarios
in a test-bed, including real proprietary devicesedi in an
electrical power grid. Experiments showed that greposed
intrusion detection system with the security peficican work
efficiently in a large industry control environmehat can include
approximately 4000 devices.

Categories and Subject Descriptors
K.6.5 [Security and Protection]

General Terms
Security

Keywords
SCADA, DNP3, Bro, specification-based intrusion dtts
system, authentication

1. INTRODUCTION

SCADA (Supervisory Control And Data Acquisition) stggms
monitor and control geographically distributed éssund in
power grids, water plants, and other critical isfractures.
Exposing such control systems to public networkgdases the
risk of attacks and failures inherited from the ooencial off-the-
shelf (COTS) network infrastructure. However, mammynpanies

operating critical infrastructures  still use praary
communication protocols that have been integraieetily into

the TCP/IP stack without addition of appropriateotpction
mechanisms. Consequently, the cyber threat to SCADA
operations is “one of the most serious economic aational
security challenges we face” [17]. This threat angder exists in
theory only. For example, in 2011, an attacker trated the
control system of a water plant in Texas [12]; isirilar incident

in 2012, gas pipelines were attacked by cyber dersi [10].

Some efforts to provide secure communications teeen made,
such as design of more secure protocols [5][16]weéier,

deployment of those approaches on existing legacgware and
software cannot be accomplished overnight.

To provide secure communications without changhmy durrent
communication structure in control environments,pr@pose use
of a specification-based intrusion detection systdidS) to

extend proprietary protocols with security funchtities.

Specifically, we adapted Bro [20][22], a real-timetwork traffic

analyzer, to integrate parsers for proprietary oetwprotocols,
such as a DNP3 protocol used in the cyber infrasiras of the
electrical power grid. The built-in parsers generatwork events
related to SCADA commands. In previous work, wecdbsd

how the IDS extracts semantics from DNP3 networekpts, so
we could validate conformance of the communicapaitern to
the protocol definitions [13].

In this paper, we focus on details of how the SCASantics
can be used to enhance proprietary SCADA protacofsovide

secure communications. We propose the introduatfosecurity

policies into the IDS to provide the SCADA protaealith basic
but also critical security functionalities: (1). rifg that the

observed operations are from the authenticatefasitk (2) verify

that the operation is free from corruption durirggnenunication.
With the help of the parser, the proposed IDS catinguish

observed control operations based on their phydmedtions,

access types, command parameters, and other sdfilBased on
that information, we can adapt the policies to mspecific

requirements in control environments. It is possitol implement
and execute the policies in the isolated truste® I@omain

without changing current communication structurethie general
industrial control environment.

We evaluated the IDS and the implementation of gheurity

policies in a test-bed that included real proprietievices used in
the electrical power grid. To simulate attack scesa we

successfully built a piece of Trojan malware anduded it in a
legacy device. In the attack scenarios, the IDSfopmed

intensive computation while monitoring and detegtmalicious
network traffic.



The remainder of this report is organized as fodlolm Section 2,
we analyze security threats and present our assaumpiSection
3 presents the construction of the proposed IDSti®e 4
describes in detail the security policies that weiltend DNP3
with authentication and integrity validation furmtalities.
Section 5 describes the experimental test-bed &ed pblicy
implementations. In Section 6, we evaluate the psed IDS and
the implemented security policies. An overview elfited work is
provided in Section 7. We conclude in the lastisact

2. BACKGROUND
2.1 Threat Modd

Figure 1 presents components of SCADA systems carymo

used in electrical power grids. Other industry coinsystems,
such as gas and oil pipelines and wastewater dogysiems,
share a similar communication structure [21].

Control Center. In the control center, human machine interface

(HMI) computers are included to acquire measurerdatd from
connected remote sites. After analyzing the dateam operators
issue appropriate control operations. The colledatd as well as
issued operations are logged in a data historiaa.cbntrol center
can be penetrated through dial-in modems, wiredesess points,
and other pathways, as shown in [25]. That cause®re
problems, as attackers can masquerade as insBleitself, the
building of more secure communications, as disaldeethis
paper, is not sufficient to solve those problems.aixesult, in this
work, we assume that the control center is trusted.

Field Devices. Located in the remoteld site the field devices
(also referred to aRemote Terminal Unit;h some documents)
act as a gateway that communicates with actuatwissansors.
All field devices, actuators, and sensors tendetednnected in an
Ethernet to avoid point-to-point connections. Theddf devices
usually run COTS operating systems and can be gunef
remotely over communication networks. As a redidid devices
can be compromised by malware to perform man-iratidzle
attacks. Notably, in this work, we inserted a piefeTrojan
malware into a real proprietary field device. Thalware can
successfully perform false-data injection attacks rbodifying
measurement data in DNP3 network packets [15]. |&ilyj
errors can also be injected into DNP3 traffic iskteefield sites.

Control Network. This long-distance communication channel

connects the control center and remote field sites. question of
whether or not the information transmitted over tbentrol

network is trusted depends on what protocols assl.ub this
paper, we focus on deploying protections over walbie SCADA
protocols. Consequently, the SCADA network traff@nnot be
trusted during the transmission, as an attackercoanect to the
control network to sniff the SCADA traffic and rapl it.

However, with the same physical media, we couldupetrusted
tunnels between our instances of IDS sensors, @srsin the
section 3.3.

Actuators and Sensors. It is also possible to penetrate through

actuators and sensors by generating false measoiredata.
Based on these data, the control center may estianftulty state
of a field site and thus issue incorrect commantss).[It is
possible to physically protect enough actuators sewsors to
prevent the generation of false data [2][11]. Horeexploiting
field devices to generate false data does not meqpihysical
access, and we believe that this is a more sevatterealistic
threat to the industry control environment.

In this work, we focus on the transmission of DNR@kets from
the trusted control center to the actuators andasrthrough the
malicious communication media, including the urtedscontrol

network and field devices.
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Figure 1: SCADA SystemsUsed in Electrical Power Grids

2.2 DNP3: Distributed Network Protocol

In this paper, we focus on extending the DNP3 maitavith
security functionalities. Most previous research ftegused on the
Modbus protocol [23], which defines very simpleusture for its
network packets. The DNP3 protocol, however, is
“representative complex SCADA protocol” [7] packedo the
TCP/IP stack in a complicated manner. Thus, itifficdlt to
manually extract information from DNP3 network petsk

DNP3 was initially used over serial lines, so ifides its own
application layer, transport layer, and data lirdyer. That
hierarchy cannot be directly mapped to the TCPik As a
result, all three DNP3 layers are packed togettseraasingle
application layer payload over the TCP layer (Figay.

The original application layer of the DNP3 protodntroduces
complex structures as well. Each application lds@gment starts
with an application header, which indicates whagrafions are
performed. Multiple object headers can follow thgplacation
header to index target devices. Thus, it is possiblapply the
same operation to multiple devices by issuing glsipacket. The
data object following the object header indicathe stpecific
parameters of the operation. In this paper, wectlraise DNP
packets to refer to the original DNP3 applicatiaper fragment.

Application
Header
App Layer App 153 Object Object
TCP Laycr Transport Header1 | " Header n
La er
1P Layel Data Link Layer
Data Data
TCP/IP Stack DNP3 Over Object 1.1 Object n.1

Serial Line

Figure 2: DNP3 over TCP
3. DNP3ANALYZER

In this section, we present the main componentshefDNP3
analyzer the proposed IDS based on Bro [20][22]. Bro izal-
time network traffic analyzer widely used in forensinalysis,
intrusion detection, and other network-related wsial The

modifications that we made to adapt Bro for SCADA
environments are highlighted in Figure 3.

3.1 DNP3 Par ser

We built a new parser for the DNP3 protocol. Theimma

responsibility of the parser is to decode byte astre into
meaningful data fields according to the protocolrdigdin. After



parsing, the DNP3 parser generates SCADA systewifape
events.
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Figure 3: DNP3 Analyzer Based on Bro

The DNP3 parser exploits a compiler-assisted taohedbinpac

to shorten the development period and to ensurécdbg
correctness [19]. At the current stage, we builil &rcluded in

Bro the DNP3 parser to support complex hierarchgtalcture

found in the DNP3 protocol. By using the sabiepactechnique,

we believe that parsers to support other SCADA qumis can

similarly be developed.

3.2 Event Handlers

Event handlers are used to analyze network evemsrgted from

the parsing of each DNP3 network packet. The semant

information related to each event is extractedrdpparsing. For
example, adnp3_crob (Control Relay Output Block) event is
generated by the DNP3 parser if an operation tarebmelay
outputs is found within a DNP3 request. The paranset
associated with this operation, such as the typledanation of the
operation, are extracted from the packet and delivdo the
corresponding event handler.

A declaration of an event handler, including itsmea and
arguments, provides an interface between the DN#&8ep and
the policy script interpreter. During the parsirgran-time, the
value of each argument is updated by the semanmficcnhation
related to the event. We declared and associateyemt handler
with each type of data field defined in the DNP3 quot; thus,
the DNP3 analyzer can cover all semantic infornrmafrom any
type of DNP3 network packet. Although the declanagi of event
handlers are fixed, their definitions (what one deitls an event)
are left to be implemented in Bro scripts writtep fecurity
experts. In specific operational contexts, suchopsrations in
power grids, one can dynamically adjust securityicgs by
including definitions of different event handlers.

3.3 DNP3 Analyzer Deployment

The proposed DNP3 analyzer can be connected totworke
switch or a router in both the control center ahd field sites
(Figure 4). Most commercial switches or routersvjae “span
ports” or “mirror ports” that replicate all networkaffic going
through them. Being tapped to those ports, DNP3yaees are
able to monitor and analyze local network eventthiwi the
control center or the field sites as well as glathmunications
between them. Furthermore, a DNP3 analyzer instateoyed
in a separate off-the-shelf workstation, is ableéotild a trusted
communication channel, e.g. over TLS/SSL, to otB#P3
analyzer instances.

. /IDS Domain™,
! N DNP3
P i Analyzer

Field Site o

H Field Site LAN | | o
N T S Analyzer

Figure 4: DNP3 Analyzer Deployment
4. SECURITY POLICIES

In our previous work, we developed a protocol \atiich policy

to verify whether observed DNP3 network packetsfmon to

protocol definitions [13]. In this paper, we focmsdetail on how
to use the extracted semantics to protect agaiaktious attacks.
The original DNP3 protocol does not include effeeti
authentication and encryption mechanisnia this section, we
propose two security policies for detecting attathkat exploit
those vulnerabilities. The proposed policies arecHigally

defined for the context of SCADA systems that ofgerdectrical
power grids.

The DNP3 analyzer inherits Bro’s core idea of safiag event
generation from event analysis. Consequently, #gcpolicies
presented in this section can be adjusted at me-tio meet
specific operational context and attack scenarios.

4.1 Authentication Policy

4.1.1 Attack scenario

With a vulnerable network configuration, it is pibiés for an
attacker to connect to the control network throdgimg-your-
own-device (BYOD) mechanism. Thus, the attacker wff and
modify DNP3 network packets to perform replay dttacBy
issuing control operations, he or she can mali¢yoasntrol the
remote field sites.

4.1.2 Policy specifications

In the initial approach, we proposed to rely on thegstem
activities in the control center to perform autheations.
Specifically, system logs or application logs thantain the
relevant information, such as who issued what djgera at what
time, are correlated to the run-time network pagladiserved by
the DNP3 analyzer.

This technique, which feeds host semantics badkeonetwork
IDS, has been used in general computing envirorsné¢sit
However, we found that it must be adapted to meetific
requirements in the control environment. In theustdy control
environment, network traffic can be divided intottypes:

« Automatic operations. Controlled by hardwired machines,
these operations are frequently issued to
measurement values from remote sites, e.g.,
operations that read binary outputs.

e Manual operations. Controlled by human operators, these
operations are used to configure field devices perate
actuators and sensors, e.g., DNP3 operations ftiatae
configuration file or open/close a replay.

Based on that classification, an authenticatiofmcgahcludes two
rules:

! DNP3 provides only authentication, based on angiext
password, for opening or deleting files in remageides.

retrieve
DNP3



(1) A host activity (in terms of system logs or appiica logs)
must be found to match each manual DNP3 operation
observed in the network.

(2) It is recommended, but not required, that automBtiP3
operations be authenticated.

With the help of the DNP3 parser, we can divide thserved
DNP3 network packets into those two categories.s€quently,
the DNP3 analyzer can selectively authenticate mhenual
operations.

4.2 Integrity Policy

4.2.1 Attack scenario

If an attacker penetrates into field devices, hel@ may use the
mediator that connects the control center and itld Gite (as

shown in Figure 1) to perform a man-in-the-middteaek. For

example, the attacker can corrupt the measurenagatsent to the
control center and also change the operations dssmeemote

field sites. In this scenario, we assume that ikl fdevices,

actuator, and sensors are connected through nesvat&hes or

routers.

4.2.2 Policy specifications

The integrity policy provides site-awareness déest on
corrupted network packets. A single DNP3 packet lmamelated
to multiple physical devices, which are indexed thg object
headers (Figure 2). As a result, when a DNP3 papksses a
field device, the packet is usually divided intoveal packets
issued to different physical devices. The originetwork header
may be replaced with the new ones, but the paydéaéch DNP3
packet, such as issued operations or the measutreiazn should
not be changed.

Based on that understanding, the following intggpblicy is
defined and validated against each field device:

(1) Payload values contained in the ingress and edddH33
packets of the same field device must not be mediifi

The comparison requires only logic operations, stection and
location of the corrupted field device can be deesy efficiently.
With the help of the DNP3 parser, we can also g&silate which
values are corrupted in order to better understhrdattacker’s
intentions. For example, if we can inform the cohtenter that
an attacker has changed a DNP3 request that wamseg to
open a relay into the one that closes it, the sysiperator will
have more information to use in performing remeddivities.

5. IMPLEMENTATION

5.1 Experimental Environment

We implemented the proposed security policies,, ite
authentication policy and the integrity policy, an experimental
test-bed with real-world hardware devices and saftmto mimic
realistic configuration and operation of power gitbstations, as
shown in Figure % Furthermore, we added various different
components to the test-bed to simulate the attaxnasios
mentioned in Section 4.

2 The name and the model of the hardware devicehidden to
preserve the manufacturers’ privacy

________
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Figure5: SCADA Test-bed
The test-bed included the following basic composent

HM . This workstation can run COTS systems, such as @Visd
XP or Ubuntu, to simulate the control center. la HMI, we ran
Protocol Test Harness, software from Triangle Mook Inc.

[24], to control simulated field sites though DNR&twork

packets.

Relay. The protection replay was connected to a Relayt Tes
System and periodically monitored its health status

The Relay Test System. This proprietary hardware device
simulated the configurations of power systems. &ample, the
IEEE 14-bus system or IEEE 30-bus system can béigtwad
and run in the relay test system.

Data Aggregator. The data aggregator included a DNP3 agent
that forwarded an operation from the control cemtethe relay
and aggregated measurement data from it. The dgtagator ran

a custom Ubuntu operating system on the PowerP@Gtecture.

Monitor Machine. The monitor machine was a separate COTS
workstation in which the proposed DNP3 analyzer ran
independently without affecting the operations toé simulated
control center and field site. All the componen&revconnected

to a network switch. The switch was configured stitat all
network traffic was “mirrored” to the monitor maalkei

The test-bed included the following attack-scenapecific
components:

Replaying Agent. This module was written in C and relied on the
TCP/IP socket API. It sniffed the DNP3 network petskon the
network and replayed them with errors injected imémdom
locations. Corresponding error detection codes (@&RGes) were
recalculated to simulate malicious modifications.

Trojan DNP3 Agent. Similar to the replaying agent, this malware
was written in C and relied on the TCP/IP socket. A addition

to performing the same packet forwarding done kg dhginal
DNP3 agent, it modified the forwarded DNP3 paclatsandom
locations with random values. Corresponding erretection
codes (CRC values) were recalculated to simulatdicimas
modifications. The module was cross-compiled andhiiesl in
the proprietary data aggregator, and the errociege packets
were successfully processed without generatingeamnys.

5.2 Authentication Policy | mplementation

In general enterprise systems, an SSH client or ¢lieRt usually
delivers application logs to operating systemsa feal power grid
control center, the data historian plays a simitde by logging
local activities, such as what operations are wsue the HMI
included in the test-bed, we logged operationsedshy the



Protocol Test Harness and delivered the logs to ritmaitor

machine. We implemented that approach by configuaimemote
syslog server in the monitor machine. The syslogsages were
transmitted over encrypted tunnels, so they coolcbe replayed.
We believe that this implementation is also possilol a real
power grid environment.

Table 1: Pseudo Code of the Authentication Policy

event syslog_message(facility: count, userID: cpudsrID:
count, logFc: count, obj_type: count, ...... )
if(facility >= 16 && facility <= 18){
globalUsrID = UsrID;
globalFc = logFc;
globalObj = obj_type;

event dnp3_obj_header(c: connection, is_orig: bapp_control:
count, fc : count, obj_type : count, ....{
if( globalSyslog — current_time() < INTERVAL
&& globalFc == fc && globalObj == obj_type
&& ....... )
MATCH;

}
else{ ALERT; }

Table 1 shows pseudo-code of the authenticatidioypafritten by
Bro scripts. In the implementation, we

syslog analyzer. The event handler records in ¢leddables the
attributes of an operation logged by the HMI, sashtimestamp,
operator ID, and operation type and parameters défiaitions of
three event handlers, i.e., dnp3_request_header
dnp3_response_headeand dnp3_object extract values of the
function code, the object type, and other semainficrmation
from the observed DNP3 network packet. The DNP3yaea
relies on the information recorded by tegslog_messagevent
handler within a predefined time interval to verifshether the
network packet was issued from the control center.

Even though the control center can issue operatioparallel, the

legacy devices, such as the relay machine, can bahdle

operations in serial, for compatibility reasons.n€equently, for
each hardware device that can be identified bydévesses, we
matched a single DNP3 packet with a single syslegsage. If an
attacker injects different SCADA operations throtigé replaying

agent, this activity can always be detected.

5.3 Integrity Policies | mplementation

As SCADA systems tend to rely on Internet technpldgr
communication, field devices can be identified thgb IP
addresses. In our test-bed configuration, the HME data
aggregator, and the relay machine were assignddrefit IP
addresses.

Table 2: Pseudo Code of the Integrity Policy

event dnp3_analog_input_32(c: connection, valuenfjd
if (c$id $orig_h ==Relay_IP
&& c $id $ dest_h == Data_AggregalP }{
globalValue = value;

}

If (c $id $ orig_h == Data_Aggregator_IP
&& ¢ $id $ dest_h == Control_CentédP){
If (gloabValue !=value) ALERT,;

defined the
syslog_messagevent handler that was already declared by Bro’s

The implementation included the definitions of fagnoups of
event handlersdnp3_analog_input_xxdnp3_analog_output_xx
dnp3_binary_input_xxanddnp3_binary_output_x&xx" denotes

data formats, e.g., 8-bit, 16-bit, etc.). Becausspace limitations,
we present only the implementation onlrgp3_analog_input_32
event handler (see Table 2). This event handleexscuted
whenever a 32-bit analog input value is found inDAP3

response.

Based on the source and destination IP addredsesDNP3
analyzer distinguishes between network packets wdifferent
directions. If a packet is an ingress packet dedigdrom the relay
(represented by the first “if” statement), we sttris value in a
global variable. When an egress packet is obserosd the data
aggregator to the control center (represented bysttond “if”
statement), a comparison is made to determine whethnot the
measurement was corrupted during processing.

6. DNP3ANALYZER EVALUATION

6.1 Evaluation Traces

In order to intensify the computations of the aatiwtion policy,
we used the replaying agent to randomly inject DNdP8rations
among legal DNP3 operations issued and logged byHHNII.

Based on the logs from the HMI, we could also yewhether or
not the proposed DNP3 analyzer generated corrextal

Similarly, we replaced the original DNP3 agent ime tdata
aggregator with the Trojan DNP3 agent. The Troj@PR agent
injected errors into the measurement data carrjece§ponses to
the HMI. Injection of errors into the control opgoas carried by
requests can be performed similarly. However, asramelomly

injected errors, we observed that corrupted requésggered
warnings from the relay machine and made it
inappropriately. Therefore, in the experiment, wgdted errors
only into the measurement data, to perform steadttgcks. The
Trojan DNP3 agent was further instrumented to Idjg tlae

injected errors, to help us determine whether th®B analyzer
made the right detections.

In both attack scenarios, we planned to furtheucedhe latency
between issued operations, to analyze the proggssipabilities
of the DNP3 analyzer. However, if the interval beéw DNP3
operations is less than or equal to 0.5 secondgjdta aggregator
and the relay will miss network packets from tiretime. In the
real power grid environment, DNP3 packets are Wpisdued at
a frequency of one or two packets per second [6hs€quently,
instead of evaluating the DNP3 analyzer online, codlected
network traces in two attack scenarios and evaludte DNP3
analyzer offline.

We refer to the two network traces as #race (extracted from
the attack scenario evaluating the authenticataity) and the-
trace (extracted from the attack scenario evaluatingitiegrity
policy). Detailed descriptions of both traces amespnted in Table
3.

respond



Table 3: DNP3 Network Traces

Trace Description Size Size
(MB) | (DNP3 packets)

Contained both syslog

A-trace | messages and DNP31100 2,200,100
network packets.
Contained DNP3 packets

I-trace | carrying  measurement 995 2,040,000
data

6.2 Performance Overhead

As the DNP3 analyzer is used to analyze industrptrob

environments passively, it must process networkkgigcin real
time to provide useful detection results. In thiecton, we
evaluate the throughput of the DNP3 analyzer. Weptdwo

throughput metrics for evaluation: the number df lgrocessed
per second (bps), and the number of packets pred¢ss second
(pps). Performance overheads generated by the piER&rs and
the policies are analyzed separately.

The DNP3 analyzer processed all packet traces,bioth the A-
trace and I-trace, off-line on the monitor machiAg.run-time,
the DNP3 analyzer ran independently without affectperations
of the simulated SCADA components. The purpose & t
additional off-line analysis performed in this sent was to
evaluate analyzers’ ultimate processing capalslittn DNP3
network packets. The resulting analysis can giveamsdea of
how the proposed DNP3 analyzer fits the real SCAR#esns in
addition to the simulated test-bed.

The monitor machine was a VMware virtual machinghwa
single logical processor of two 3.07GHz cores arlds8 RAM.
During the processing, the monitor VM ran exclukiven the
host machine in order to avoid interference frorheotvirtual
machines.

6.2.1 Performance overhead by the parser

The DNP3 parser (the DNP3 analyzer without anycydibaded)

will always be used to parse DNP3 network packigsa result, it
should be efficiently implemented. To demonstréeefficiency,

we compared it to the FTP parser (parsing FTP obotmmands
only) that was already integrated in Bro. The rease chose the
FTP parser was that application layer functionaibd payload
size of FTP network packets are similar to thosehef DNP3

packets.

For the work described in this paper, we used F&aPet from
[18] as the workload of the FTP parser. Howeves,ttAces could
not be directly used in this experiment, as all
requests/responses were included in a single T&§tose In the
collected DNP3 packets, however, each pair
requests/responses were included in an individ@® Bession.
To solve that problem, we extracted the applicagiapload from
the FTP traces. Then we replayed over containedrnat
networks each pair of FTP request and responseparate TCP
sessions. The replay resulted in a traffic tracth \&i large size.
We collected 989M of the resulting trace, which lied
2,392,000 FTP packets.

We ran Bro’s FTP analyzer against that FTP tracktha DNP3
analyzer against the A-trace (with all syslog mgesaemoved).
We did not load any policies for either analyzes. @result, only
the parser processed the corresponding networke.tréide

FTP

of DNP3

performed each experiment for 10 runs to measuzeatierage
execution time.

The evaluation results are presented in Table €nBhough a
DNP3 packet can have complex structures, the DN#PSep had a
better throughput (about 40% better) than the FaiRgy in terms
of both evaluation metrics. The reason was probdbly to the
fact that the DNP3 parser was implemented bybihpacscripts.
The binpac scripts were automatically optimized and translate
into the resulting C++ codes. The FTP parser, hewewas
directly written in C++ in Bro with few manual optizations. As
most of Bro’s prebuilt parsers, including the FT&ger, have
been evaluated in an intense computing environmeat,can
expect that the DNP3 parser will have a similafqrerance in a
large-scale industry environment.

Table 4: Comparison of the DNP3 Parser and the FTP Parser

. Throughput Throughput
Evaluation Target
9 (Mbps) (PPS)
DNP3 Parser 35.34 7123.5
FTP Parser 23.56 13950.4

6.2.2 Performance overhead by the policies

To evaluate the additional performance overheackrgeed by
policies, we loaded the DNP3 parser with two pebcand ran the
analyzer against the corresponding traces. We ipeeid each
experiment for 10 runs to measure the average &redime.

The evaluation results in terms of two throughpudtrns are
presented in the two sub-figures of Figure 6. Siweeevaluated
each policy on two different network traffic trace<., the A-

trace and I-trace (see Table 3), we separatedethdts into two
separate groups. In each group, we used “DNP3 iPargse
represent the scenario in which the DNP3 analyrecgssed the
network trace without any policy loaded. In otherds, only the
DNP3 parser was working. In the other scenarioresgmted by
“DNP3 Parser + Policy,” both the DNP3 parser ane plolicy

script interpreter worked to process the netwaaker

The throughput degradation (in both metrics) ranfyeth 9% to
15%. Notably, the implementations of the securityigies were
not optimized; for example, redundant alerts weve nemoved.
During the processing of both the A-trace and ¢drahe DNP3
analyzer performed intense analysis and /O operat{writing
alerts to local files).

® DNP3 Parser DNP3 Parser + Policy

Authentication

@)

Integrity



m DNP3 Parser

12000

DNP3 Parser + Policy

Throughput (pps)
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Authentication
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Figure 6: The Throughput of the DNP3 Analyzer with
Palicies: (a) in Mbps; (b) in pps

Even under those conditions, more than 8000 DNR@/ark

packets were processed every second (when thecd-tnaas
processed). In an industrial control environmerhsas the power
grid, legacy devices usually issue one or two DNR3work

packets every second [9]. Based on those figuresanticipate
that the proposed DNP3 analyzer can monitor a figte

consisting of 4000 to 8000 devices. When more DidR&yzers
are distributed into different host machines tonfoa monitor
cluster, a larger-scale control environment cambaitored.

7. RELATED WORK

Traditional signature-based intrusion detectiormégues are not
widely used in control environments, because litttealysis of
real attacks is publicly available. Instead, angnfelsed intrusion
detection techniques were initially used in theaar&hese
techniques detect intrusions based on deviatiom fpyofiled
baseline behavior. In [14][26], normal network coomitation
patterns are formed based on destination host ssleke port
numbers, and other information extracted from thisvork packet
header through profiling or self-adaptive learniruspicious
events caused by attackers, such as a random rsdestdi sites,
usually generate network behavior that deviatesnfroormal
patterns and thus can be detected. However, andrmaabd
detection techniques fail to detect malicious nekwpackets
following normal communication patterns, as in th#ack
scenarios discussed in this paper.

Integrity

Specification-based techniques rely on a specificehor policy
that is constructed based on the internal logithef monitored
system. At run-time, any system behavior that desidrom this
policy or model triggers alerts. The work in [3kames that the
attackers’ activities usually result in malformeetwork packets.
A policy is defined to verify whether the structuoé each
network packet conforms to the definitions of theodWus
protocol, another proprietary protocol used in S@ABystems
[23]. Compared to Modbus, many other proprietargtqeols,
such as DNP3, are much more complex and contaie digerse
semantics. Without fully understanding the SCADAGfic
semantics, it is hard to design security policesatalyze well-
formatted network traffic with malicious intentiansVork
presented in [1] applies a specification-based rtiegle to the
advanced metering infrastructure (AMI), which isay different
wireless communication environment. [1] emphasibesdesign
of system models or specifications and their forneification.
The difference between [1] and our work is thatfaeus on the
design of a SCADA-specific IDS that can be usetkad SCADA
systems to provide various run-time semantic aealysuch as
extension of proprietary protocols with the seguftinctionalities
proposed in this paper.

The research described in [8] performed forensialyasis of
semantic information collected from real criticalfrastructure.
The method used in the paper is similar to theifipatton-based
detection techniques. Our work is different in thet propose an
online IDS that can fit into a real SCADA operatibn
environment. In SCADA systems, the latency of ision
detection and response should be small so syst&matops can
perform necessary remedial processes instantly. s, Thhe
proposed DNP3 analyzer was evaluated for its utBrpaocessing
capabilities.

8. CONCLUSION

In this paper, we propose a DNP3 analyzer, an Ha$ gerforms
in-depth analysis on semantics from network trafficcontrol
environments. With the help of our built-in DNP3rger, the
analyzer is able to generate real-time eventseelts SCADA
systems. A sufficient number of event handlersdmelared and
associated with packet data fields to cover all @@
information carried by DNP3 network traffic.

We further propose two security policies to extahd DNP3
protocol with capabilities to authenticate and date the integrity
of each network packet. Knowledge of the SCADA eyss
operational context, such as the type of operatiand their
parameters, enables efficient and accurate poliegigd and
implementation. To evaluate the proposed secutycips, we
simulated SCADA-specific attack scenarios in a-best that
included real proprietary devices. The attack sdesdorced the
DNP3 analyzer perform intensive computation to rwnand
detect malicious activities. Based on the expertaleresults, the
proposed DNP3 analyzer presented good processpapitities,
which shows a potential to work in a large-scaleiremment.

In future work, we plan to correlate SCADA-spedfisemantics
observed from the network with domain-specific sigu
analysis, such as contingency analysis, in the pogrd

environment. As a result, the proposed DNP3 analgar better
understand the effect of the semantics observed fre network
traffic. Based on this analysis, the DNP3 analyzan detect
DNP3 network packets with legal communication pagebut
carrying malicious control operations in payload.
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