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This technical report deals with signal restoration and extrapolation. First, we prove that time-limited deconvolution and time-limited time-variant linear restoration of multidimensional signals can be done by means of fixed-point solutions of contraction mappings.

Then, the band-limited multi-dimensional signal extrapolation problem is studied. (i) We provide several new algorithms for solving the discrete extrapolation problem and show the convergence of the discrete solutions so obtained to the
continuous extrapolation. (ii) We propose four basic models for the extrapolation problem and we present some new techniques for solving the continuous extrapolation problem when the known part of the signal is contaminated with noise. (iii) Several results concerning iterative algorithms for band-limited extrapolation are presented.

## PREFACE

This technical report consists of four parts. The central problem is the extrapolation of band-limited signals.

In Part I, we show that time-limited signal restoration can be accomplished by computing fixed point solutions by means of a certain iterative procedure. An application to extrapolation is shown.

In Part II, a method is presented for obtaining discrete extrapolations of a finite extent sequence. The convergence of the discrete extrapolation to the continuous extrapolation when the sampling rate tends to infinity is shown.

In Part III, several results concerning the case where noise is present in the known part of the signal are presented. We also present 4 basic models for extrapolation and discuss their relationships.

In Part IV, the connection between the well-known iterative procedure for band-limited extrapolation (Papoulis-Gerchberg) is shown to be a special case of a more general procedure given by Landweber in 1951. The relationship between discretization of the Landweber procedure and some of the techniques given in Part II is discussed.

# ITERATIVE TIME-LIMITED SIGNAL RESTORATION 
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## ABSTRACT

The purpose of this paper is to show that time-limited restoration of shift-invariant blurred signals can be done by means of fixed point solutions of contraction mappings, under rather general conditions for the distortion operator. All our results are valid for multidimensional signals. An application of these results to the iterative extrapolation of band-1imited discrete images is shown.

## I. INTRODUCTION

Many problems in signal restoration can be formulated in the following manner: Find a sequence $x(n),-\infty<n<+\infty$, such that

$$
\begin{align*}
& y(n)=\sum_{m=-\infty}^{+\infty} h(n, m) x(m),-\infty<n<+\infty  \tag{1}\\
& x(n)=(C x)(n)
\end{align*}
$$

where $C$ is a constraint operator, $y: y(n),-\infty<n<+\infty$ is the observed signal and $h: h(m, n),-\infty<m, n<+\infty$ is a known distortion operator.

An attempt to solve (1) is to seek solutions of the following equation:

$$
\begin{equation*}
x(n)=\lambda y(n)+\left((C x)(n)-\lambda \sum_{m=-\infty}^{+\infty} h(n, m)(C x)(m)\right) \tag{2}
\end{equation*}
$$

or equivalently, if we choose functional notation, to look for the fixed points of the operator $G$ :

$$
G_{\lambda}(x)=\lambda y+(I-\lambda H) C x
$$

where $y$ denotes the observed sequence, and I and $H$ denote the identity operator and the distortion operator, respectively. The motivation is that (2) prompts the iterative computation of the fixed points by means of the recursion formula:

$$
\begin{equation*}
x^{k+1}=\lambda y+(I-\lambda H) C x^{k} \tag{3}
\end{equation*}
$$

$x^{0}=$ initial guess
(Note that the superscripts do not denote powers.)
Several authors have used this methodology for solving (1). Reference [1] provides an excellent review of this matter. The reader is referred also to [1] for a list of references. Another relevant paper is [2].

In solving the restoration problem by means of the iterative equation (3), three problems arise. The first is to find convergence properties for the iterative scheme. The second problem, which we consider, conceptually to be a much more important problem, is that of relating the fixed points of (2') with the original problem (1). The third problem is the effect of noise in the observed signal on the fixed points of equation (2).

It is clear that any solution of (1) is a fixed point of ( $2^{\prime}$ ), but there is no reason to believe that the converse holds in general; i.e., for some $H$ and $C$ there may be fixed points of ( $2^{\prime}$ ) which are not solutions of (1) at all.

Let us give an example. If we put $(A<\pi)$

$$
\begin{align*}
& h(n, m)=\frac{\sin A(n-m)}{\pi(n-m)} \text { if } n \neq m \\
& h(n, n)=\frac{A}{\pi} \tag{4}
\end{align*}
$$

and if we consider a time-limiting operator as the constraint $T$ :

$$
\begin{align*}
& T(x)(n)=0 \text { if } n \notin\left[n_{a}, n_{b}\right]  \tag{4'}\\
& T(x)(n)=x(n) \text { if } n \varepsilon\left[n_{a}, n_{b}\right]
\end{align*}
$$

then a necessary condition for (1) to have a solution is that $\hat{y}(\omega)$ (the Fourier transform $\sum^{+\infty} y(n) e^{i n \omega}$ of the sequence $y(n)$ ) be of the form
$\sum_{n^{n}}^{n} z(n) e^{i n \omega}$ when $\omega \varepsilon(-A, A)$ and 0 when $|\omega|>A$. Now if we assume that $\mathrm{n}=\mathrm{n}$ a $y(n)^{2}$ does not have that property, then no solutions of (1) can exist. Nevertheless, as we will prove later, $\lambda$ may be chosen such that ( $2^{\prime}$ ) is a contraction mapping. This assures that the fixed point will exist no matter what $y(n)$ is.

We think that this assumption about $y(n)$ is very realistic since $y$ may contain some noise, and in that case its Fourier transform might be very different from a finite trigonometrical polynomial (i.e. $\sum_{n=n_{a}}^{n_{b}} z(n) \cdot e^{i n \omega_{0}}$ ) on $(-A, A)$. This shows that by means of (2) we would be solving a rather different problem from that of (1).

In the case that (1) has at least one solution and $\lambda$ may be chosen such that the operator ( $2^{\prime}$ ) has a unique fixed point, then, of course, the fixed point is the unique solution of (1).

With respect to the first problem mentioned above, it is worth noting that Youla [3] has shown some interesting properties that assure the iterative procedure (3) to be convergent when $\lambda=1, H$ and $C$ are projection operators - onto closed linear manifolds in a Hilbert space.

The third problem to be considered is the stability of the method to be chosen for solving (1). In our case, solving (2) is the chosen technique. As we have already pointed out, (1) is frequently a very poorly conditioned problem since small amounts of noise added to the observation $y(n)$ may make (1) not have any solution. It would be desirable that this was not the case with (2), and, if possible, it would be even better to be able to estimate how much the solutions of (2) will change when some noise is added to $y(n)$.

A satisfactory solution to all these problems may be obtained when ( $2^{\prime}$ ) is a contraction mapping, i.e., when there exists a real number $d<1$ such that

$$
\begin{equation*}
\|G(x)-G(\bar{x})\| \leq d\|x-\bar{x}\| \text {, for all } x, \bar{x} . \tag{5}
\end{equation*}
$$

If (5) holds, then the iterative scheme (3) is convergent, the fixed point
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(2) has to be unique, and it is also known that if we add some noise $\Delta y$ to $y$, we will have:

$$
\begin{equation*}
\|z-\bar{z}\| \leq \frac{|\lambda|}{1-d}\|y\| \tag{6}
\end{equation*}
$$

where $z$ and $\bar{z}$ are the fixed points corresponding to the noise-free and noisy observations, respectively, i.e.:

$$
z=\lambda y+(I-\lambda H) C z
$$

and

$$
\bar{z}=\lambda(y+\Delta y)+(I-\lambda H) C \bar{z}
$$

It is important to note that if $d=1$ (i.e., $G$ is a non-expansive mapping) then equation (6) will not hold. However, for some special G's, the iterative scheme (3) is convergent. (see [2])

In addition, we can obtain a noise-sensitivity analysis for the recursion (3). Let us put:

$$
z^{n}=\lambda y+(I-\lambda H) C z^{n-1}, z^{0}=\text { initial guess }
$$

and

$$
\bar{z}^{n}=\lambda(y+\Delta y)+(I-\lambda H) C \bar{z}^{n-1}, \bar{z}^{0}=\text { initial guess }
$$

Then, we get

$$
\begin{align*}
& \left\|\bar{z}^{n}-\bar{z}^{n}\right\| \leq|\lambda|\|\Delta y\| \sum_{i=0}^{n-1} d^{i}+\left\|z^{0}-\bar{z}^{0}\right\| d^{n}  \tag{7}\\
& \text { (where } d^{i} \text { denotes the ith power of } d \text { ) }
\end{align*}
$$

We think it is very important to point out that the constant d will depend on the parameter $\lambda$. Then, it is interesting to choose $\lambda$ in order to minimize the noise-sensitivity ratio:

$$
\frac{|\lambda|}{1-d}
$$

Sometimes, this amount is minimized by choosing $\lambda=0$, and $d$ approaches 1 when $\lambda$ tends to 0 ; this means that there is a trade-off between noise sensitivity reduction and speed of convergence, since the smaller $d$ is, the faster the convergence $z^{n} \rightarrow z$, as it follows from

$$
\left\|z^{n}-z\right\| \leq d\left\|z^{n-1}-z\right\|
$$

Two important classes of problems are:
A. $H$ is a convolution operator:

$$
(H x)(n)=(h * x)(n)=\sum_{m=-\infty}^{+\infty} h(m, n) x(m),
$$

In this case, the composition of time-1imiting operator defined in (4') and any non-linear non-expansive mapping will be the constraint operator.
B. $H$ is a linear non-negative time-variant operator

$$
\begin{aligned}
& (H x)(m)=\sum_{n=-\infty}^{+\infty} h(m, n) x(n), \\
& h(m, n) \geq 0, \text { for all } n, m
\end{aligned}
$$

Here, the constraint to be considered is non-negative time-1imited signals, i.e.:

$$
(P x)(n)=\left\{\begin{array}{l}
x(n) \text { if } x(n) \geq 0 \text { and } n \varepsilon\left[n_{a}, n_{b}\right] \\
0 \text { otherwise }
\end{array}\right.
$$

In either case A or $B$ we can prove that there exists some real number such that

$$
G_{\lambda}(x)=\lambda y+(I-\lambda H) C x
$$

$$
\begin{equation*}
\left\|G_{\lambda}(x)\right\| \leq d\|x\| \tag{8}
\end{equation*}
$$

where $d$ is a constant which verifies $d<1$, by imposing some additional, rather general conditions on $H$. Note that in case A, (8) implies (5).. This is not true for case B. Therefore, in the remainder of this paper case B will not be considered. Nevertheless, a proof of (8) for case B is included in Appendix II, because we believe that the result may be useful in its own right.

Section II summarizes the main results. In section III, an application of the shift invariant case will be given. Specifically, we will show that the iterative procedure (3) can be used for obtaining an iterative extrapolation of a discrete band-limited multidimensional signal. This result extends those recently given in [5].

Section IV presents some discussions on the iterative restoration technique given by (3) when the constraint operator is a truncation to [ $n_{a}, n_{b}$ ] and the given signal is corrupted with noise. We also show how the results obtained in Section II provide theoretical support for some of the results in [1].

In this section we will state our main results. All the proofs are given in Appendix $I$.

Let $T$ denote the time-limiting operator over $\left[n_{a}, n_{b}\right]$ as defined in (4') and $\delta$ be the unit sample sequence: $\delta(0)=1 ; \delta(n)=0, n \neq 0$.

Theorem 1
Let $h: h_{n},-\infty<n<+\infty$ be a finite-energy sequence, and let $\Gamma$ be a subset of $[-\pi, \pi$ ] of non-zero measure. Let us suppose that $h$ has the following property: there is a number $K$ and there exists some real constant $\lambda$ such that:
(a)

$$
|1-\lambda \hat{h}(\omega)| \leq 1, \text { for all } \omega \varepsilon[-\pi, \pi] \text {. }
$$

(b)

$$
|1-\lambda \hat{h}(\omega)| \leq K<1 \text {, for all } \omega \varepsilon \Gamma \text {. }
$$

Then, it follows that we can find a constant $M<1$ such that:

$$
\|(\delta-\lambda h) * T x\| \leq M\|T x\|
$$

for all infinite sequences $x: x(n),-\infty<n<+\infty$.
Conditions (a) and (b) of Theorem I may be satisfied under rather general conditions for the kernel $h: h_{n},-\infty<n<+\infty$ (Theorem 3). Since the operator $(\delta-\lambda h) * T$ is linear, Theorem 1 also ensures that $(\delta-\lambda h) * T$ is a contraction mapping. Therefore, we have the following

Corollary
With the same notation as in Theorem 1, and under the same conditions for $h$ : $h(n),-\infty<n<\infty$, there exists a real number $\lambda$ such that the operator:

$$
(\delta-\lambda h) * T
$$

is a contraction mapping.

Another important result which can be immediately obtained from Theorem 1 is the following:

## Theorem 2

With the same conditions and notations as in Theorem 1 , if we assume in addition that $C$ is any nonexpansive operator:

$$
\|c x-c \bar{x}\| \leq\|x-\bar{x}\|,
$$

then, the operator

$$
(\delta-\lambda h) * T C
$$

is a contraction mapping, for some real number $\lambda$.
A particular case of Theorem 2 is when $C$ is the positive constraint operator defined by

$$
P x(n)=\left\{\begin{array}{l}
x(n), \text { if } x(n) \geq 0 \\
0 \text { otherwise. }
\end{array}\right.
$$

Since this operator is nonexpansive, Theorem 2 holds.
It is important to find what conditions $h$ should satisfy in order to meet conditions (a) and (b) in Theorem 1.

Let us begin with an important example. We consider the frequency-. limiting operator SINC $_{A}$ defined in (4). Since its Fourier transform is

$$
X_{A}(\omega)= \begin{cases}1 \text { if } \omega \in(-A, A), & \text { (We are looking at the } \\ 0 \text { otherwise. } & \text { interval }[-\pi, \pi] \text { only.) }\end{cases}
$$

we have

$$
\begin{aligned}
& \left|1-\lambda x_{A}(\omega)\right|=1, \text { if } \omega \in(-A, A) \\
& \left|1-\lambda x_{A}(\omega)\right|=|1-\lambda|, \text { if } \omega \varepsilon(-A, A)
\end{aligned}
$$

This means that any $\lambda \varepsilon(0,2)$ satisfies both requirements (a) and (b) of Theorem 1, with $K=|1-\lambda|$ and $\Gamma=(-A, A)$. For any such $\lambda$, we have that

$$
\left(\delta-\lambda \operatorname{SINC}_{A}\right) * T C
$$

is a contraction mapping, for any nonexpansive operator $C$, as it has been stated in Theorem 2.

The next theorem shows that there exist many other sequences which satisfy conditions (a) and (b).

## Theorem 3

Let $H$ be a complex-valued function defined over $[-\pi, \pi]$.
(I) If $H$ has the following properties:

Ia. $\omega: \operatorname{ReH}(\omega)=0 \rightarrow H(\omega)=0$
Ib. $\omega: \operatorname{ReH}(\omega) \neq 0 \rightarrow \operatorname{ReH}(\omega)>M>0$.
Ic. $|H(\omega)|$ is bounded, when $\omega \varepsilon[-\pi, \pi]$.
or
(II) If $H$ has the following properties:

IIa. $H(\omega)=\operatorname{ReH}(\omega) \geq 0$ for all $\omega \varepsilon[-\pi, \pi]$.
IIb. $H(\omega)$ is bounded, $\omega \varepsilon[-\pi, \pi]$.
IIc. There exist a subset $S$ of $[-\pi, \pi]$ and a constant $M$ such that $H(\omega) \geq M>0$, when $\omega \varepsilon S$.

Then, in either case, there exist some real numbers $\lambda$ and $K$, and a set $\Gamma \subset[-\pi, \pi]:$
(a) $|1-\lambda H(\omega)| \leq 1$, for all $\omega \varepsilon[-\pi, \pi]$.
(b) $|1-\lambda H(\omega)| \leq K<1$, for all $\omega \in \Gamma$.

In Theorem 3, when H plays the role of the Fourier transform of a finiteenergy sequence $h_{n},-\infty<n<+\infty$, we get two new conditions under which Theorem 1 , its corrollary, and Theorem 2 can be applied.
III. APPLICATIONS

First of all, we would like to point out some aspects related to the iterative restoration approach for the multidimensional case.

Basically, the main results given in Section II may be extended to the multidimensional case. Nevertheless, due to the nature of the problem, in multiple dimensions the time-limiting operator becomes much richer than in the $1-\mathrm{d}$ case, even though all the results in Sections II and III concerning the $1-\mathrm{d}$ problem can be extended to the case in which the time-limiting operator $T$ is defined with respect to any bounded set of integer numbers.

We will consider the $2-\mathrm{d}$ case without losing generality, and we will state the two-dimensional version of only Theorem 1 . Later in this Section we will show an application of Theorem 1 for the multidimensional case. To establish some notation we state:

## Theorem 4

Let $h: h\left(n_{1}, n_{2}\right),-\infty<n_{1}, n_{2}<+\infty$ be a finite-energy sequence, and $\Gamma$ be a subset of $[-\pi, \pi] \times[-\pi, \pi]$ which contains, at least, an open set. Let us suppose that $h$ has the following property: There is a number $k$ and there exists some real constant $\lambda$ such that:
(a)
(b)

$$
\begin{aligned}
& \left|1-\lambda \hat{h}\left(\omega_{1}, \omega_{2}\right)\right| \leq 1, \quad \text { for all } \omega_{1}, \omega_{2} \in[-\pi, \pi] \\
& \left|1-\lambda \hat{h}\left(\omega_{1}, \omega_{2}\right)\right| \leq k<1, \text { for all }\left(\omega_{1}, \omega_{2}\right) \in \Gamma .
\end{aligned}
$$

Then, it follows that we can find a constant $M<1$ such that:

$$
\left\|\left(\delta_{2}-\lambda h\right) * E_{a^{x}}\right\|=m\left\|E_{a^{\prime}}\right\|
$$

where $E_{a}$ is given by:
$E_{a}(x)\left(n_{1}, n_{2}\right)=\left\{\begin{array}{l}x\left(n_{1}, n_{2}\right) \text { if }\left(n_{1}, n_{2}\right) \in a, \\ 0 \text { otherwise, }\end{array}\right.$
$x: x\left(n_{1}, n_{2}\right)-\infty<n_{1}, n_{2}<+\infty$ is any 2-dimensional sequence,
$\delta_{2}$ denotes the 2-d unit sample: $\delta_{2}(0,0)=1$ and 0 otherwise.

The proof of this theorem is analogous to the $1-\mathrm{d}$ case and will be omitted. However, it is worth saying that this $2-$ d result is not obtained by using the $1-\mathrm{d}$ Theorem 1 with separability arguments or by stacking the $2-\mathrm{d}$ sequences into vectors. It is also important to note that $\mathbb{A}$ need not be a square or a rectangle.

Similar conditions to those of Theorem 3 may be derived for more dimensions. As an example, let us write the 2-d low-pass operator

$$
\operatorname{SINC}_{A, B}\left(n_{1}, n_{2}\right)=\operatorname{SINC}_{A}\left(n_{1}\right) \cdot \operatorname{sinc}_{B}\left(n_{2}\right)
$$

The frequency response is:

$$
x_{A, B}\left(\omega_{1}, \omega_{2}\right)=\left\{\begin{array}{l}
1 \text { if }\left(\omega_{1}, \omega_{2}\right) \in \mathrm{AxB} \\
0 \text { otherwise }
\end{array}\right.
$$

In that case, given $\lambda \in(0,2)$ and $\Gamma=A \times B$, we have the hypothesis of Theorem 4 satisfied, and therefore

$$
\left(\delta_{2}-\lambda \operatorname{SINC}_{A, B}\right) * E_{a}
$$

is a contraction mapping.
This particular example, as well as its $1-d$ counterpart, has been shown to lead to iterative algorithms for the extrapolation of a band-limited discrete signal, given a finite number of known values of the signal. In our results, the known samples of the signal need not form a square (in the $2-d$
case) and need not be consecutive (in the 1-d case). These results extend those recently given in [5]. In addition, since the sequence $h$ in Theorem 4 is more general than $\operatorname{SINC}_{A, B}$ as defined above, this two-dimensional version of Theorem 1 is useful to provide some other band-limited extrapolations of the given image. For a more detailed discussion of this subject matter the reader is referred to [4], [5]. One basic tool in our extrapolation technique consists of solving the system of equations:

$$
\begin{equation*}
\mathrm{z}\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right)=\left(\mathrm{h} * \mathrm{E}_{a} \mathrm{x}\right)\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right),\left(\mathrm{n}_{1}, \mathrm{n}_{2}\right) \varepsilon a \tag{9}
\end{equation*}
$$

where $z\left(n_{1}, n_{2}\right),\left(n_{1}, n_{2}\right) \varepsilon a$ are the values of the known part of the image, and $h$ is any two-dimensional sequence which satisfies the hypothesis of Theorem 4. It is also assumed that $h$ is band-limited to $\Omega \subseteq[-\pi, \pi] \times[-\pi, \pi]$, i.e.,

$$
\begin{aligned}
& h\left(\omega_{1}, \omega_{2}\right)=\sum_{n_{1} \varepsilon Z} \sum_{n_{2}} \varepsilon Z \\
& \text { if }\left(\omega_{1}, \omega_{2}\right) \notin \Omega
\end{aligned}
$$

Theorem 4 provides an iterative procedure for solving (9) and a rationale for choosing $\lambda$ independently of $a$ : the two-dimensional sequence

$$
\begin{equation*}
x^{k+1}=\lambda E_{a}^{z+\left(\delta_{2}-\lambda h\right) * E_{a} x^{k}, ~} \tag{10}
\end{equation*}
$$

Since $\left(\delta_{2}-\lambda h\right){ }^{*} E_{a}$ is a contraction mapping, the convergence of (10) is ensured. If x denotes the limit of the procedure, it is easy to verify:

$$
E_{a_{1}} \mathrm{x}=\lambda E_{a^{2}}+E_{a^{2}}\left(E_{a^{x}} x-\lambda h * E_{a} x\right)
$$

and since $E_{i i} E_{\ell l} x=E_{Q} x$, we conclude

$$
z\left(n_{1}, n_{2}\right)=\left(h * E_{a} x\right)\left(n_{1}, n_{2}\right),\left(n_{1}, n_{2}\right) \varepsilon a
$$

Three important remarks are in order: 1. The low-pass operator $h$ need not be the function SINC $_{A, B}$. 2. The pass-band of $h$ need not be a rectangle (the same observation also applies to the set where the signal is known: $a$ ). 3. The parameter $\lambda$ can be chosen independently of $Q$.

To end this section, we would like to point out that different $h$ 's provide different extrapolations of the known data, $z\left(n_{1}, n_{2}\right),\left(n_{1}, n_{2}\right) \varepsilon Q$. This flexibility is exploited in [4].

## IV. DISCUSSIONS

In connection with the problems we address in this paper, we would like to point out some loose ends found in Section III.C of [1]. In [1] it was proven that the operator

$$
\begin{equation*}
(\delta-\lambda h) * T \tag{11}
\end{equation*}
$$

is nonexpansive, for some values of $\lambda$, when $\hat{h}$ satisfies

$$
\begin{equation*}
|1-\lambda \hat{h}(\omega)| \leq 1 \text {, for all } \omega \in[-\pi, \pi] \text {. } \tag{12}
\end{equation*}
$$

The authors pointed out that if $\operatorname{Re} \hat{h}$ is non-negative, then $\lambda$ may be chosen to meet the condition (12). We think that this assertion may not hold in general. Let us suppose that there exists a set $\theta \subseteq[-\pi, \pi]$ such that

$$
\hat{h}(\omega)=j \cdot \operatorname{Im} \hat{h}(\omega), \omega \in \theta .
$$

In this case, there is no $\lambda$ that satisfies (12), unless $\lambda=0$.
With respect to the operator (11), the authors of [1] suggested that some other constraint should be added to make it a contraction mapping, or at least, to make the corresponding iterative procedure converge. We have proven in this paper that this is not necessary (Theorem 1).

In [1], it is proved that when the convolution operator is given by SINC $_{A}$, and when the constraint is a composition of $T$ and $P$, the iterative scheme

$$
\begin{equation*}
x^{k}=\lambda y+\left(\delta-\lambda \operatorname{SINC}_{A}\right) * T E x^{k-1}, x^{0}=\lambda y \tag{13}
\end{equation*}
$$

converges, when $\lambda \in(0,2)$. We think that the proof is not rigorous even though the assertion is correct (immediate corollary of our Theorem 2 when $C$ is the positivity constraint $P$, which assures that $\left(\delta-\lambda \operatorname{SINC}_{A}\right) * T P$ is a contraction mapping). In [1], the argument used is that at each step of the iterative procedure (13), the $x^{k}$ does not satisfy the constraint TPX $=x$ except, eventually, in the limit when $k \rightarrow \infty$. Therefore

$$
\left\|x^{k+1}-x^{k}\right\| \leq r_{2}\left\|x^{k}-x^{k-1}\right\|
$$

with $0<r_{2}<1$. It is very important to point out that $r_{2}$ depends on $k$. Let us write $r_{2}(k)$ to make that dependency explicit. This means that

$$
\left\|x^{k+1}-x^{k}\right\| \leq \prod_{m=1}^{k} r_{2}(m)\left\|x^{1}-x^{0}\right\|
$$

There is no reason to believe that $\prod_{m=1}^{k} r_{2}(m) \rightarrow 0$ when $k \rightarrow \infty$.
A related point is in connection with the relation

$$
\|T x-T z\|^{2}=L\|x-z\|^{2}
$$

where $L=1-\frac{\sum_{n \notin[n a, n b]}|x(n)|^{2}}{\| x-\left.z\right|^{2}}$.

It has been asserted that $\|T \mathrm{X}-\mathrm{Tz}\|=\|\mathrm{x}-\mathrm{z}\|$, if and only if z and x are zero outside $\left[n_{a}, n_{b}\right.$ ], which is not quite true since any two sequences $x$ and $z$ which coincide outside $\left[n_{a}, n_{b}\right]$ satisfies $L=1$ (we assume $x \neq z$ outside [na,nb]).

We conclude this paper by pointing out some important issues related to the application of the iterative procedure

$$
\begin{equation*}
x^{k+1}=\lambda y+(I-\lambda H) C x^{k} \tag{3}
\end{equation*}
$$

to restoration. Let us assume that $C=D T$ (where $T$ is the time-1imiting constraint) then we can write (3) as

$$
\begin{equation*}
x^{k+1}=\lambda y+(I-\lambda H) D T x^{k} \tag{14}
\end{equation*}
$$

A careful look at (14) shows that in each step, the new estimation $x^{k+1}$ uses the values $\mathrm{Tx}^{\mathrm{k}}$ of $\mathrm{x}^{\mathrm{k}}$ only. This means that if the iteration converges: $x^{k} \rightarrow x$ the following iteration:

$$
\begin{equation*}
T x^{k+1}=\lambda T y+T(I-\lambda H) D T x^{k} \tag{15}
\end{equation*}
$$

will also converge, and the limit will be Tx. Let us suppose that all the necessary conditions are satisfied so that Tx will be the solution to our problem:

$$
\begin{align*}
& y=H x \\
& x=T x, x=D x \tag{16}
\end{align*}
$$

In that case, it is clear from our analysis that the only information that (14) (or equivalently (15)) is using from the available data is $T y$, that is $y(n), n \varepsilon\left[n_{a}, n_{b}\right]$. However, this is a characteristic of the iterative approach (14) and the interval $\left[n_{a}, n_{b}\right]$ where the sought signal $x$ is supported.

If the solution to (16) exists and is unique, this analysis shows that the portion Ty of the data $y$ will be enough to recover $x$. However, as was pointed out in Section I, this will not be the case if some noise is present in the given data $y$. In that case, there is no a priori reason to believe. that the portion $y(n), n \in\left[n_{a}, n_{b}\right]$ is the "best" choice for applying any restoration algorithm.

There are many alternatives for dealing with this problem. The first natural attempt is to try to "shift" the data. Unfortunately, if one has in mind the restoration algorithm (15), this operation will introduce changes in the distortion operator. This might make those conditions on the distortion H which are needed for insuring convergence of (15) impossible.

Another alternative is to "enlarge" the interval of time where the original signal x is to be sought. This means that it might be possible to apply (15) for $T_{1}$ defined as

$$
T_{1} z(n)=\left\{\begin{array}{l}
z(n), n \varepsilon\left[n_{a}^{\prime}, n_{b}^{\prime}\right] \\
0 \text { otherwise }
\end{array}\right.
$$

where $\left[n_{a}, n_{b}\right] \subseteq\left[n_{a}^{\prime}, n_{b}^{\prime}\right]$. In this case, one needs to study how the part of the restored signal which leaks out of $\left[n_{a}, n_{b}\right]$ depends on the noise in the data. Another related alternative is to use some constraint which incorporates into the restoration scheme (15) the information contained in $T_{1} x^{k}-T x^{k}$, for every $k$. For example, if $D$ is not a point-by-point operator, it will not commute with $T$, that is to say $D T \neq T D$. In this case, $D$ might do the desired job if we implement equation (15) by means of TD instead of DT. This also shows the importance of combining the constraints properly in the iterative procedure even though $D T x=T D x$ when $x$ is the sought solution to the problem (16).

Another technique was given in [1]. It consists of low-passing the data $y$ before applying any restoration technique. This process produces a signal $\tilde{y}=h^{\prime *} y$. In this case, this operation merges the data $y$ according to the nature of the noise and therefore, the window $\tilde{y}(n), n \varepsilon\left[n_{a}, n_{b}\right]$ should contain more information about $y$ than $y(n), n \varepsilon\left[n_{a}, n_{b}\right]$. However, in applying iteration (15) (with $\tilde{y}$ as data and $h^{\prime *} \mathrm{H}$ as the distortion operator) it seems hard to explain why $\tilde{y}(n), n \varepsilon\left[n_{a}, n_{b}\right]$ is the best part from $\tilde{y}$ which can be used in the restoration.

## Appendix I

To prove Theorem 1 we will need to prove the following lemmas:
Lemma 1
Let $S=\left\{x(n), n_{a} \leq n \leq n_{b}: \sum_{n=n_{a}}^{n_{b}} x^{2}(n)=1\right\}$, and let $\wedge$ be any subset of $[-\pi, \pi]$ such that $[-\pi, \pi]-\wedge$ is a set of non-zero measure. Then, there exists a constant $c<1$, such that:

$$
\int_{\omega} \in \Lambda|\hat{x}(\omega)|^{2} d \omega \leq c, \text { for all } x \in s
$$

Proof
It is clear that

$$
\begin{equation*}
\int_{\omega} \in \Lambda|\hat{x}(\omega)|^{2} d \omega=\int_{-\pi}^{\pi}|\hat{x}(\omega)|^{2} d \omega \tag{AI.1}
\end{equation*}
$$

Nevertheless, since $[-\pi, \pi]-\wedge$ is a set of non-zero measure, and $\hat{x}(\omega)=$ $\sum_{n=n a}^{n b} x(n) \cdot e^{i n \omega}$ cannot vanish over $[-\pi, \pi]-\wedge$ (because $[-\pi, \pi]-\wedge$ is an infinite set) then strict inequality must hold in (A1). Taking into account that $x \in S$, we have:

$$
\begin{equation*}
\int_{\omega \in \Lambda}|\hat{x}(\omega)|^{2} d \omega<1 \tag{AI.2}
\end{equation*}
$$

But the left-hand term in (AI.2) is a continuous real valued function of $x$, defined on the compact set $S$, then we may write

$$
\begin{equation*}
\max _{x \in S} \int_{\omega \in \Lambda}|\hat{x}(\omega)|^{2} d \omega=c<1 . \tag{AI.3}
\end{equation*}
$$

(3) proves the lema.

An immediate corollary is
Lemma 2
Using the same notation as in Lemma 1 , there is a constant $C<1$ such that

$$
\int_{\omega} \in \Lambda|\hat{x}(\omega)|^{2} d \omega<c\|x\|^{2}
$$

for all sequences $x$ : $x(n)=0$ if $n \notin\left[n_{a}, n_{b}\right]$.

## Comments

1. Let us suppose that $\wedge$ is also of positive measure. It is worth saying that using the same idea as in Lemma 1 , it may be shown that there exists another constant, say $d, d>0$ such that

$$
\int_{\omega \in \Lambda}|\hat{x}(\omega)|^{2} d \omega \geq d\|x\|^{2}
$$

for all $x$ : $x(n)=0$ if $n \notin\left[n_{a}, n_{b}\right]$.
2. The constant $C$ in Lemma 2 as well as $d$ depends on only the set $\wedge$ and the time interval [ $n_{a}, n_{b}$ ] under consideration.
Theorem 1 (proof)

$$
\|(\delta-\lambda h) * T x\|^{2}=\|(1-\lambda \hat{h}) \hat{T} x\|^{2}=\int_{-\pi}^{\pi}|1-\lambda \hat{h}(\omega)|^{2}|\hat{T} \hat{x}|^{2} d \omega
$$

Taking into account properties (a) and (b) of Theorem 1:

$$
\begin{aligned}
& \|(\delta-\lambda h) * T x\|^{2} \leq K^{2} \int_{\omega \in \Gamma}|\hat{T} x(\omega)|^{2} d \omega+\int_{\omega \in \Lambda}|\hat{T} \times(\omega)|^{2} d \omega \\
& \int_{\omega \in \Gamma}|\hat{T} x(\omega)|^{2} d \omega=\|\left. T x\right|^{2}-\int_{\omega \in \Lambda}|\hat{T} x(\omega)|^{2} d \omega
\end{aligned}
$$

then, we have

$$
\|(\delta-\lambda h) * T x\|^{2} \leq K^{2}\|T x\|^{2}+\left(1-K^{2}\right) \int_{\omega \in \Lambda}|\hat{T} x(\omega)|^{2} d \omega
$$

and using Lemma 2 :

$$
\|(\delta-\lambda h) * T x\|^{2} \leq\left[K^{2}+\left(1-K^{2}\right) C\right]\|T x\|^{2}
$$

where $C<1$. If we denote

$$
M=\left[K^{2}+\left(1-K^{2}\right) C\right]^{\frac{1}{2}}
$$

and realize that $M<1$, we have completed the proof.

Theorem 3 (proof)
We will give only the proof for the condition II. We want to find $\lambda$ :

$$
|1-\lambda H(\omega)|^{2}=1-2 \lambda \operatorname{ReH}(\omega)+|H(\omega)|^{2} \lambda^{2}=1
$$

Under the conditions stated by II, we get the inequality:

$$
\begin{equation*}
-2 \lambda H(\omega)+H^{2}(\omega) \lambda^{2} \leq 0, \text { for all } \omega \in(-\pi, \pi) \text {. } \tag{AI.4}
\end{equation*}
$$

When $H(\omega)=0$, (AI.4) becomes automatically true; when this is not the case, we must choose $\lambda$ :

$$
0<\lambda=2 \frac{H(\omega)}{H^{( }(\omega)} \quad \text {, for all } \omega \in[-\pi, \pi] \text {. }
$$

This yields to the condition:

$$
\begin{equation*}
0<\lambda \leq \frac{2}{\|H\|_{\infty}},\|H\|_{\infty}=\sup _{\omega \in[-\pi, \pi]} H(\omega) . \tag{AI.5}
\end{equation*}
$$

When $\omega \in s$, we need $\lambda$ to be such that:

$$
|1-\lambda H(\omega)| \leq K<1 .
$$

Let us put $\left(1-C^{2}\right)-2 \lambda H(\omega)+\lambda^{2} H^{2}(\omega) \leq 0, \omega \in S, C>0$ for some $\lambda$ and $C$ to be chosen.

In making such a choice $\lambda$ must satisfy:

$$
\lambda \in \quad\left(\frac{1-C}{H(\omega)}, \frac{1+C}{H(\omega)}\right) \quad \text { for all } \omega \in S
$$

Since $\omega \in S$, then $\frac{1-C}{H(\omega)}<\frac{1-C}{M}$; this implies that $C$ should be such that:

$$
\begin{equation*}
1>C \geq \frac{1-\frac{M}{\|H\|_{\infty}}}{1+\frac{M}{\|H\|_{\infty}}}>0 \tag{AI.6}
\end{equation*}
$$

in order that $\lambda$ can exist. $\lambda$ should belong to $\left(\frac{1-C}{M}, \frac{1+C}{\|H\|_{\infty}}\right)$ which is non-empty because of (AI. 6). Finally, $\lambda$ must also satisfy (AI.5); by getting both conditions together, we have

$$
\begin{equation*}
\lambda \in\left(0, \frac{2}{\|H\|_{\infty}}\right) \cap\left(\frac{1-C}{M}, \frac{1+C}{M}\right) \tag{AI.7}
\end{equation*}
$$

Since $C$ is positive and less than 1 , (AI.7) is equivalent to $\lambda \in\left(\frac{1-C}{M}, \frac{1+C}{M}\right)$.

Appendix II

We present here an extension of Theorem 1 to the case where $H$ is a shift-variant linear operator. The constraint involved is $T P$ where $T$ is the truncation operator and $P$ is the following positive operator:

$$
(P x)(n)=\left\{\begin{array}{l}
x(n), \text { if } x(n) \geq 0 \\
0 \text { otherwise }
\end{array}\right.
$$

Theorem
Let $h: h(m, n),-\infty<m<+\infty,-\infty<n<+\infty$, be a sequence such that:

$$
\text { (a') } \quad \sum_{m=-\infty}^{+\infty} h(m, n) \cdot h(m, \bar{n})<+\infty \text {, for all } n, \bar{n}: n_{a} \leq n, \bar{n} \leq n_{b}
$$

(b') $\quad h(m, n) \geq 0$, for all $m, n$.
( $c^{\prime}$ ) $\quad h(m, n)>0$, for $n, m: n_{a} \leq n, m \leq n_{b}$.

Then, there exist some constants $\lambda$, and $C<1$, such that:

$$
\|(I-\lambda h) \operatorname{PTx}\| \leq C\|P T x\|
$$

for all sequences $x: x(n),-\infty<n<+\infty$.

Proof
We will start by assuming that $\|T P \pi\|=1$. Let us call $y=P \%$.

$$
\begin{equation*}
\|(I-\lambda h) T P x\|^{2}=\sum_{m=-\infty}^{-\infty}\left|T y(m)-\lambda \sum_{n=n_{a}}^{n_{b}} h(m, n) y(n)\right|^{2} \tag{AII.1}
\end{equation*}
$$

where $\lambda$ is to be chosen properly. (AII.1) becomes:

$$
\sum_{m=-\infty}^{+\infty}\left\{(T y(m))^{2}-2 \lambda \cdot T y(m) \cdot \sum_{n=n_{a}}^{n_{b}} h(m, n) y(n)+\lambda^{2}\left(\sum_{n=n_{a}}^{n_{b}} h(m, n) y(n)\right)^{2}\right\}
$$

$$
=1-2 \lambda \sum_{m=n_{a}}^{n_{b}} y(m) \cdot \sum_{n=n_{a}}^{n_{b}} h(m, n) y(n)+\lambda^{2} \cdot \sum_{m=-\infty}^{+\infty}\left(\sum_{n=n_{a}}^{n_{b}} h(m, n) y(n)\right)^{2} .
$$

Using the property ( $\mathrm{a}^{\prime}$ ) of h we get

$$
+\infty>\sum_{m=-\infty}^{+\infty}\left(\sum_{n=n_{a}}^{n_{b}} h(m, n) y(n)\right)^{2}=\sum_{n=n_{a}}^{n_{b}} \sum_{\bar{n}=n_{a}}^{n_{b}}\left(\sum_{m=-\infty}^{+\infty} h(m, n) h(m, \bar{n})\right) y(n) y(\bar{n})
$$

Now, we have the function ${ }_{\lambda}: \quad z \rightarrow\|(I-\lambda h) z\|^{2}$ defined over the set $S^{\prime}=\left\{z: z(n), n_{a} \leq \Sigma_{b}:\|z\|=1, z \geq 0\right\}$ which is a compact set. Taking into account that ${ }_{\lambda}^{\Psi}$ is real-valued (and finite!) and continuous, ${ }_{\lambda}^{\Psi}$ attains its maximum value over $S^{\prime}$ :

$$
\begin{equation*}
\max _{z \in S^{\prime}}^{{ }^{\psi}} \lambda(z)=C_{\lambda} \tag{AII.2}
\end{equation*}
$$

We want $\lambda$ to be a real number (and positive) such that $C_{\lambda}<1$. But (AII.2) says that it will be enough to find $\lambda$ :

$$
{ }_{\lambda}^{\Psi}(z)<1, \text { for all } z \in S^{\prime}
$$

So, we want to choose $\lambda$ such that

$$
\begin{equation*}
-2 \lambda \sum_{m=n_{a}}^{n_{b}} \sum_{n=n_{a}}^{n_{b}} h(m, n) y(m) y(n)+\lambda^{2} \sum_{m=-\infty}^{+\infty}\left(\sum_{n=n_{a}}^{n_{b}} h(m, n) y(n)\right)^{2}<0 \tag{AII.3}
\end{equation*}
$$

for all $y: y(n), n_{a} \leq n_{b} \leq n_{b}: y \in s^{\prime}$.

By properties ( $b^{\prime}$ ) and ( $c^{\prime}$ ) we know

$$
\left.\sum_{m=-\infty}^{+\infty} \sum_{n=n}^{n} h(m, n) y(n)\right)^{2} \text { is non-zero }
$$
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for all $y \in S^{\prime}$.

Then, getting (A6) is equivalent to choosing $\lambda$ :

$$
0<\lambda<\frac{2 \sum_{m=n_{a}}^{n_{b}} \sum_{n=n_{a}}^{n_{b}} h(m, n) y(m) y(n)}{\sum_{n=n a}^{n b} \sum_{n=n a}^{n b}\left\{\sum_{m=-\infty}^{+\infty} h(m, n) h(m, \bar{n})\right\} \quad y(n) y(\bar{n})}
$$

for all $y \in S^{\prime}$.
The condition (AII.4) is realized when we choose $\lambda>0$ :

$$
\begin{equation*}
\lambda \cdot \sum_{m=-\infty}^{+\infty} h(m, n) \cdot h(m, \bar{n})<2 h(n, \bar{n}) \text {, for all } n_{a} \leq n, \bar{n} \leq n_{b} \text {. } \tag{AII.5}
\end{equation*}
$$

Such a number $\lambda$ exists since $h(n, \bar{n})>0, n_{a} \leq n, \bar{n} \leq \dot{n}_{b}$, and since (AII.5) must be satisfied for a finite set of indices only. The fact that (AII.5) implies (AII.4) seen by using the positiveness of $y(n), n_{a} \leq n \leq n_{b}$, and by observing that $y$ is not identically zero. Now it is easy to see that the same $\lambda$ can be to assure $\|(I-\lambda h) T P X\|^{2} \leq C\|T P X\|^{2}, C<1$ when $\|T P x\|^{2} \neq 1$.

Acknowledgement
The work of Jorge L. C. Sanz was supported by Consejo Nacional de Investigaciones Cientificas y Tecnicas of Argentina.

Thomas S. Huang was supported by the Joint Services Electronics Program under Contract No. N00014-79-C-0424.

## References

[1] R.W. Schafer, R.M. Mersereau and M.A. Richards, "Constrained Iterative Restoration Algorithms," Proc. IEEE, Vol. 69, pp. 432-450, April 1981.
[2] V.T. Tom, T.F. Quatieri, M.H. Hayes and J.H. McClellan, "Convergence of Iterative Nonexpansive Signal Reconstruction Algorithms," IEEE Trans. Acoust., Speech and Signal Processing, Vol. ASSP-29, No. 5, pp. 10521058, October 1981.
[3] D. Youla, "Generalized Image Restoration by the Method of Alternating Orthogonal Projections," IEEE Trans. Circuits Systems, Vol. CAS-25, No. 9, September 1978.
[4] J. L. C. Sanz and T. S. Huang, "Discrete and Continuous Band-Limited Signal Extrapolation," submitted to ASSP, 1982.
[5] A. K. Jain and S. Ranganath, "Extrapolation Algorithms for Discrete Signals with Application in Spectral Estimation," IEEE Trans. Acoust., Speech and Signal Processing, Vol. ASSP-29, No. 4, pp. 830-345, April 1981.

Discrete and Continuous
Band-Limited Signal Extrapolation

Jorge L.C. Sanz Thomas S. Huang<br>Coordinated Science Laboratory University of Illinois at Urbana-Champaign<br>1101 W. Springfield Avenue<br>Urbana, Illinois 61801

This paper has two main purposes. First, some new algorithms for the extrapolation of multidimensional band-limited sequences are presented. These algorithms extend those given in [1] in two ways: (1) We do not impose any restrictions on either the shape of the region containing the set of samples of the 2-dimensional signal to be extrapolated or the shape of its pass-band zone. (2) We obtain a class of sequences which are band-limited extrapolations of the given data (including the minimum norm solution of [1] as a special case). This is useful when some apriori information about the signal to be extrapolated is available. The second objective of our paper is to relate the discrete extrapolation problem to the continuous signal extrapolation problem [2]. Specifically, we prove that the solution obtained by using our approach for the discrete extrapolation problem tends to the solution of the continuous problem when the sampling rate used in the known part of the continuous signal to be extrapolated approaches infinity.

## I.

## INTRODUCTION

Let us begin by recalling what is meant by continuous signal extrapolation and discrete signal extrapolation. Let $f: \mathbb{R}^{n} \rightarrow \mathcal{C}$ be a multidimensional signal of finite energy,

$$
\begin{equation*}
\left\{\int_{\mathbb{R}^{n}}|f(x)|^{2} d x\right\}^{1 / 2}=\|f\|_{2}<\infty \tag{1}
\end{equation*}
$$

and let f be band-limited to some set $\Omega$,

$$
\begin{equation*}
\hat{\mathrm{f}}(\omega)=0 \text { if } \omega \in \Omega \subseteq \mathbb{R}^{\mathrm{n}} \tag{2}
\end{equation*}
$$

where $£$ denotes the continuous Fourier transform of $f$. Now, if we are given a piece of $f$ only, (i.e.: we know the function $g: a_{c} \rightarrow c: g(x)=f(x), x \in a_{c}$ ) then the continous extrapolation problem is

To find $f: \mathbb{R}^{\mathrm{n}} \rightarrow \mathbf{C}$ such that
i) $f$ is band-limited to $\Omega$.
ii) $f(x)=g(x)$ for $x \in a_{c}$.

It is well known that $f$ is uniquely determined because $f$ is an analytic function (We assume that $a_{c}$ contains, at least, an open set). Several authors have addressed this problem and some algorithms were given ([2],[3],[4], among others). The technique suggested in [2] involved the computation of the so-called prolate spheroidal wavefunctions. These functions were shown to be very useful in understanding the extrapolation problem, as well as in proving the convergence of the iterative algorithm given in [3]. Ref. [4] presented an iterative
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procedure which is essentially equivalent to that of [3] but its convergence was proven without the use of the prolate functions. This equivalency was shown in [5]. In the same paper [4], another procedure was given which requires the solution of the integral equation:

$$
\begin{equation*}
\int a_{c} \operatorname{sinc} \Omega(x-t) \cdot z(t) d t=f(x), x \in a_{c} \tag{3}
\end{equation*}
$$

where sinc $\Omega$ is the operator whose Fourier transform is

$$
x_{\Omega}(w)= \begin{cases}1, & w \in \Omega  \tag{4}\\ 0, & \text { otherwise }\end{cases}
$$

This approach has one main disadvantage: the integral equation (3) may not have a solution.

There does not exist any reason to restrict our attention to the sinc $\Omega$ kernel only, since any other kernel, say $h \Omega$, band-limited to $\Omega$, leads us to a new approach by solving the integral equation:

$$
\begin{equation*}
\int a_{c}{ }^{h} \Omega^{(x-t) z(t) d t=f(x), x \in a_{c}} \tag{5}
\end{equation*}
$$

provided that $z(t)$ exists.
When any of these algorithms are applied numerically, some approximations are necessary, such as sampling functions, quadrature formulas for integrals, replacing infinite domains by finite ones, etc. As it was pointed out in [1], and as far as we know, no relationships were established between the approximations and the real solution to the problem.

To relate the continuous extrapolation problem with the discrete one, it might be useful to consider the iterative procedure ([4]):

$$
\begin{align*}
& f_{0}=0 \\
& f_{n+1}(x)=f_{n}(x)+\operatorname{sinc} \Omega^{*}\left(g-T f_{n}\right)(x), \tag{6}
\end{align*}
$$

where $g(x)=f(x)$, if $x \in Q_{c}$ and 0 elsewhere, $T$ denotes the time-limiting operation:

$$
T f(x)=\left\{\begin{array}{l}
f(x), x \in Q_{c}  \tag{7}\\
0, \text { elsewhere }
\end{array}\right.
$$

and * denotes convolution.
Now, if $\Delta$ is any positive real number, one possible sampled version of (6) is:

$$
\begin{align*}
& y_{0}\left(x_{j}\right)=0 \\
& \left.y_{n+1}\left(x_{j}\right)=y_{n}\left(x_{j}\right)+\Delta \sum_{x_{k} \in a_{c}} \operatorname{sinc} \Omega^{\left(x_{j}\right.}-x_{k}\right)\left[g\left(x_{k}\right)-y_{n}\left(x_{k}\right)\right] \tag{8}
\end{align*}
$$

where $x_{j}=j \Delta, j \in \mathbb{Z}$ (the set of integer numbers).
It is well known that the sequence of functions $f_{n}$ defined by (6), constitutes a family of band-limited functions which converges to $f$ in the energy norm, i.e.:

$$
\left\|f_{n}-f\right\|_{2} \longrightarrow 0, \text { when } n \longrightarrow \infty
$$

and, therefore, $f_{n}$ approaches $f$ in the maximum norm, i.e.:

$$
\max _{x}\left|f_{n}(x)-f(x)\right|=\left\|f_{n}-f_{l}\right\|_{\infty} \longrightarrow \infty
$$

Nevertheless, there is no apriori reason to believe that the family of sequences defined in (8) converges. This problem was solved in [1], for $\Delta=1$; it was shown that $y_{n}$ converges to a sequence $y$ in the energy norm, i.e.:

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}}\left|y_{n}(k)-y(k)\right|^{2} \longrightarrow 0, n \rightarrow \infty \tag{9}
\end{equation*}
$$

In addition, it was proven in [1] that the limit $y$ is one solution to the discrete extrapolation problem:

Given $\{g(k), k \in Q\}$, a set of discrete samples, find a sequence $z(k), k \in \mathbb{Z}_{\mathrm{s}}^{\mathrm{n}}$, such that:

1. $z(k)=g(k), k \in Q$
2. $z$ is band-1imited to $\Omega$, i.e.:

$$
\begin{equation*}
F(z)(u)=\sum_{k \in \mathbb{Z}^{n}} z(k) \cdot e^{i k w}=0, \text { when } w \notin \Omega c[-\pi, \pi]^{n} \tag{10}
\end{equation*}
$$

(F (z) will denote the Fourier series of the sequence $z$ )
Since the discrete extrapolation problem does not have a unique solution, it was also shown in [1] that the sequence $y$ of (9) has the minimumnorm property among those which satisfy 1. and 2. Due to this simple characterization of $y$, many other algorithms may be chosen to compute it. Nevertheless, [1] did not discuss the relationship between $y$ and the continous extrapolation problem.

Taking into account that the discrete extrapolation problem has infinite many solutions, we think there is no reason to believe that the minimum-norm extrapolation $y$ is the only useful sequence to approximate the solution of the continuous problem. In this paper, we will show that, in fact, there exist many other criteria to pick up solutions to the discrete extrapolation problem
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which yield approximations of the continuous problem. All the results are valid for multi-dimensional signals. Since we do not need any restriction on the sets $Q$ and $\Omega$, our results extend those discrete techniques presented in [1] to 2-dimensional signals. We also present some iterative techniques, which generalize that of (8), which are shown to be convergent by using the results obtained in a recent paper ([6]). The connection between the discrete and continuous extrapolation problems will be made by means of a rather general theorem on interpolation by means of band-limited functions. This theorem indicates that many other techniques might be investigated in order to get approximations of the continuous extrapolation problem. In connection with the new algorithms presented here, we also include some numerical examples.
II. MAIN RESULTS

In this section we present our main results. Section II. 1 is devoted to new techniques for the discrete extrapolation problem. Section II. 2 is mainly concerned with the connection between the discrete and the continuous problems.
II. 1 Let $z: z(n), n \in Q$ be a finite sequence. We want to extrapolate $z$ to a band-limited sequence. One possible technique to do such extrapolation is as follows: Let $h: h(m), m \in \mathbb{Z}^{n}$ be a band-limited sequence. Then, if we define $y=h * x$, where $x$ is any sequence, we will get another band-1imited sequence $y$. Now, if we could find an $x$ which makes $y(n)=z(n), n \in Q$, then we would get one possible band-limited extrapolation of $z$. The next theorem states this result:

Theorem 1

Let $\Omega$ be any nonzero measure subset of $[-\pi, \pi]^{n}$ and $Q$ be any finite subset of $\mathbb{Z}^{n}$. Let $\hat{h}:[-\Pi, \Pi] \longrightarrow \mathbb{R}$ be a non-negative, bounded function, which satisfies $\hat{h}(\omega)=0, \psi \notin \Omega$. Let $z(n), n \in Q$ be a set of observations. Then, if we define $y=h * x$, where $h$ is the sequence:

$$
\begin{equation*}
h(n)=\int_{\Omega} \hat{h}(w) e^{-i n \omega_{d u}} \tag{11}
\end{equation*}
$$

and x is a sequence which satisfies:

$$
\begin{align*}
& x(\mathbb{m})=0 \text { if } m \notin Q . \\
& z(n)=\sum_{m \in Q} h(n-m) x(m), n \in Q \tag{12}
\end{align*}
$$

Then: $y$ is an extrapolation of $z$, band-limited to $\Omega$. Moreover, the sequence $x$ is the solution of the following optimization problem:

$$
\begin{equation*}
\operatorname{minimize} \int_{\Omega} \hat{h}(w)\left|\sum_{k \in \mathbb{Z}^{n}} s(k) e^{i k w}\right|^{2} d w \tag{13a}
\end{equation*}
$$

subject to

$$
\begin{align*}
& \sum_{k \in \mathbb{Z}^{n}}|s(k)|^{2}<\infty  \tag{13b}\\
& z(n)=\int_{\Omega^{h}} \hat{h}(w)\left(\sum_{k \in \mathbb{Z}^{n}} s(k) e^{-i(n-k) w}\right) d w, \quad n \in Q \tag{13c}
\end{align*}
$$

It is convenient to remark that the matrix $H: h(n-m), n, m \in Q$
is positive-definite; (see the appendix for a proof) in particular, this assures that the sequence $x$, defined by equation (12), exists.

It is worth pointing out the following property:

Corollary 1

If $z(n), n \in Q$ is real, and if $\hat{h}(\omega)=\widehat{h}(-w)$ for all $\omega$, then extrapolation $y$ given by theorem 1 is also real.

Now, we connect the result stated in Theorem 1 with those of [1].

Corollary 2

Under the same conditions of Theorem 1 , if in addition $\hat{h}$ has the following properties:
(i) $\hat{h}(w) \neq 0 \quad w \in \Omega$
(ii) The function $\hat{\mathrm{k}}(\mathrm{W})$ defined as follows:

$$
\begin{aligned}
& \qquad \hat{k}(\omega)=\left\{\begin{array}{l}
0, \text { if } w \notin \Omega \\
\frac{1}{\hat{h}(\omega)}, \text { if } \omega \in \Omega
\end{array}\right. \\
& \text { has finite energy: }\left.\int_{[-\pi, \pi]^{n}}^{\mid \hat{k}(\omega)}\right|^{2} d \omega<c o
\end{aligned}
$$

then, the sequence $y$ given in (11) is the solution of the following optimization problem: Find $s(k), k \in \mathbb{Z}^{n}$ :

$$
\begin{align*}
& \text { minimize } \int_{\Omega} \hat{k}(w)|F(s)|^{2}(w) d w  \tag{15}\\
& \text { subject to: } \\
& s(m)=z(m), m \in C \tag{16a}
\end{align*}
$$

$F(s)$ is bounded in $[-\pi, \pi]^{n}$
$s$ is band-1imited to $\Omega$

Corollary 3
If $\hat{h}$ satisfies

$$
\hat{h}(w)=\left\{\begin{array}{l}
1, w \in \Omega  \tag{17}\\
0, \text { otherwise }
\end{array}\right.
$$

then, the extrapolated sequence $y$ is the minimum-norm solution of the discrete extrapolation problem, where $z(\mathbb{m}), m \in Q$ is the initial data.

Since the matrix H defined in (14) is positive-definite, well known. algorithms may be applied to solve the system of equations (12). In the 1dimensional case, if $\hat{h}(w)=\hat{h}(-w), \psi \in[-\Pi, \pi]$, then $H$ is symmetric and since $H$ is Toeplitz, the Levinson's algorithm can be applied. For the multidimensional case, more conditions related to the symmetry of $\hat{h}$ are necessary to assure $H$ to be block Toeplitz.

Anyway, in the 1-dimensional case, as well as in the multidimensional case, we have an iterative algorithm to compute $x(m), m \in Q$, and therefore, to compute $y(m), m \in \mathbb{Z}^{n}$. This algorithm yields some generalizations of the interative approach (8).

Theorem 2

Under the same conditions as in Theorem 1 , let $\lambda$ be any real number such that:
(a) $|1-\lambda \hat{h}(w)| \leqslant 1$, for all $w \in[-\pi, \pi]^{n}$.
(b) $|1-\lambda \hat{h}(w)| \leqslant K<1$, for some $K$ and for all $w \in \Omega$.

Then, the sequence $x^{k}(m), m \in Q, k \in \mathbb{Z}, k \geqslant 0$, given by the formulas: $m \in Q$.

$$
\begin{align*}
& x^{0}(m)=\text { any initial guess. } \\
& x^{k+1}(m)=x^{k}(m)+\lambda\left(z(m)-\sum_{n \in Q} h(m-n) x^{k}(n)\right) \tag{18}
\end{align*}
$$

converges to the solution of equation (12). Moreover, the sequence $\mathrm{y}^{\mathrm{k}}(\mathrm{m})$, $m \in \mathbb{Z}^{n}, k \in \mathbb{Z}, k \geqslant 0$, given by

$$
\begin{align*}
& y^{0} \text { any initial guess band-limited to } \\
& y^{k+1}(m)=y^{k}(m)+\lambda \sum_{n \in a}\left(z(n)-y^{k}(n)\right) h(m-n) \tag{19}
\end{align*}
$$

converges to the extrapolation $y$, given in Theorem 1, in the energy norm, i.e.

$$
\left\|y^{k}-y\right\|_{2} \longrightarrow 0, k \longrightarrow \infty
$$

It is clear that (19) becomes (8) when the dimension $n$ is $1, \Delta=1$ and $h(m)=\operatorname{sinc} \Omega(m), m \in \mathbb{Z}$.

The recursive formula (19) is well known. The interesting point is about the way $\lambda$ was chosen. We have a set of admisible values for $\lambda$ which depends on $\hat{\mathrm{h}}$ only. This means that any $\lambda$ in this set is useful to make the iteration (19) converges, no matter what $a$ is considered. In other words, $\lambda$ does not depend on the size of the matrix $H$. The conditions imposed on $\hat{h}$, i.e.: boundnes and non-negativity, assure that the set of possible values of $\lambda$ is non-empty (see [6]).

To end this section, we would like to point out that equation (12) might be understood as a sampled version of the integral equation

$$
\begin{equation*}
\int a_{c} h \Omega(s-t) x(t) d t=f(s), s \in a_{c} \tag{20}
\end{equation*}
$$

where $z(n)=f(n \Delta)$ and where the integral is to be replaced by

$$
\Delta \sum_{\left.n \in a^{h} \Omega^{[(m-n)} \Delta\right] x(n \Delta)}
$$

Nevertheless, we think that this approach should be avoided since (20) might not have any solution. Even if this was not the case, the sampled approximation

$$
\begin{equation*}
\Delta \sum_{n \in Q} h_{\Omega}[(m-n) \Delta] x(n \Delta)=z(m), m \in Q \tag{21}
\end{equation*}
$$

would be a non-reliable technique to approach the solution $x(t), t \in A_{c}$ : though (21) has always a unique solution: $x_{\Delta}(n), n \in Q$, there is no evidence that $x_{\Delta}(n)$ approaches $x(t)$ when $\Delta$ tends to zero. On the other hand, we are interested in getting a good approximation of $f$ beyond $a_{c}$ and not in determining an approximation of $x(t), t \in Q$.
II. 2 In this section we discuss the connection between the discrete and the continuous extrapolation problems. We begin by stating the main result:

## Theorem 3

Let f be band-1imited to $\Omega$. Let $\mathrm{S}_{\mathrm{k}}: k \in \mathbb{Z}, k \geqslant 0$ be a family of subsets of $\mathbb{R}^{n}$ such that:
(i) Mesh $\left(S_{k}\right)=\sup _{z \in S_{k}}\left\{\inf _{y \in S_{k}}^{y \neq z}|y-z|\right\}$ tends monotonically to zero.
ii) $s_{k} \subseteq Q_{c}$, for all $k$.
iii) $\int_{k} s_{k}$ is dense in a certain open subset of $a_{c}$.

Let $\left(f_{k}\right)_{k} \in \mathbb{Z}, k \geqslant 0$ be a sequence of $\Omega$-band-limited functions:
a) $f_{k}(x)=f(x)$, for all $x \in S_{k}$.
b) $\left\|f_{k}\right\|_{2} \leqslant c$, for all $k$.

Then, there exists a subsequence $f_{n_{k}}$ which converges to $f$ uniformly over compact sets in $\mathbb{R}^{n}$, i.e.: for each $K \subseteq \mathbb{R}^{k^{k}}$ compact and given $\varepsilon>0$, there exists $k_{0} \in \mathbb{Z}, k_{0} \geqslant 0$ such that
$\sup _{x \in K}\left|f(x)-f_{n_{k}}(x)\right| \leqslant \varepsilon$, for all $k \geqslant k_{0}$.

We would like to point out that Theorem 3 may be understood as an interpolation theorem where each $f_{k}$ is a $S$-band-limited interpolation of the data $f(x), x \in S_{k}$. Property b) states that the energy of $f_{k}$ must be
bounded by some constant $C$, which is independent of $k$. Then, given any compact set $K$, any interpolation $f_{n_{k}}$ is close to $f$ over $K$ when $k \geqslant k$. Nevertheless, since $f_{n_{k}}$ is a subsequence of $f_{k}$, the theorem does not assure, in principle, that $f_{h}$ will be close to $f$ over $K$ for all $h \geqslant n_{k_{0}}$.

Now, we give a complementary result which will be useful:

Theorem 4

Under the same conditions and notations as in Theorem 3, let us suppose that the constant $C$ can be chosen as $\|f\|_{2}$, i.e.:

$$
\left\|f_{k}\right\|_{2} \leqslant\|f\|_{2}, \text { for all } k \in \mathbb{Z}, k \geqslant 0
$$

Then, the subsequence $f_{n_{k}}$ converges to $f$ uniformly over, the whole space $\mathbb{R}^{n}$.
Now we will apply these results to relate the continuous and the discrete extrapolation problems: Let us suppose that $\hat{h}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is nonnegative, bounded and $\hat{h}(w)=0, w \notin \Omega$. We assume $\hat{h}(w) \neq 0, w \in \Omega$. We are given $f(x), x \in a_{c}$, where $f$ is $\Omega$-band-limited with finite energy. We assume that $f$ and $\hat{h}$ satisfy the following relationship:

$$
\begin{equation*}
\frac{\hat{f}}{\hat{h}} \text { has finite energy in } \Omega:\left.\int \frac{\hat{f}(w)}{\hat{h}(w)}\right|^{2} \mathrm{~d} w<\infty \tag{22}
\end{equation*}
$$

Now, let $\left(T_{k}\right)_{k}$ be a sequence of positive numbers such that:
i) $T_{k}$ tends monotonically to zero.
ii) $\frac{\pi}{T_{k}} \geqslant\|\Omega\|=\sup \{\|x\|, x \in \Omega\}$, for all k.. and let us consider the following sample sets $s_{k} \subseteq a_{c}$ :

$$
s_{k}=\left\{m \cdot T_{k}: m \cdot T_{k} \in Q_{c}, m \in \mathbb{Z}^{n}\right\}
$$

The family $\left\{S_{k}\right\}_{k}$ satisfy all the conditions stated in $\left.i\right)$, ii) and iii) of Theorem 3. Now, for each $k$ we take samples of $f$ over $S_{k}: Z_{T_{k}}(n)=f\left(n T_{k}\right), n T_{k}$ $\in Q_{c}$ and we look for a discrete extrapolation of $z_{T_{k}}(n), n \in A_{T_{k}}=\left\{m: m T_{k} \in a_{c}\right\}$, band-limited to $T_{k} \cdot \Omega=\left\{T_{k} \cdot x: x \in \Omega\right\}$. We know that we need a criterion to pick up one extrapolation. Let us suppose that we follow the technique given in Theorem 1:

$$
\mathrm{y}_{\mathrm{T}_{\mathrm{k}}}(\mathrm{~m})=\left(\mathrm{h}_{\mathrm{T}_{\mathrm{k}}} * \mathrm{x}_{\mathrm{T}_{\mathrm{k}}}\right)(\mathrm{m}), \mathrm{m} \in \mathbb{Z}^{\mathrm{n}}
$$

where $\quad F\left(h_{T_{k}}\right)(w)=\hat{h}\left(\frac{w}{T_{k}}\right), w \in[-\pi, \pi]^{n}$
We recall that

$$
h(s)=\int_{\Omega} \hat{h}(w) \cdot e^{-i w s} d w, s \in \mathbb{R}^{n}
$$

Then, the function

$$
\begin{equation*}
f_{k}(s)=\left(T_{k}\right)^{n} \cdot \sum_{m \in a_{T_{k}}} h\left(s-m T_{k}\right) x_{T_{k}}(m) s \in \mathbb{R}^{n} \tag{23}
\end{equation*}
$$

is band-limited to $\Omega$; in addition, since $h_{T_{k}}(n-m)=\left(T_{k}\right)^{n} \cdot h\left(T_{k}(n-m)\right)$, we also have $f_{k}\left(m T_{k}\right)=y T_{k}(m)$, for all mand, in particular, $f_{k}(x)=f(x)$, when $x \in S_{k}$.

Theorem 1 and the relationship between $f$ and $h$ given by formula (22) yield to the following theorem (for a detailed proof, see the Appendix).

## Theorem 5

There exists a constant $C$ such that

$$
\left\|f_{k}\right\|_{2} \leqslant c, \text { for all } k
$$

where $f_{k}$ is given by formula (23).
It is worth pointing out that the function $f_{k}$ given in (23) is the natural interpolation of $\mathrm{y}_{\mathrm{T}_{k}}(\mathrm{~m}), \mathrm{m} \in \mathbb{Z}^{n}$, by means of a $\Omega$-band-limited
waveform. In fact (23) is exactly the same as ( $22^{\prime}$ ) replacing the discrete variable $m$ by the continuous one $S$ (properly scaled).

Now, taking into account Theorem 5, the other properties of $f_{k}$ and . Theorem 3, we obtain the following result:

## Theorem 6

There exists a subsequence of $T_{k}: T_{n_{k}} \rightarrow 0$ such that $f_{n_{k}}$ approaches $f$ uniformly over any compact set in $\mathbb{R}^{n}$.

Note that when $\hat{h}$ is the indicator function of $\Omega$ (17), property (22) holds, since $f$ has finite energy. In this particular case, it will be shown in the Appendix that the constant $C$ in Theorem 5 can be chosen equal to $\|f\|_{2}$. Therefore, Theorem 4 applies and we have a subsequence which converges uniformly over $\mathbb{R}^{n}$ to $f$. In addition, it can be proved that $\left\|f_{k}\right\|_{2} \rightarrow\|f\|_{2}$, where the limit is taken over the whole sequence and not only for $n_{k}$.

Two questions remain unanswered. The first one is related to the convergence of $f_{k}$ to $f$ where $k$ is any index, when $\hat{h}$ is the indicator of $\Omega$. The other question is about the convergence of $f_{n_{k}}$ to $f$ over the entire $\mathbb{R}^{n}$ when $\hat{h}$ is an arbitrary function which satisfies the properties discussed above, i.e.: bounded, positive and (22).

## III. NUMERICAL EXAMPLES

The purpose of this section is to present some numerical examples related to the new extrapolation techniques given in Section II.1. We will solve the extrapolation problem following the ideas given in Theorem 1 , Section II.1. We are given $f:[-1,1] \rightarrow \mathbb{R}$ which is a piece of a band-limited function (here $\Omega=\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ ). The frequency response of the kernel $h$, which were used are plotted in Figures 1, 2 and 3. They will be called $h_{1}, h_{2}$ and $h_{3}$, respectively. The data $f$ will be a piece of $h_{1}, h_{2}$ or $h_{3}$ sampled on $[-1,1]$ using $T=\frac{1}{8}$. All the extrapolations to be considered are on $[-3,3]$ and they are sampled using the same $T$ as in the known interval $[-1,1]$.

We use two approaches. In the first approach, we solve the system of equations.

$$
\begin{equation*}
Z=H x \tag{12}
\end{equation*}
$$

by means of the computer algorithm given in [11]. We recall that $H$ is given by the formula $H_{m, n}=T \cdot h_{i}\{(m-n) T\}$ and $Z: Z_{n}=h_{j}(n T)$ where $h_{i}$ and $h_{j}$ are the filter and the data to be used. The extrapolation is given by $y=h * x$.

Tables 1,2 and 3 summarize the results obtained with this approach. In the first case (Table 1 ), we use $h_{1}$ and the data, sampled with $T=\frac{1}{8}$ (see(a)) and $h_{1}$ as the filter (see (b)). The result is much better than that obtained with $h_{2}$ as the filter (c). Nevertheless, it is clear that the last combination (i.e. $h_{1}$ data and $h_{2}$ filter) does not satisfy the relationship (22). Also included was the solution of the system of equations (12) (see (d)). It is seen that (d) is far from the real solution of (12). That shows that the technique may not be reliable. Nevertheless, it is also seen that the extrapolation is of acceptable quality beyond $(-1,1)$. The phenomenon, which was
also observed in the other numerical examples given below, has not been fully explained yet. Although the solution $x_{0}$ given by the algorithni [11] is far from the actual solution, the extrapolated values on $[-1,1]$ are close to the real samples. This effect may be explained as a consequence of the ill-conditioned nature of the matrix $H$. We think that for the examples considered here small errors inside $[-1,1]$ (i.e. $:\left\|\mathrm{Hx}_{0}-2\right\|$ small) assure the extrapolation to be close to the real waveform on the sample points in $[-3,3]$.

In the second case (Table 2) we used $h_{2}$ as the data. (a) is the list of samples on $[-3,3]$ with $T=\frac{1}{8}$ (of course, only the points in $[-1,1]$ will be used in the extrapolation procedure). (b), (c) and (d) show the extrapolation obtained using $h_{1}, h_{2}$ and $h_{3}$ as the filters, respectively. Last, Table (3) shows the corresponding results when $h_{3}$ provides the data.

The main observation that can be drawn from the examples is that, in all cases, the best extrapolation is given when the filter is the same as the data. Another observation is that the $h_{1}$ filter performs better than the $h_{2}$ one where the data is $h_{3}$ and better than $h_{3}$ when the data is $h_{2}$. However, we tried some other examples using $T=\frac{1}{16}$ and the result was not the same as those obtained with $T=\frac{1}{8}$. It was observed in that case that when $h_{2}$ is the given data, $h_{3}$ performs better than $h_{1}$. On the other hand, $h_{1}$ performs still better than $h_{3}$ when the data is $h_{2}$.

The second approach used here is the iterative one given in Theorem 2. The filter and the data were chosen to be $h_{1}$ (therefore, the iterative technique coincides with that given in Reference [1]). It is clear that the iterative approach is unacceptably slow (Table $4(b)$ ) (the same conclusion was obtained from other examples not included here). However, the solution of (12) provided by the iterative technique ( (C) Table 4) is much closer to the actual solution than
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that given by the exact algorithm [11]. But the extrapolation is of poor
quality. The numerical properties of the various algorithms are being studied
further, and we hope to present some of the results in a future paper.
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IV. APPENDIX

Theorem 1 (proof)

The formula which is to be minimized is

$$
\begin{equation*}
\int_{\Omega} h(w)\left|\sum_{m} x(m) \cdot e^{i m \cdot w}\right|^{2} d w=G(x) \tag{Al}
\end{equation*}
$$

But (Al) becomes:

$$
\begin{equation*}
\sum_{m} \sum_{n} h(m-n) x(m) \cdot x *(n)=G(x) \tag{A2}
\end{equation*}
$$

On the other hand, the constraint $\int \hat{h}(w) \sum x(m) \cdot e^{i m w} \cdot e^{-i k w} d w=z(k)$, becomes:

$$
\begin{equation*}
\sum_{m} x(m) \cdot h(k-m)=z(k), k \in Q \tag{AB}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\sum_{k \in a} \sum_{n \in a} h(n-k) x(k) x *(n)=\int_{\Omega} \hat{h}(w) \cdot\left|\sum_{m} x(m) e^{i m \cdot w}\right|^{2} d w \tag{AS}
\end{equation*}
$$

Since $\hat{h}$ is non-negative and not identically zero. (A4) is always positive unless $x(m)=0, m \in Q(Q$ is finite!). This proves that $H: h(n-k), n, k \in Q$ is positive definite. Then, we can write when $n \in a$ :

$$
\begin{equation*}
x(n)=\sum_{k \in Q} \ell(n, k) z(k)-\sum_{k \in Q} \ell(n, k) \cdot \sum_{m \notin Q} h(k-m) x(m) \tag{AS}
\end{equation*}
$$

Since we have $h(n-k)=h(k-n)^{*}$, then the inverse $\ell(n, k)$ satisfies $\ell(n, k)=$ $\ell(k, n)^{*}$. Taking conjugates in (A5):

$$
\begin{equation*}
x^{*}(n)=\sum_{k \in Q} \ell(k, n) z^{*}(k)-\sum_{k \in a}^{11.20} \sum_{m \notin a} \ell(k, n) h(m-k) x^{*}(m), n \in Q \tag{Ab}
\end{equation*}
$$

On the other hand, equation (A3) is equivalent to:

$$
\begin{equation*}
\sum_{m \in a} h(n-m) x(m)=z(n)-\sum_{m \notin a} h(n-m) x(m), n \in Q \tag{AT}
\end{equation*}
$$

Now, replacing (A7) into (A2) and using (A5), (A6) we get:

$$
G(x)=\sum_{n \in Q} \sum_{k \in Q} \ell(k, n) z(n) z^{*}(k)-\sum_{k \in Q} \sum_{m \notin Q} \sum_{n \in Q} z(n) \ell(k, n) h(m-k) x^{*}(m)
$$

$+\sum_{n \in a} \sum_{m \in a} \sum_{k \in a} h(n-m) \ell(m, k) x^{*}(n) z(k)+\sum_{m \notin a} \sum_{n \notin a} h(n-m) x(m) x^{*}(n)$
$-\sum_{n \notin Q} \sum_{m \in Q} h(n-m) x^{*}(n) \sum_{k \in Q} \sum_{m \notin Q} h(k-\bar{m}) x(\bar{m}) \ell(n, k)$
By simple inspection, the second and the third terms in (A8) cancel out.
If we put the forth and the fifth terms together we will have:
$J=\sum_{m \notin a} \sum_{n \notin a} h(n-m) x(m) x^{*}(n)-\sum_{m \in a} \sum_{n \notin a}\left(\sum_{m \in a} \sum_{k \in Q} h(n-m) l(n, k) h(k-m)\right) x(m) x^{*}(n)$
It is worth pointing out that $J$ does not depend on $x(k), k \in Q$ and it is a quadratic function for $x(k), k \notin \mathbb{Q}$. Then, we have

$$
\begin{equation*}
G(x)=\sum_{k \in Q} \sum_{n \in C} \ell(k, n) z(k) z^{*}(n)+J(x) \tag{Ag}
\end{equation*}
$$

In (A9), the first term on the right hand: I is nonnegative and it does not depend on $x(m), m \in \mathbb{Z}^{n}$. Since $G(x)$ is always non-negative, it remains to prove that $J \geqslant 0$, to conclude that

$$
\min G(x)=\sum_{k \in a} \sum_{n \in a} \ell(k, n) z(k) z^{*}(n)
$$

and that the optimum is reached when $x(m)=0, m \notin Q$. Then, equation (A7) will become:

$$
z(n)=\sum_{m \in a} h(n-m) x(m), n \in Q
$$

Now, let us suppose that $J<0$ for some $x(k), k \notin Q$. Then, we define a new sequence: $r(k), k \in \mathbb{Z}^{n}$ :

$$
r(k)=\lambda x(k), k \notin Q
$$

and $\quad r(k), k \in Q$ :

$$
\begin{equation*}
\sum_{k \in Q} h(n-k) r(k)=z(n)-\sum_{k \notin Q} h(n-k) r(k), n \in Q \tag{A10}
\end{equation*}
$$

where $\lambda$ is some real number. Since (A10) is the constraint equation (A8), then formula (A9) holds:

$$
\begin{equation*}
G(r)=I+J(r)=I+\lambda^{2} J(x) \tag{A11}
\end{equation*}
$$

Now, choosing $\lambda^{2}$ large enough we get $I+\lambda^{2} J(x)<0$. This $\lambda$ will lead to a sequence $r(k), k \in \mathbb{Z}^{n}: G(r)<0$. The last assertion is a contradiction because $G \geqslant 0$.

## Corollary 2 (proof)

Let us call $M_{1}$ the optimal value of the expression defined in (13a), subject to (13b) and (13c); let $x_{0}$ the optimum given by equation (12). If we define $y_{0}=h * x_{0}$, then $y_{0}$ will satisfy conditions (16a), (16b) and (16c). Then the optimal value of the functional given in (15) $\quad M_{2}$ satisfies $M_{2} \leqslant M_{1}$. Now, let $y$ be any feasible solution of the problem (15), i.e.: $y$ is any sequence which satisfies conditions (16a), (16b) and (16c). We define the function: $\hat{x}:[-\pi, \pi]^{n} \longrightarrow C$

$$
\hat{x}(w)=\left\{\begin{array}{l}
0, w \in \Omega \\
\frac{\hat{y}(w)}{\hat{h}(w)}, w \in \Omega
\end{array}\right.
$$

$\hat{x}$ has finite energy because $\hat{y}$ is bounded and

$$
\int_{\Omega \left\lvert\, \frac{1}{\left.h(w)\right|^{2}}\right.} d w \text { is finite. In }
$$ addition, $\hat{x}$ satisfies equation (13b) and $(13 c)$ (we consider $\left.x(n)=\frac{1}{2 \pi} \int_{\Omega} \hat{x}(w) \cdot e^{-i w . n} d w\right)$. In conclusion,

$$
\begin{equation*}
\int_{\Omega} \frac{|\hat{y}|^{2}}{\hat{h}} d w=\int_{\Omega} \hat{h}|\hat{x}|^{2} d w \geqslant M_{1} \tag{Ale}
\end{equation*}
$$

Equation (A12) implies $M_{2} \geqslant M_{1}$. Then $M_{1}=M_{2}$ and $y_{0}=h * x_{0}$ realizes the optimum value $M_{2}$.

Theorem 2 (proof)

Let $\delta$ denote the unit impulse-response: $\delta(\mathrm{m})=1$ and $\delta(\mathrm{m})=0$, . $\mathrm{m} \neq 0$. It was proven (se e[6]) that the operator:

$$
\begin{equation*}
\left(\delta-\lambda_{h}\right) *{ }^{T} a^{x} \tag{A13}
\end{equation*}
$$

defined over infinite sequences $x: x(m), m \in \mathbb{Z}^{n}$, is a contraction mapping, i.e., there exists a constant $d<1$ such that

$$
\begin{equation*}
\left\|\left(\delta-\lambda_{h}\right) * T a_{2} x\right\|_{2} \leqslant d\|T\|_{2} \quad x\left\|_{2} \leqslant d\right\| x \|_{2} \tag{A14}
\end{equation*}
$$

In formulas (A13) and (A14), $T a$ denotes the truncation operator relative to the set $a$. Now, it is clear that

$$
x(n)-\lambda \sum_{m \in Q} h(n-m) x(m): n \in Q
$$

is also a contraction mapping defined over finite-length sequences: $x(m), m \in Q$. But the recursive formula given in (18) is convergent to the fixed point: $x(n)$, $\mathrm{n} \in Q:$

$$
\sum_{n \in a} h(m-n) x(n)=z(m), m \in a
$$

Now, denoting $x^{k+1}(m)=x^{k}(m)+\lambda\left(z(m)-\sum_{n \in Q} h(m-n) x^{k}(n)\right)$,
since $x^{k}$ approaches $x$ when $k \longrightarrow \infty \quad$ (i.e., $\sum_{n \in Q}\left|x(n)-x^{k}(n)\right|^{2}$ tends to zero) we have:
$h * x^{k} \longrightarrow h * x$ in the energy norm, $k \longrightarrow \infty$.
Denoting $y^{k}=h * x^{k}$ and replacing $x^{k}$ by its recursive form we get (19).

Theorem 3 (proof)

We know that $f_{k}$ can be extended as an entire function over $\mathbb{C}^{n}$ (the space of $n$ complex variables) by means of the relation:

$$
\begin{equation*}
f_{k}(z)=\int_{\Omega} \hat{f}_{k}(\omega) \cdot e^{i z \omega} d \omega \quad z \in c^{n} \tag{A15}
\end{equation*}
$$

We will prove that $f_{k}(z), z \in \mathbb{C}$, for all $k$ constitutes a sequence of normal fundLion over $C^{n}$ (see [7], [8]). We recall that a normal family of analytic function is uniformly bounded over any compact at $K$ in $\mathbf{c}^{n}$, i.e., for each $K$ there exists a constant $c_{K}$ such that:

$$
\max _{z \in K}\left|f_{m}(z)\right| \leqslant c_{K}, c_{K} \text { does not depend on } m \text {. }
$$

By means of (A15) we have, for all $z \in \mathbb{C}^{n}$,

$$
\begin{equation*}
\left|f_{k}(z)\right| \leqslant\left\{\int_{\Omega}\left|f_{k}(s)\right|^{2} d s\right\}^{1 / 2} \cdot\left\{\int_{\Omega}\left|e^{i z w}\right|^{2} d \omega\right\}^{1 / 2} \tag{A16}
\end{equation*}
$$

Now, the first factor on the right-hand of (A16) is bounded by hypothesis; the second factor is bounded in any set of the form:

$$
\begin{equation*}
\Delta:\left\{z:\left(z_{1}, \ldots, z_{n}\right) \in \mathbb{C}^{n}: \quad\left|\operatorname{Im} z_{i}\right| \leqslant M_{i}, \text { for all } i\right\} \tag{A17}
\end{equation*}
$$

Of course, any bounded set in $\mathbb{C}^{\mathbb{n}}$ is contained in a set of the form (17). Now, it is well known that any normal sequence of analytic functions in $\mathbb{c}^{n}$ contains a subsequence which is convergent uniformly over compact sets (see [7]). But, in that case, such a subsequence $f_{n_{k}}$ has an analytic limit, i.e., for each $K$ compact set in $\mathbb{C}^{n}, f_{n_{k}} \longrightarrow g$ uniformly over $K$, where $g$ is an analytic function over $\mathbb{c}^{n}$.

We need to prove that $g(x)=f(x)$, when $x \in \mathbb{R}^{n}$. To this end, we recall that $f_{n_{k}(x)}=f(x)$, for $x \in S_{n_{k}}$. Since the sequence mesh $\left(S_{k}\right)$ tends monotonically to zero and $S_{n_{k}}$ is a subsequence of $S_{k}$, we have that $U S_{n_{k}}$ is also dense in an open subset of $a_{c}$, say $B_{c}$. Now, for any $x \in B_{c}$ we can pick $x_{0}$ arbitrarily close to $x$ such that $f_{n_{k}}\left(x_{0}\right)=f\left(x_{0}\right)$ for some function $f_{n_{k}}$. Since the family $\left(f_{n_{k}}\right)_{k}$ is equicontinuous (because the family is normal!) we have $f(x)=$ $g(x)$. Now, both $f$ and $g$ are entire functions of the real variables $x \in \mathbb{R}^{n}$, and they coincide on an open set $B_{c}$ (which is open set in $\mathbb{R}^{n}$, not in $\mathbb{C}^{n}$ !) then, $f=g$ over $R^{n}$ and the theorem is proved.

## Theorem 4 (proof)

By Theorem 3, we know that there exists a sequence $f_{n_{k}}$ which converges to $f$ uniformly over compact sets of $\mathbb{R}^{n}$. Now, in addition:

$$
\begin{equation*}
\left\|f_{n_{k}}\right\|_{2} \leqslant\|f\|_{2}, \text { for all } k \tag{A18}
\end{equation*}
$$

Now, let us define $g_{n_{k}}(x)=\left|f_{n_{k}}(x)\right|^{2}$ for all $k$ and $x \in \mathbb{R}^{n}$. $g n_{k}$ is a sequence of non-negative functions:

$$
\lim _{k \rightarrow \infty} g_{n_{k}}(x)=|f(x)|^{2}, \text { for all } x \in \mathbb{R}^{n}
$$

Now, the well known Fatou's theorem applies [9]:

$$
\begin{equation*}
\int_{\mathbb{R}^{n}} \lim _{k} g_{n_{k}}(x) d x \leqslant \quad \lim _{k} \inf \int_{\mathbb{R}^{n}} g_{n_{k}}(x) d x \tag{A19}
\end{equation*}
$$

where $\lim$ inf denotes the lower limit of the sequence $\int_{\mathbb{R}^{n}} g_{n_{k}}(x) d x$.
Then, (A19) is equivalent to:

$$
\begin{equation*}
\int_{\mathbb{R}^{n}}|f(x)|^{2} d x \leqslant \lim _{k} \inf \int_{\mathbb{R}^{n}}\left|f_{n_{k}}(x)\right|^{2} d x \tag{AZO}
\end{equation*}
$$

Now, taking into account (A18), we conclude:
$\int_{\mathbb{R}^{n}}|f(x)|^{2} d x=\|f\|_{2}^{2} \leqslant \underset{k}{\lim \inf \left\|f_{n_{k}}\right\|_{2}^{2} \leqslant \lim \sup \left\|f_{n_{k}}\right\|_{2}^{2} \leqslant\|f\|_{2}^{2}, ~}$
which means: $\lim _{k}\left\|f_{n_{k}}\right\|_{2}^{2}$ exists and equals. $\|f\|_{2}^{2}$.

Now, we apply the well known result which states: $f_{n_{k}} \longrightarrow \mathrm{f}$ in the energy norm if $f_{n_{k}}$ approaches $f$ in each point $x \in \mathbb{R}^{n}$, and $\left\|f_{n_{k}}\right\|_{2} \rightarrow\|f\|_{2}$ (see [10]).

Theorem 5 (proof)

Since $y_{T_{k}}(m), m \in \mathbb{Z}^{n}$, are samples of $f_{k}$ at the points $m T_{k}$, then

$$
\begin{equation*}
\hat{f}_{k}(w)=\left(T_{k}\right)^{n} \cdot F\left(y_{T_{k}}\right)\left(w T_{k}\right), w \in \Omega \tag{A21}
\end{equation*}
$$

Replacing the expresion of $\mathrm{y}_{\mathrm{k}}$ given by (22'), we get, from (A21):

$$
\hat{f}_{k}(w)=\left(T_{k}\right)^{n} \cdot \hat{h}_{T_{k}}\left(w T_{k}\right) \cdot \sum_{n \in Q} x_{T_{k}}(n) \cdot e^{i n w T_{k}}
$$

Now, $\left\|\hat{\mathrm{f}}_{\mathrm{k}}\right\|_{2}^{2}$ becomes:

$$
\begin{equation*}
\int_{\Omega}\left|f_{k}(w)\right|^{2} d w=\left(T_{k}\right)^{2 n} \cdot \int_{\Omega}\left|\hat{h}_{T_{k}}\left(w T_{k}\right)\right|^{2} \cdot \mid \sum_{n \in Q} x_{T_{k}}(n) \cdot e^{\left.i n w T_{k}\right|^{2} d w} \tag{AR}
\end{equation*}
$$

Changing variables in (A22): $\bar{W}=T_{k} \cdot W$, we have:

$$
\left\|\hat{\mathrm{f}}_{k}\right\|_{2}^{2}=\left(T_{k}\right)^{n} \int_{\Omega T_{k}}\left|\hat{h}_{T_{k}}(\bar{w})\right|^{2} \cdot\left|\sum_{n \in Q} x_{T_{k}}(n) \cdot e^{i n \bar{w}}\right|^{2} d \bar{w}
$$

Now, $\left|\hat{h}_{T_{k}}(\bar{\omega})\right|=\left|\hat{h}\left(\frac{\vec{\omega}}{T_{k}}\right)\right| \leqslant c_{1}$, for all $\bar{\omega} \in \Omega T_{k}$,
then: $\left\|\hat{f}_{k}\right\|_{2}^{2} \leqslant c_{1}\left(T_{k}\right)^{n} \int_{\Omega T_{k}}\left|\hat{h}_{T_{k}}(w)\right| \quad\left|\sum_{n \in Q} x_{T_{k}}(n) \cdot e^{i n w}\right|^{2} d w$

We assure that the integral on the right hand term satisfies:
$\int_{\Omega T_{k}}\left|\hat{h}_{T_{k}}(w)\right| \cdot\left|\sum_{n \in Q} x_{T_{k}}(n) \cdot e^{i \omega n}\right|^{2} d w \leqslant \int_{\Omega T_{k}} \hat{h}_{T_{k}}(w)\left|\frac{F\left(f\left(n T_{k}\right)\right)(w)}{\hat{h}_{T_{k}}(w)}\right|^{2} d \omega$
Just because $\frac{F\left(f\left(m T_{k}\right)\right)(\omega)}{{\hat{H_{T}}}_{k}(\omega)}$ satisfies all the requirements stated in properties (13b) and (13c). Therefore, the above inequality holds from (13a). Then, we obtain

$$
\begin{equation*}
\left\|\hat{f}_{k}\right\|_{2}^{2} \leqslant c_{1}^{2}\left(T_{k}\right)^{n} \int_{\Omega T_{k}}\left|\frac{F\left(f\left(m T_{k}\right)\right)}{\hat{h}_{T_{k}}(W)}(W)\right|^{2} d W \tag{A23}
\end{equation*}
$$

Now, since $\left.F\left(f n T_{k}\right)\right)(U)=\frac{1}{T_{k}} \cdot \hat{f}\left(\frac{W}{T_{k}}\right), \psi \in \Omega_{T_{k}}$, we have

$$
\left\|f_{k}\right\|_{2}^{2} \leqslant c_{1}^{2} \cdot\left(T_{k}\right)^{-n} \int_{S_{-T_{k}}}\left|\frac{\hat{f}\left(\frac{W}{T_{k}}\right)}{\hat{h}\left(\frac{W}{T_{k}}\right)}\right|^{2} d \omega
$$

Changing variables once more, we obtain:

$$
\begin{equation*}
\left\|\hat{f}_{k}\right\|_{2}^{2} \leqslant c_{1}^{2} \int_{\Omega}\left|\frac{\hat{f}(w)}{\hat{h}(w)}\right|^{2} \text { du, where } c_{1}=\sup _{w \in \Omega} \hat{h}(w) \tag{A24}
\end{equation*}
$$

The bound we have obtained in (A24) does not depend on $k$, therefore, the theorem is proved.

Remarks

1. In the particular case: $\hat{h}(w)$ is constant $w \in \Omega$, then equation (A24) yields to:

$$
\left\|\hat{\mathrm{f}}_{\mathrm{k}}\right\|_{2} \leqslant\|\hat{\mathrm{f}}\|_{2}
$$

proving, in that way, our assertion in Section 2.2.
2. It is clear that the bounds and inequalities obtained for $\left\|\hat{f}_{k}\right\|_{2}$ hold for $\left\|f_{k}\right\|$ because of Parseval's theorem.
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Figure 1: Frequency response of $h_{1}$.


Figure 2: Frequency response of $h_{2}$


Figure 3: Frequency response of $h_{3}$.
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## ABSTRACT

We present some theoretical results on the band-limited signal extrapolation problem. In section I we describe four basic models for the extrapolation problem. These models are useful in understanding the relationship between the continuous extrapolation problem and some discrete algorithms given in refs. [1] and [2]. One of these models was shown to approximate the continuous band-limited extrapolation problem ([3]). Another model is obtained when DFT is used to implement the well-known iterative algorithm given in refs. [4] and [5] which was designed for solving the continuous extrapolation problem; in section II this model is related to the continuous model. We also present some new techniques for solving the continuous extrapolation problem when the known part of the signal to be extrapolated is contaminated with noise $\eta(x): \max |\eta(x)| \leq \varepsilon$. x In section III we show that the extrapolation problem is very sensitive to noise even in cases where only small amounts of extrapolation are desired. This result indicates that in the presence of noise extrapolation techniques should be used judiciously in order to obtain reasonable results.

## I. Introduction

Let us begin by recalling what is meant by continuous band-limited extrapolation. Let $f$ be a finite energy function defined over the real line: $\left(£ \in L^{2}\right)$

$$
\begin{equation*}
\int_{-\infty}^{+\infty}|f(t)|^{2} d t<\infty \tag{1}
\end{equation*}
$$

Let us suppose that its Fourier transform $f$ is zero outside $[-\Omega, \Omega]: \hat{f}(\omega)=0$, $\omega \notin[-\Omega, \Omega]$. Since $f$ is analytic, given a piece of $f$, say $g:[-T, T] \rightarrow C:$ $g(t)=f(t), t \in[-T, T]$, we can expect to recover $f(t)$, when $t \notin[-T, T]$ from g. Hence, the continuous extrapolation problem is (under the conditions stated above) :

$$
\begin{array}{ll}
\text { Find } f(t), & t \notin[-T, T] \\
\text { given } f(t), & t \in[-T, T]
\end{array}
$$

(see fig. 1(a)). This model will be referred to as the continuous-continuous model. The finite-energy property of $f$ ensures that $\hat{\mathbf{f}}$ is a function. Moreover, it can be shown that (Parseval's identity)

$$
\begin{equation*}
\int_{-\infty}^{+\infty}|f|^{2} d x=\frac{1}{2 \pi} \int_{-\infty}^{+\infty}|\hat{f}|^{2} d w \tag{2}
\end{equation*}
$$

The band-limited property assumed for $f$ gives us the following inversion formula:

$$
\begin{equation*}
f(t)=\frac{1}{2 \pi} \int_{\Omega} \hat{f}(\omega) e^{-i \omega t} \cdot d \omega \tag{3}
\end{equation*}
$$

Nevertheless, $\hat{f}(\omega)$ may not be written as $\int_{-\infty} f(t) e^{i \omega t} d t$, since $f(t)$ is not integrable on the real line.

One possible way of getting an extension of the Fourier transform for non-integrable functions is by means of the distribution theory [6]. (The Fourier transform $\hat{\mathbb{E}}$ for $f \in L^{2}$ can be understood in the distributional sense). Probably, the most important mathematical consequence to signal analysis of such an extension is to get a rigorous definition of the Fourier transform for continuous periodic signals.

Let $f$ be a P-periodic signal defined over the real line:

$$
\begin{equation*}
f(t)=f(t+P) \quad \text { for all } t \tag{4}
\end{equation*}
$$

and let us suppose that f is $\Omega$-band-limited. This means that its distributional Fourier transform $\hat{\mathbf{f}}$ is supported in $[-\Omega, \Omega]$. In that case it can be proved that $\hat{f}$ is a linear combination of impulses. The weights in that linear combination are related to the DFT of samples of $f$. Now, we have another model for the band-limited extrapolation problem, which we call continuous-discrete: given a piece $f(t), t \in[-T, T]$, of a $\Omega$-band-1imited P-periodic signal $f(t)$, we want to determine $f(t), t \notin[-T, T]$ (see fig. $1(b)$ ). The solution for this extrapolation model is unique since $f$ is analytic. Moreover, $f$ is a linear combination of exponential functions:

$$
\begin{equation*}
f(t)=\sum_{n=-k_{0}}^{k_{0}} c_{n} e^{-2 \pi_{i n} t / P} \tag{5}
\end{equation*}
$$

where $\quad k_{0}=\left[\frac{\Omega P}{2 \pi}\right] \quad$ (sec [7])

The two models given in fig. $1(a)$ and $I(b)$ are both concerned with the continuous extrapolation problem; this means that the signals to be extrapolated are continuous in time. Nevertheless, in the first case the Fourier transform is also continuous in time, while in the second case the

Fourier transform is a finite array of impulses. There is a major difference in solving the extrapolation problems for the two models: the P-periodic $\Omega$-band-limited function is completely determined by $2 k_{o}+1$ samples in $[-T, T]$. This assertion is a consequence of (5) ([1]). Of course, this is mot the case for model (la).

An attempt to solve the extrapolation problem given in model (la) is the following well-known iterative procedure [4],..[5]:

$$
\begin{align*}
& f_{0}=0 \\
& f_{n+1}=\operatorname{sinc}_{\Omega} *\left(g+\left(I-J_{[-T, T]}\right) f_{n}\right) \tag{6}
\end{align*}
$$

where $I$ is the identity operator and $J_{[-T, T]}$ is the truncation to $[-T, T]$. One possible way of getting a numerical implementation of the recursive formula (6) is based on the following identity

$$
f_{n+1}=f_{n}+\sin { }_{\Omega} *\left(g-J_{[-T, T]} f_{n}\right), n>0
$$

In addition, it is necessary to sample the functions and the convolution in ( $6^{\prime}$ ). After doing that we get the following discrete recursion:

$$
\begin{equation*}
\left.y_{n+1}(j)=y_{n}(j)+\Delta_{\Delta_{m} \in[-T, T]} \operatorname{sinc}_{\Omega}(\Delta(j-m))\left(g(m \Delta)-y_{n}(m)\right)\right) \tag{7}
\end{equation*}
$$

$$
y_{0}(j)=0
$$

where $\Delta$ denotes the distance between two consecutive samples and $j$ is any integer number. Now, it is clear that $y_{n+1}(j)$ may not be $f_{n+1}(j \Delta)$. It is wellknown that $f_{n} \rightarrow f$ uniformly on the real line. On the other hand, it was shown in [2] that the sequence $y_{n}$ tends to the minimum norm solution $y$ of the following discrete-continuous extrapolation problem of $g(m \Delta)=z(m)$,
$-\left[\frac{T}{\Delta}\right] \leqslant m \leqslant\left[\frac{T}{\Delta}\right]$.
Given $z(m), m \in A$ ( $A$ is a finite set of integer numbers) find a finite-energy sequence $y(m), m \in Z:$
(i) $y$ is band-limited to $(-\Omega, \Omega)$.
(ii) $y(m)=z(m), \quad m \in A$.

Under condition (i), the band-limited property should be understood in terms of the Fourier series of $y$, that is to say

$$
F(y)(\omega)=\sum_{m=-\infty}^{+\infty} y(m) \cdot e^{i m \omega}=0 \quad \text { when } \quad|\omega|>\Omega
$$

This is the third model sketched in Fig. 1 (c). This model appears as a consequence of the numerical implementation of the recursion ( $6^{\prime}$ ). However, it is also clear that the extrapolation problem which the recursive formula (7) approaches is completely different from the original problem (model 1 (a)). In ref. [3] model 1 (c) was fully connected with model 1 (a).

Another technique of implementing the recursive relationship (6) is by means of the discrete Fourier transform (DFT). Equation (6) can be written in the following equivalent form:

$$
\begin{align*}
& f_{n+1}={\underset{s}{n+1}}  \tag{8a}\\
& s_{n+1}=J_{[-\Omega, \Omega]} \cdot(g+(I-J  \tag{8b}\\
& \left.[-T, T]) f_{n}\right)^{n}
\end{align*}
$$

where $J_{[-\Omega, \Omega]}$ is the truncation function to $[-\Omega, \Omega], v$ and $\wedge$ denote inverse and direct continuous Fourier transform respectively. Replacing $v$ and $\wedge$ by their corresponding DFT and implementing the frequency cut-off operator in terms of samples of the frequency space, we get the following recursion

$$
\begin{align*}
& \ell_{n+1}(j)=\frac{1}{M} \sum_{m=-N}^{N} \alpha(m) e^{2 \pi i m j / M} \quad j \in[-N, N]  \tag{a}\\
& \alpha(m)= \begin{cases}0 & N \geqslant|m|>k_{0}=\left[\frac{\Omega M M_{2}}{2 \pi}\right] \\
\sum_{j=-N}^{N} \beta(j) e^{-2 \pi i j m / M} & |m| \leqslant k_{0}\end{cases}  \tag{9b}\\
& \beta(j)= \begin{cases}g(j \Delta), & |j| \leqslant\left[\frac{T}{\Delta}\right] \\
l_{n}(j), & N \geqslant|j| \geqslant\left[\frac{T}{\Delta}\right]\end{cases} \tag{9c}
\end{align*}
$$

In formulas (9b) and (9c) $\Delta$ denotes the distance between consecutive samples which is used to extract values of $g$ inside $[-T, T]$, and to approach the continuous Fourier transform; $M=2 N+1$ is the length of the DFT. There is no a priori evidence that justifies the convergence of the procedure given by (9) because $\ell_{n}(j)$ is not $f_{n}(j \Delta)$. In ref. [1] it was proven that if $k_{0}=\left[\frac{T}{\Delta}\right]=L$ then $l_{n+1}$ converges to the solution of the following discrete-discrete extrapolation problem

Given the sequence $x(n),-L \leqslant n \leqslant L$
Find a sequence $h(n),-N \leqslant n \leqslant N$ such that
(i) $h(n)$ is band-1imited to $\left[-k_{0}, k_{0}\right]$
(ii) $h(n)=x(n), \quad n \in[-L, L]$

Condition (i) should be understood in terms of the DFT,

$$
\sum_{n=-N}^{N} h(n) e^{-2 \pi i n m / M}=0 \quad N \geqslant|m| \geqslant L, \quad M=2 N+1
$$

Fig. I(d) sketches this new model for the extrapolation problem.

In ref. [1] it was assumed that the number of non-zero frequencies is the same as the number of given samples: $x(n), n \in[-L, L]$. Nevertheless, as well as it was done for the discrete-continuous model (c), it should not be difficult to prove that when $k_{0}>\left[\frac{T}{\Delta}\right]$ the same algorithm (9) converges to the minimum norm sequence $h(n)$ which satisfies (10a), (10b). The case $k_{o}<\left[\frac{T}{\Delta}\right]=L$ may not yield any solution.

It is clear that the discrete-discrete model is completely different from the continuous-continuous model. Nevertheless, it naturally appears from another numerical implementation of equation (6). Unlike the discretecontinuous case, this model has not been connected to the continuous-continuous case. In other words, no one has shown how the extrapolation obtained by means of the discrete-discrete model is related to the original continuouscontinuous problem. It is worth pointing out that the recursive equation (9) is just a method of getting the extrapolated sequence given by equations (10a) and (lOb). Hence the solution provided by the algorithm (9) was not related to the continuous solution. Some relationships between models $I$ (a) and 1 (d) will be given in Section II. Nevertheless, we did not get the same class of relationships we had obtained for the connection between models 1 (a) and 1 (c) ([3]). To end this section we would like to point out that the continuousdiscrete $I(b)$ and discrete-discrete $I(d)$ models are closely related. This is because a continuous P-periodic $\Omega$-band-limited function is completely determined by the samples $f(n \Delta)$ where $\Delta$ satisfies:

$$
\frac{\pi}{\Delta}>\Omega \text { and } \frac{P}{\Delta}=2 N+1
$$

Then, if $\Delta$ is small enough so that

$$
\left[\frac{T}{L}\right] \geqslant\left[\frac{\mathrm{P}}{2 \pi}\right]
$$

then the discrete-discrete model will apply and the solution given by this model will coincide with the samples of the P-periodic continuous extrapolation.
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## II. MAIN RESULTS

This section is divided into two parts. The first part (II.a) is devoted to the $\in$-tolerance band-limited extrapolation problem. The second part (II.b) is concerned with further relationships between the discretediscrete model and the continuous-continuous model for the band-limited extrapolation problem. All proofs are relegated to the Appendix.
II. a

In this Section we address the $\in$-tolerance band-limited extrapolation problem. We present some theoretical results and their application to the extrapolation of noisy signals. These results show that the discrete-discrete model and the discrete-continuous model can be applied to obtain approximations for a continuous-continuous extrapolation problem in the presence of noise. Let $g$ be a piece of an $\Omega$-band-limited signal, $g:[-T, T] \rightarrow C$, and $\in$ be any positive number. Then, the $\in$-tolerance bandlimited extrapolation problem can be stated in the following way:

Find $h: R \rightarrow C$ :
$h$ is band-limited to $[-\Omega, \Omega \Omega]$

$$
\begin{equation*}
|h(t)-g(t)| \leqslant \epsilon \text { for } t \in[-T, T] \text {. } \tag{1la}
\end{equation*}
$$

It is clear that conditions (1la) and (1lb) do not define $h$ uniquely (see Section III). Theorem 1 and Theorem 2 present two techniques for getting a solution of this problem. The techniques are based on the approximation of the solution by means of the discrete-discrete model (adapted for the E-tolerance case). On the other hand, Theorem 3 presents a different approach based on the discrete-continuous model (adapted for the $\in$-tolerance case).

In the latter case, we obtain a solution of (la) and (lb) which is characterized as the minimum energy band-limited function among those which satisfy (Ila) and (llb)

## Theorem 1

Given $\epsilon>0$ and $g:[-T, T] \rightarrow C$ a piece of a $\Omega$-band-limited function $f$ which is assumed to be absolutely summable, i.e., $\int_{-\infty}^{+\infty}|f(x)| d x<+\infty$. Let $M$ be any positive integer and

$$
\Delta=\sqrt{\frac{2 \pi T}{\Omega M}}
$$

Let us define the following sequence of functions:

$$
\begin{equation*}
\varphi_{\Delta}(x)=\frac{1}{M} \sum_{k=-k_{0}}^{k_{0}} z \Delta(k) \cdot e^{2 \pi i k x / M \Delta}, \quad k_{0}=\left[\frac{M \Delta \Omega}{2 \pi}\right] \tag{12}
\end{equation*}
$$

where $z_{\Delta}(k),-k_{0} \leqslant k \leqslant k_{0}$ satisfies

$z^{\text {minimizes }} \sum_{k=-k_{0}^{\prime}}^{k_{0}}|z(k)|$ among those which satisfy condition

Then, there exists a subsequence of real numbers $\Delta_{n} \rightarrow 0$ and a $\Omega$-bandlimited function $h$ such that:

$$
\max _{x \in[-T, T]}|h(x)-g(x)| \leqslant \epsilon \text {, and }
$$

$\varphi_{\Delta_{n}}$ approaches $h$ uniformly over compact sets in the real line, when $\Delta_{n} \rightarrow 0$.
$\left(\forall K\right.$ compact set, $\left.\forall \delta \geq 0, \forall n>n_{0}(\delta): \max _{x \in \mathbb{K}}\left|\varphi_{\Delta_{n}}(x)-g(x)\right| \leqslant \delta\right)$

Observe that the definition of $\Delta$ ensures that $\left[\frac{T}{\Delta}\right]=k_{0}$.
It is clear that the sequence of functions $\varphi_{\Delta}$ constitutes a family of M -periodic $\Omega$-band-limited functions. The condition (13a) merely says that $\varphi_{\Delta}$ satisfies $\left|\varphi_{\Delta}(n \Delta)-g(n \Delta)\right| \leqslant \epsilon$ when $n \Delta \in[-T, T]$. In addition, condition ( 13 b ) is a technical requirement to ensure that $\varphi_{\Delta}$ can be bounded on compact sets in the complex plane (a detailed proof is included in the Appendix).

It is also clear that conditions (13a) and (13b) can be put, for $M=2 N+1$, in this equivalent way:

We seek for a M-periodic sequence $y(n), n \in(-\infty,+\infty)$ such that:
(a) $y$ is band-1imited to $\left[-k_{0}, k_{0}\right]$.
(b) $|y(n)-g(n \Delta)| \leqslant \epsilon$ for $n \in\left[-k_{0}, k_{0}\right]$.
(c) If $z$ denotes the $M$-point DFT of $y$, then $z$ minimizes

$$
\sum_{k=-N}^{N}|z(k)| \text {, where } y \text { satisfies (a) and (b). }
$$

Conditions (a) and (b) are the discrete-discrete counterpart of the problem which Theorem 1 solves. Condition (c) is an additional constraint ( $(a)$ and (b) do not define $y(n)$ uniquely) that makes the connection between both problems possible. There is another (c)-type constraint which also leads to a solution of the continuous extrapolation problem with $\in$-tolerance. That is the purpose of the next theorem.

## Theorem 2

Under the same conditions and assumptions as in Theorem 1 , if we replace condition (13b) by the following one:
$z_{\Delta}$ minimizes $\sum_{k=-k}^{k}|z(k)|^{2}$ among those which satisfy condition (13a) (13b')
then, the same conclusion as in theorem 1 holds: There exists a subsequence $\Delta_{m} \rightarrow 0$ such that $\varphi_{\Delta_{m}} \rightarrow h^{\prime}$ uniformly over compact sets and $h^{\prime}$ is a solution of (1la) and (11b).

We have already pointed out that the continuous-continuous extrapolation problem with $\in$-tolerance has no unique solution. Hence the extrapolated signal $h$ given in Theorem 1 and its counterpart $h^{\prime}$ given in Theorem 2 may not coincide. The characterization of these solutions has not yet been found. However, it is our conjecture that the solution provided by Theorem 2 is the minimum noisy signal among those which satisfy conditions (11a) and (11b).

Another possible approach is obtained by means of the continuousdiscrete model. In this case, the solution $h^{\prime \prime}$ can be characterized as the minimum-energy $\Omega$-band-linited function which satisfies

$$
\max _{x \in[-T, T]}\left|g(x)-h^{\prime \prime}(x)\right| \leqslant \epsilon .
$$

Nevertheless, its computation may be more involved.
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## Theorem 3

Let $\in$ and $\Delta$ be any two positive numbers. Let $g:[-T, T] \rightarrow C$ a piece of a $\Omega$-band-limited finite energy function $f$. For each $\Delta<2 T$ we define the function $f_{\Delta}$ as follows: $\quad\left(L=\left[\frac{T}{\Delta}\right]\right)$

$$
f_{\Delta}(x)=\sum_{k \in[-L, L]} x_{\Delta}(k) \cdot \operatorname{sinc}_{\Omega}(x-k \Delta) \text {, where }
$$

$x_{\Delta}(k)$ is the solution of the following optimization problem:

$$
\begin{equation*}
\text { minimize } \sum_{-L \leqslant k \leqslant L} x(k) z(k) \tag{14a}
\end{equation*}
$$

subject to:

$$
\begin{align*}
& |z(k)-g(k \Delta)| \leqslant \epsilon,-L \leq k \leq L  \tag{14b}\\
& \sum_{-L \leq k \leq L} x(k) \operatorname{sinc}_{\Omega}[\Delta(i-k)]=z(i),-L \leq i \leq L \tag{14c}
\end{align*}
$$

Then, there exists a sequence $\Delta_{m} \rightarrow 0$ such that $f_{\Delta_{m}} \rightarrow h$ uniformly over compact sets in the real line. Here, $h$ " denotes the minimum-energy function which is band-limited to $[-\Omega, \Omega]$ and satisfies

$$
\max _{x \in[-T, T]}\left|g(x)-h^{\prime \prime}(x)\right| \leqslant \epsilon
$$

Moreover, it can be shown that $\mathrm{f}_{\Delta_{\text {m }}}$ approaches $h$ " uniformly on the whole real line.

It is worth pointing out that the function $f_{\Delta}$ constructed in the theorem is just the minimum-energy $\Omega$-band-limited function that satisfies

$$
\begin{equation*}
\max _{k \in[-L, L]}\left|g(k \Delta)-f_{\Delta}(k \Delta)\right| \leqslant \epsilon \tag{15}
\end{equation*}
$$

It is also interesting to observe that Theorem 3 requires $f$ to be of finiteenergy only. On the other hand, Theorems 1 and 2 require absolute summability of $f$. This last property ensures that $f$ is smooth (at least a continuous function ). Hence, simple cases such as $f(x)=\operatorname{sinc}_{\Omega}(x)$ are not included in the first two theorems given above.

The techniques presented here are potentially useful for getting solutions of the extrapolation problem in the presence of noise $\eta(x)$ in the observed portion of the signal. Let us assume that $|\eta(x)| \leqslant \delta$ and that we are given a noisy observation $\tilde{g}(x)=g(x)+\eta(x)$, when $x \in[-T, T]$. Theorems 1,2 and 3 hold when $g(x)$, is replaced by $\tilde{g}$. This means that theorem 1 and theorem 2 give us two $\Omega$-band-limited functions $h$ and $h^{\prime}$ such that: ( $\epsilon=2 \delta$ )

$$
|h(x)-\tilde{g}(x)| \leqslant \epsilon \quad \text { and }\left|h^{\prime}(x)-\tilde{g}(x)\right| \leq \epsilon
$$

when $x \in[-T, T]$. Theorem 3 also constructs a $\Omega$-band-limited function $h^{\prime \prime}$ such that $\left|h^{\prime \prime}(x)-\tilde{g}(x)\right| \leqslant \delta$ with the minimum-energy property. The potential difference between techniques as presented in Theorems 1,2 and 3 may lie in the numerical methods used for solving the optimization problems. Further research is being done on this problem.
II.b

In this section more theoretical relationships between the discretediscrete model and the continuous-continuous model for the band-limited extrapolation problem are presented. The main goal is to try to construct an approximation of the continuous-continuous problem by means of the discrete-discrete model. The main result is given by the following theorem.

Theorem 4
Let $g:[-T, T] \rightarrow C$ be a piece of a $\Omega$-band-limited function $f$ which is supposed to be absolutely summable. There exist two sequences of positive

$$
\begin{aligned}
& \text { real numbers } \epsilon_{n} \rightarrow 0 \text { and } \Delta_{n} \rightarrow 0 \\
& \qquad \frac{2 \pi T}{\Omega \Delta_{n}^{2}}=M_{n} \text { an integer number }
\end{aligned}
$$

and a sequence of functions

$$
\Psi_{\Delta_{n}, \epsilon_{n}}(x)=\frac{1}{M_{n}} \sum_{k=-k_{0}}^{k_{0}} z_{n}(k) e^{-\frac{2 \pi_{i k x}}{M_{n} \Delta_{n}}}
$$

where $z_{\epsilon_{n}}(k), \quad-k_{0} \leqslant k \leqslant k_{0}$,

$$
k_{0}=\left[\frac{\Omega M_{n} \Delta_{n}}{2 \pi}\right],
$$

is the solution of the following optimization problem:

$$
\begin{align*}
& \left|\frac{1}{M_{n}} \cdot \sum_{k=-k_{0}}^{k_{0}} z_{\Delta_{n}}(k) \cdot e^{-2 \pi i k m / M_{n}}-g\left(m \Lambda_{n}\right)\right| \leqslant \epsilon_{n}, \quad m \in\left[-k_{0}, k_{0}\right]  \tag{16a}\\
& \operatorname{minimize} \sum_{k=-k_{0}}^{k_{0}}\left|z_{\in_{n}}(k)\right| \tag{16b}
\end{align*}
$$

such that $\Psi_{\Delta_{n}}, \epsilon_{n} \xrightarrow[\Delta_{n} 0]{ }$ f uniformly over compact sets in the real line. $\epsilon_{n}-0$

This theorem asserts that it is possible to get an approximation of $f$ by means of the discrete-discrete model. Nevertheless, conditions (16a)
and (16b) are not equivalent to matching the given samples $g\left(m A_{n}\right)$ via DFT of a sequence $z(k)$ which is zero if $k \in\left[-k_{0}, k_{0}\right]$. That is what the discrete-discrete version of Papoulis' algorithm carries out, as was pointed out in Section I. This problem is as far as we know, an open problem. We would like to point out that this problem, far from being a merely theoretically interesting question, is the only result which might ensure that the DFT implementation technique of Papoulis' algorithm does approach the real extrapolation. Hence, we would like to state the following:

## Conjecture

Given $g:[-T, T] \rightarrow C$ a piece of a $\Omega$-band-limited function $f$ (which should be, at least, absolutely sumable), let $\Delta$ be a real positive number such that $2 \pi T / \Omega \Delta^{2}$ is an integer number $M$. Let

$$
\psi_{\Delta}(x)=\frac{1}{M} \sum_{k=-k_{0}}^{k_{0}} z(k) \cdot e^{-2 \pi i k x / M \Delta}
$$

be a family of functions where $z(k)$ is defined by the condition ( $k_{0}=\left[\frac{\Omega \Delta M}{2 \pi}\right]$ )

$$
\begin{aligned}
& \Psi_{\Delta}(n \Delta)=g(n \Delta)=\frac{1}{M} \cdot \sum_{k=-k_{0}}^{k_{0}} z(k) \cdot e^{-2 \pi i k n / M}, \\
& -k_{0} \leqslant n \leqslant k_{0}
\end{aligned}
$$

Then, there exists a subsequence $\Delta_{m} \rightarrow 0$ such that $\Psi_{\Delta_{m}} \xrightarrow{\Delta_{m} 0} f$ uniformly over compact sets in the real line.
III. NOISE SENSITIVITY OF THE BAND-LIMITED SIGNAL EXTRAPOLATION PROBLEM

It is well-known that the band-limited signal extrapolation problem is a very ill-conditioned problem since a small amount of noise implies that there may be no solution. A related problem is how to decide if some approximation of the extrapolated signal is sufficiently close to the real extrapolation. Since we are only given a piece $g$ (eventually noisy) of the signal to be extrapolated, all the criteria should lie on comparisons between the approximations and $g$. It is clear that it should not be expected that closeness to $g$ implies closeness to $f$ over the whole real line. Nevertheless it might be reasonable to believe that if only a small amount of extrapolated information was desired, (i.e.: up to an interval (-T', $T^{\prime}$ ) where $T<T^{\prime}<\infty$ ) then there would be a constant $C$ (which does not depend on the signal) such that

$$
\|f-U\|_{\infty}^{\left[-T^{\prime}, T^{\prime}\right]} \leqslant c . \epsilon
$$

when

$$
\|g-\psi\|_{\infty}^{[-T, T]} \leqslant \epsilon
$$

where $\Psi$ is the approximation to the extrapolation and $\in$ is any positive number.

Unfortunately, this is not the case in general. The function $\Psi$ may be a $\Omega$-band-limited function which is close to $f$ inside $[-T, T]$ and might differ from $f$ in $\left[-T^{\prime}, T^{\prime}\right]$ as much as we want. The next theorem states this result more explicitly.

## Theorem 5

Given any positive numbers $\epsilon$ and $\Theta$, and given $f$ and $g$ as above, let $P$ be any point in $\left[-T^{\prime}, T^{\prime}\right]$ such that $P \notin[-T, T]$. Then, there exists a $\Omega$-band-1imited function $\Psi_{\in, P}$ that satisfies:

$$
\begin{aligned}
& \left\|\Psi_{\in, P}-g\right\|_{\infty}^{[-T, T]} \leqslant \epsilon \\
& \left|\Psi_{\in, P}(P)-f(P)\right| \geqslant \theta
\end{aligned}
$$

Theorem 5 shows that future research on this subject should take into account that some small noise in the observation or small errors in $[-T, T]$ in the approximation of the signal to be extrapolated may mean large errors outside the known range.
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## IV. APPENDIX

We will need a lemma for proving theorems 1,2 and 4. This lemma states a well-known result related to the approximation of the continuous Fourier transform by means of the discrete Fourier transform (DFT). We include our proof here because it follows the same idea as the theorems' proofs.

## Lerma 1

Let $f: R \rightarrow C$ be a $\Omega$-band-limited function which is absolutely summable. Let $M$ be a positive integer number $M=2 N+1$ and $k_{0}$ be $\left[\frac{\Omega M \Delta}{2 \pi}\right]$ where $\Delta$ is a positive real number given by

$$
\frac{2 \pi T}{\Omega M}=\Delta^{2}
$$

If we put

$$
\gamma_{\Delta}(k)=\sum_{n=-N}^{N} f(n \Delta) \cdot e^{-2 \pi i k n / M} \quad k \in[-N, N]
$$

and if we define

$$
\phi_{\Delta}(x)=\frac{1}{M} \cdot \sum_{k=-k_{0}}^{k_{0}} \gamma_{\Delta}(k) e^{2 \pi i k x / M \Delta}, \quad x \in R
$$

we will obtain a sequence $\Delta_{\text {m }} \rightarrow 0$ such that

$$
\oint_{\Delta_{m}} f \text { uniformly on compact sets in } R .
$$

## Proof

First, we prove that $\oint_{\Delta}$ converges to $f$ in the weak sense, i.e., given any function $L$ such that $L$ is a smooth function that also has compact support:

$$
\begin{align*}
& \int_{-\infty}^{\infty} \phi_{\Delta}(x) \cdot L(x) d x \xrightarrow{\Delta \rightarrow 0} \int_{-\infty}^{\infty} f(x) L(x) d x \cdot \\
& \int_{-\infty}^{\infty} \phi_{\Delta}(x) L(x) d x=\sum_{k=-k}^{k} \frac{1}{M} \cdot \sum_{n=-N}^{N} f(n \Delta) e^{2 \pi i k n / M} \cdot \hat{L}\left(\frac{2 k \pi}{M \Delta}\right) \tag{AI}
\end{align*}
$$

Now if we call $Q=M \Delta$ (Al) will become

$$
\begin{equation*}
\frac{1}{2 \pi} \frac{2 \pi}{Q} \cdot \Delta \sum_{k=-k_{0}}^{k_{0}} \sum_{n=-N}^{N} f(n \Delta) e^{i(2 \pi k / Q) \cdot(n \Delta) \hat{L}\left(\frac{2 \pi}{Q} \cdot k\right)} \tag{AZ}
\end{equation*}
$$

Since $\Delta \rightarrow 0$ implies $Q \rightarrow \infty$, formula (A2) becomes

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\Omega}^{\Omega} \int_{-\infty}^{+\infty} f(x) e^{i x \omega \hat{L}} \hat{L}(\omega) d x d \omega \tag{AB}
\end{equation*}
$$

But since $\int_{-\infty}^{+\infty} f(x) e^{i x \omega} d t=0$ if $\omega \notin[-\Omega, \Omega]$, then (A3) is identical to

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x) e^{i x \omega} \hat{L}(\omega) d t d \omega \tag{AS}
\end{equation*}
$$

(A4) is exactly

$$
\int_{-\infty}^{+\infty} f(x) L(x) d x
$$

Now we prove that there exists an analytic function $\tilde{f}: R \rightarrow C$ and a subsequence $\Delta_{\mathrm{m}} \rightarrow 0$ such that

$$
\phi_{\Delta_{\mathrm{m}}} \rightarrow \tilde{\mathrm{E}} \text { uniformly on compact sets. }
$$

Since $P_{\Delta_{m}}$ converges weakly to $f$ then $f=\tilde{f}$ almost everywhere. But both $f$ and $\tilde{f}$ are smooth functions. This implies $f(x)=\tilde{f}(x)$ for all $x \in R$.

Let $z$ be any complex number. Let us extend the definition of $\mathscr{F}_{\Delta}$ to complex arguments $z$ as follows:

$$
\begin{equation*}
\oint_{\Delta}(z)=\frac{1}{M} \cdot \sum_{k=-k_{0}}^{k}\left(\sum_{n=-N}^{N} f(n \Delta) e^{-2 \pi i k n / M}\right) e^{2 \pi i k z / M \Delta} \tag{AS}
\end{equation*}
$$

Now it is easily seen that

$$
\begin{equation*}
\left|\phi_{\Delta}(z)\right| \leqslant \frac{2 k_{o}}{M} \cdot \sum_{n=-N}^{N}|f(n \Delta)| \cdot e^{|I m z| \Omega} \tag{A6}
\end{equation*}
$$

But $\frac{2 k_{0}}{M} \leqslant \frac{\Omega \Delta}{\pi}$, therefore equation (A6) becomes

$$
\begin{equation*}
\left|\oint_{\Delta}(z)\right| \leqslant \frac{\Omega}{\pi} \cdot \Delta \sum_{n=-N}^{N}|f(n \Delta)| \cdot e^{|I m z| \Omega} \tag{A7}
\end{equation*}
$$

When $\Delta \rightarrow 0$ the right-hand term in (A7) tends to

$$
\int_{-\infty}^{+\infty}|f(x)| d x
$$

Then there exists a constant $C$ such that

$$
\begin{equation*}
\left|\oint_{\Delta}(z)\right| \leqslant c \cdot e^{|I m z| \Omega} \tag{A8}
\end{equation*}
$$

$\phi_{\Delta}$ is a family of analytic functions on the complex plane. In addition, (A8) says that this family is uniformly bounded on compact sets in C. Such a family is called a normal family. Hence, there exists a subsequence $\Delta_{m} \rightarrow 0$ and an analytic function $f$ such that

$$
\begin{equation*}
\oint_{\Delta_{m}} \rightarrow £ \text { uniformly on compact sets of the complex plane. } \tag{8}
\end{equation*}
$$

We will work only with the noisy case as it was pointed out at the end of Section II.a. The non-noise case can be shown by exactly the same proofs.

Theorem 1 (proof)
We are given $\tilde{g}(t)$, a noisy piece of $f(t)$, for $t \in[-T, T]$. We know $\tilde{g}(t)=f(t)+\eta(t)$ where $\eta$ is a continuous function $|\eta(t)| \leqslant \delta$. We are given $\epsilon \geqslant 2 \delta$ and we know by lemma 1 given above that there exists $m_{0}(\delta)$ such that

$$
\left|\phi_{\Delta_{m}}(x)-f(x)\right| \leqslant \delta \quad \text { if } x \in[-T, T], \quad m \geqslant m_{0}(\delta)
$$

In particular, we have

$$
\begin{equation*}
\left|\phi_{\Delta_{m}}\left(n \Delta_{m}\right)-f\left(n \Delta_{m}\right)\right| \leqslant \delta, \quad-\left[\frac{T}{\Delta_{m}}\right] \leqslant n \leqslant\left[\frac{T}{\Delta_{m}}\right] \tag{AQ}
\end{equation*}
$$

Recall that

$$
\phi_{\Delta_{m}}\left(n \Delta_{m}\right)=\frac{1}{M_{m}} \sum_{k=-k_{0}}^{k_{0}} \gamma_{\Delta_{m}}(k) e^{2 \pi_{i k n} / M_{m}} ; \text { by (A9) }
$$

and since

$$
\begin{align*}
& \left|f\left(n \Delta_{m}\right)-\tilde{g}\left(n \Delta_{m}\right)\right| \leqslant \delta \\
& \left\lvert\, \frac{1}{M_{m}} \cdot \sum_{k=-k_{0}}^{k_{0}} \gamma_{\Delta_{m}}(k) e^{2 \pi i k n / M_{m}-\tilde{g}\left(n \Delta_{m}\right) \mid \leqslant \epsilon, n \in\left[-k_{0}, k_{0}\right]}\right. \tag{A10}
\end{align*}
$$

(A10) implies that

$$
\begin{equation*}
\sum_{k=-k}^{k}\left|z_{\Delta_{m}}(k)\right| \leqslant \sum_{k=-k_{0}}^{k_{0}}\left|\gamma_{\Delta_{m}}(k)\right| \tag{AlI}
\end{equation*}
$$

because of properties (13a) and (13b) which $z_{\Delta_{m}}$ satisfies. Now, if we extend formula (12) for complex arguments $z$ we will get

$$
\begin{equation*}
\left|\varphi_{\Delta_{m}}(z)\right| \leqslant \frac{1}{M_{m}} \sum_{k=-k_{0}}^{k}\left|z_{m}(k)\right|\left|e^{2 \pi i k z / M_{m} \Delta_{m}}\right| \tag{A12}
\end{equation*}
$$

By (All) we have

$$
\begin{equation*}
\left|\varphi_{\Delta_{m}}(z)\right| \leqslant \frac{1}{M_{m}}\left(\sum_{k=-k}^{k}\left|\gamma_{\Delta_{m}}(k)\right|\right) e^{|\operatorname{Imz}| \Omega} \tag{A13}
\end{equation*}
$$

It was shown in lemma 1 that

$$
\frac{1}{M_{m}} \sum_{k=-k_{0}}^{k_{0}}\left|\gamma_{\Delta_{m}}(k)\right| \leqslant c
$$

Hence,

$$
\begin{equation*}
\left|\varphi_{\Delta_{m}}(z)\right| \leqslant c_{1} e^{|\operatorname{Im} z| \Omega} \tag{A14}
\end{equation*}
$$

Then, $\varphi_{\Delta_{m}}$ is a normal family of analytic functions in the complex plane. This means that there exists a subsequence $\Delta_{m_{k}}$ of $\Delta_{m}: \Delta_{m_{k}} \rightarrow 0$ and an analytic function h

$$
\varphi_{\Delta_{\mathrm{m}_{k}}} \rightarrow \mathrm{~h} \text { uniformly on compact sets in the complex plane. }
$$

In particular, the convergence is also pointwise. Then

$$
\begin{equation*}
|h(z)| \leqslant c e^{|\operatorname{Imz}| \Omega} \tag{A15}
\end{equation*}
$$

(A15) shows that $h(x), x \in R$ defines a bounded function of $\Omega$-exponentialtype. In that case, the distributional Fourier transform is known to be supported in $[-\Omega, \Omega 2]$ (see [9]).

It can be easily proven that $|h(x)-\tilde{g}(x)| \leqslant \epsilon$, for $x \in[-T, T]$ because $\tilde{g}$ is a continuous function and $\varphi_{\Delta_{m}}$ is a family of equicontinuous functions (see [8]).

Theorem 2 (proof)

The proof of this theorem is very similar to that of theorem 1 . We will just point out the differences with respect to the proof of theorem 1. Formula (All) should be replaced by the following one:

$$
\begin{equation*}
\sum_{k=-k_{0}}^{k}\left|z_{\Delta_{m}}(k)\right|^{2} \leqslant \sum_{k=-k_{0}}^{k}\left|\gamma_{\Delta_{m}}(k)\right|^{2} \tag{All'}
\end{equation*}
$$

In this case the family of functions $\varphi_{\Delta_{m}}$ should be bounded in the following way:

$$
\begin{align*}
& \left|\varphi_{\Delta_{m}}(z)\right|=\frac{1}{M}\left|\sum_{k=-k_{0}}^{k_{0}} z_{\Delta_{m}}(k) \cdot e^{2 \pi i k z / M_{m} \Delta_{m}}\right| \\
& \leqslant c \cdot \frac{\Delta_{m}^{1 / 2}}{M_{m}^{1 / 2}}\left[\sum_{k=-k_{0}}^{k_{0}}\left|\gamma_{\Delta_{m}}(k)\right|^{2}\right]^{1 / 2} e^{\Omega|I m z|}
\end{align*}
$$

Then, since

$$
\left[\sum_{k=-k}^{k}\left|\gamma_{\Delta_{m}}(k)\right|^{2}\right]^{1 / 2} \leqslant \quad M_{m}^{1 / 2}\left[\sum_{n=-N_{m}}^{N_{m}}\left|f\left(n \Delta_{m}\right)\right|^{2}\right]^{1 / 2}
$$

(A13') becomes

$$
\left|\varphi_{\Delta_{m}}(z)\right| \leqslant c \cdot \Delta_{m}^{1 / 2}\left[\sum_{n=-N_{m}}^{N_{m}}\left|f\left(n \Delta_{m}\right)\right|^{2}\right]^{1 / 2} e^{|I m z| \Omega}
$$

Since $f$ has finite energy (because it is continuous and absolutely sumable) we get

$$
\begin{equation*}
\left|\varphi_{\Delta_{m}}(z)\right| \leqslant c_{2} e^{\Omega|\operatorname{Imz}|} \tag{A14'}
\end{equation*}
$$

and therefore $\varphi_{\Delta_{m}}$ is a normal family of analytic functions. The theorem is proven.

In order to keep the conceptual relationship among the therems' proofs we would like to prove theorem 4 before theorem 3 .

Theorem 4 (proof)

It was proven in lemma 1 that there exists a sequence $\Delta_{m} \rightarrow 0$ such that $\oint_{\Delta_{m}} \rightarrow f$ uniformly on compact sets. Let $\epsilon_{m}$ be the following real number

$$
\max _{s \in[-T, T]}\left|\varphi_{\Delta_{m}}(x)-f(x)\right|=\epsilon_{m}
$$

Now, taking into account properties (16a) and (16b) we conclude

$$
\begin{equation*}
\sum_{k=-k_{0}}^{k_{0}}\left|z_{\epsilon_{n}}(k)\right| \leqslant \sum_{k=-k_{0}}^{k_{0}}\left|\gamma_{\Delta_{m}}(k)\right| \tag{A16}
\end{equation*}
$$

It can be easily shown from (A16) that $\Psi_{\Delta_{m}}, \epsilon_{m}$ is a family of normal analytic functions on the complex plane. Hence $\Psi_{\Delta_{m_{k}}}, \epsilon_{m_{k}} \rightarrow K$ where $K$ is an analytic on compact sets in the complex plane. It remains to prove that $f(x)=K(x)$. In doing that it is sufficient to show that $f(x)=K(x)$ when $x \in[-T, T]$ since both functions are analytic.

Recall that a normal family of analytic functions is equicontinuous ([8]). Then, let $x_{0}$ be any point in $[-T, T]$, and $c$ be any positive number. There exists $\delta>0$ such that

$$
\begin{equation*}
\left|x-x_{0}\right|<\delta \rightarrow\left|f(x)-f\left(x_{0}\right)\right| \leqslant c, \tag{A17}
\end{equation*}
$$

and

$$
\left|x-x_{0}\right|<\delta \rightarrow \mid \Psi_{\Delta_{m_{k}}}, \in_{m_{k}}(x)-\psi_{\Delta_{m_{k}}, \epsilon_{m_{k}}\left(x_{0}\right) \mid \leq c . ~}
$$

This last property is due to the equicontinuous property of the family $\Psi_{\Delta_{m_{k}}}, \epsilon_{m_{k}}$. In addition, there exists $m_{k_{0}}$ such that

$$
m_{k} \geqslant m_{k}-\left|\psi_{\Delta_{m_{k}}}, \epsilon_{m_{k}}\left(x_{0}\right)-K\left(x_{0}\right)\right| \leq c
$$

Then, $\Delta_{m_{k}}$ can be chosen small enough such that $\left|n \Delta_{m_{k}}-x_{0}\right|<\delta$ for certain $n$, and $\epsilon_{\mathrm{m}_{k}}<c$. If we put $n A_{\mathrm{m}_{k}}=x_{1}$, we will get

$$
\begin{aligned}
& \left|f\left(x_{0}\right)-k\left(x_{0}\right)\right| \leqslant\left|k\left(x_{0}\right)-\psi_{\Delta_{m_{k}}, \epsilon_{m_{k}}}\left(x_{0}\right)\right|+\mid \psi_{\Delta_{m_{k}}, \epsilon_{m_{k}}}\left(x_{0}\right)-\psi_{\Delta_{m_{k}}, \epsilon_{m_{k}}}\left(x_{1}\right) \\
& +\left|\psi_{\Delta_{m_{k}}, \epsilon_{m_{k}}}\left(x_{1}\right)-f\left(x_{1}\right)\right|+\left|f\left(x_{1}\right)-f\left(x_{0}\right)\right|
\end{aligned}
$$

Hence, $\left|f\left(x_{0}\right)-K\left(x_{0}\right)\right| \leqslant 4 c$. Since $c$ is any positive number, $f\left(x_{0}\right)=K\left(x_{0}\right)$.
We will need the following lemma to prove theorem 3. This lemma is a well known result which comes from the general Hilbert space theory and it will not be proven here. For a proof see [10].

## Lemma 2

Let $H$ be a Hilbert space and let $x_{1}, \ldots, x_{n}$ be $n$-linearly independent elements of $H$. Let us consider the following optimization problem:

$$
\begin{equation*}
\min \langle x, x\rangle \tag{A19}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\left\langle x, x_{i}\right\rangle=\alpha_{i}, \quad i=1, \ldots, n \tag{A20}
\end{equation*}
$$

where $\alpha_{i}$ are arbitrary numbers and $\langle$,$\rangle denotes the inner product defined$ in H. Then, the solution of such optimization problem is given by

$$
\begin{equation*}
x=\sum_{i=1}^{n} \beta_{i} x_{i} \tag{A21}
\end{equation*}
$$

where $\beta_{i}, i=1, \ldots, n$ are complex numbers which satisfy the following system of equations:

$$
\begin{equation*}
\sum_{i=1}^{n} \beta_{i}\left\langle x_{i}, x_{j}\right\rangle=\alpha_{j}, j=1, \ldots, n \tag{A22}
\end{equation*}
$$

We will use the result stated in leman 2 in the following particular case:

$$
\begin{aligned}
& H=L^{2}(-\Omega, \Omega)=\left\{\hat{\mathrm{f}}: \int_{-\Omega}^{\Omega}|\hat{\mathrm{f}}|^{2} d \omega\langle\infty\} ;\langle\hat{\mathrm{f}}, \hat{\mathrm{~g}}\rangle=\frac{1}{2 \pi} \int_{-\Omega}^{\Omega} \hat{\mathrm{f}} \hat{\mathrm{~g}}\right. \\
& x_{k}=x_{k}(\omega)=e^{i \omega k \Delta}, \quad k \in[-L, L], \quad \omega \in(-\Omega, \Omega) \\
& \alpha_{k} \text { is any complex number: }\left|\alpha_{k}-g(k \Delta)\right| \leqslant \epsilon .
\end{aligned}
$$

Now, the optimization problem given by (A19) and (A20) becomes

$$
\begin{equation*}
\min \int_{-\Omega}^{\Omega}|\hat{f}|^{2} d x \tag{A21}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\frac{1}{2 \pi} \int_{-\Omega}^{\Omega} \hat{f}(\omega) e^{-i \omega k \Delta} d \omega=\alpha_{k}, k \in[-L, L] \tag{A22}
\end{equation*}
$$

In other words, given $\alpha_{k}, k \in[-L, L]$ we seek for the minimum-norm bandlimited function $K$ such that $K(k \Delta)=\alpha_{k}$. Equations (A21) and (A22) describe this problem in terms of $K$ (its Fourier transform). On the other hand, the solution of (A21) and (A22) is given by

$$
\begin{equation*}
\hat{\mathrm{K}}(\omega)=\sum_{k \in[-L, L]} \beta_{k} e^{i \omega k \Delta} \tag{A23}
\end{equation*}
$$

where $\beta_{k}$ satisfies

$$
\begin{equation*}
\sum_{k \in[-L, L]} \beta_{k} \operatorname{sinc}_{\Omega}[(i-k) \Delta]=\alpha_{i}, \quad i \in[-L, L] \tag{A24}
\end{equation*}
$$

This means that

$$
K(x)=\sum_{k \in[-L, L]} \beta_{k} \operatorname{sinc}(x-k \Delta)
$$

and $\beta_{k}$ satisfies (A24). Now, theorem 3 readily follows.

Theorem 3 (proof)
We consider the following additional optimization problem

$$
\min \|\hat{K}\|_{2}
$$

where $\hat{K}$ satisfies (A23), $\beta_{k}$ satisfies (A24) and $\alpha_{k}$ has the following property:

$$
\left|\alpha_{k}-g(k \Delta)\right| \leqslant \epsilon, \quad k \in[-L, L]
$$

Since

$$
\|\hat{K}\|_{2}^{2}=\sum_{k \in[-L, L]} \alpha_{k} \beta_{k},
$$

we obtain the following equivalent optimization problem:

$$
\begin{equation*}
\operatorname{minimize} \sum_{k \in[-L, L]} \beta_{k} \alpha_{k} \tag{A25}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\left|\alpha_{k}-g(k \Delta)\right| \leqslant \epsilon, \quad k \in[-L, L] \tag{A26}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k \in[-L, L]} \beta_{k} \operatorname{sinc}_{\Omega}[\Delta(i-k)]=\alpha_{h}, h \in[-L, L] \tag{A27}
\end{equation*}
$$

The last three conditions, (A25), (A26) and (A27), show that the optimization problem (14a), (14b) and (14c) does solve the minimum-norm $\Omega$-band-limited function $K$ such that

$$
|K(k \Delta)-\tilde{g}(k \Delta)| \leqslant \epsilon \quad, \quad k \in[-L, L]
$$

where $\tilde{g}(x)=f(x)+\eta(x), \quad x \in[-T, T], \eta$ is a continuous function which satisfies $|\eta(x)| \leqslant \epsilon$. Let us call $f_{\Delta}$ this optimal function which given by (A 23 ) Since $|f(k \Delta)-\tilde{g}(k \Delta)| \leqslant \epsilon$, it turns out that

$$
\begin{equation*}
\left\|f_{\Delta}\right\|_{2} \leqslant\|f\|_{2} \tag{A28}
\end{equation*}
$$

Now, we follow the same technique given in theorems 1,2 and 4. This technique was also the same as that of [3]. The family of functions

$$
f_{\Delta}(z)=\frac{1}{2 \pi} \int_{-\Omega}^{\Omega \Omega} \hat{f}_{\Delta}(\omega) e^{i \omega_{z}} d \omega
$$

where $z$ is a complex parameter, constitutes a normal family of analytic functions. This readily follows from (A28) and from the Schwartz inequality

$$
\begin{equation*}
\left|f_{\Delta}(z)\right| \leqslant\|\hat{f}\|_{2} \cdot\left\{\int_{-\Omega}^{\Omega}\left|e^{i \omega z}\right|^{2} d \omega\right\}^{1 / 2} \tag{A29}
\end{equation*}
$$

Then, (A29) becomes

$$
\begin{equation*}
\left|f_{\Delta}(z)\right| \leqslant c\|f\|_{2} \cdot e^{|\operatorname{Im} z| \Omega} \tag{A30}
\end{equation*}
$$

Now, there exists a subsequence $\Delta_{m} \rightarrow 0$ such that $f_{\Delta_{m}}$ approaches an analytic function $S$ uniformly on compact subsets in the complex plane. From. (A30) we obtain

$$
\begin{equation*}
|S(z)| \leqslant c\|f\|_{2} \cdot e^{|\operatorname{Im} z| \Omega} \tag{A31}
\end{equation*}
$$

(A31) shows that $S$ is band-limited to $(-\Omega \Omega)$. This assertion is a consequince of the Payley-Wiener theorem (see [9]). In addition, since $f_{\Delta_{m}}$ is a family of equicontinuous functions it is readily shown that

$$
\begin{equation*}
|S(x)-\tilde{g}(x)| \leqslant E, \quad x \in[-T, T] \tag{A32}
\end{equation*}
$$

Now, we will show that $f_{\Delta_{m}}$ converges to $S$ uniformly on the whole real line. First, $S$ also has finite energy. This is a consequence of Fatou's lemma (see [11]) which states

$$
\begin{equation*}
\int_{-\infty}^{+\infty}|s(x)|^{2} d x \leqslant 1 i m \int_{-\infty}^{+\infty}\left|f_{\Lambda_{m}}(x)\right|^{2} d x \leqslant\|f\|_{2}^{2} \tag{A33}
\end{equation*}
$$

Since $S$ has finite energy and satisfies (A32), we have $\left\|f_{\Delta_{m} \|_{2}} \leqslant\right\| S \|_{2}$. Putting (A33) and this last inequality together we will get

$$
\|s\|_{2} \leqslant \lim \left\|f_{\Delta_{m}}\right\|_{2} \leqslant \overline{\lim \left\|f_{A_{m}}\right\|_{2} \leqslant\|s\|_{2}, ~}
$$

This shows

$$
\lim _{\Delta_{m} \rightarrow 0}\left\|f_{\Delta_{m}}\right\|_{2}=\|s\|_{2}
$$

But, since $f_{\Delta_{m}}$ converges to $S$ pointwise we also have convergence in the mean,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|f_{\Delta_{m}}(x)-S(x)\right|^{2} d x \rightarrow 0 \tag{12}
\end{equation*}
$$

Now, it is well-known that if a family of $\Omega$-band-limited functions converges in the energy-norm to another $\Omega$-band-limited function $S(x)$ then it converges to $S(x)$ uniformly on the whole real line. Let us suppose that $L$ is any finiteenergy $\Omega$-band-limited function such that $|L(x)-\tilde{g}(x)|<\epsilon$, for all $x \in[-T, T]$. Then, it is clear that $\left\|f_{\Delta_{m}}\right\|_{2} \leqslant\|L\|_{2}$. Therefore, $\|S\|_{2} \leqslant\|L\|_{2}$. That shows that $S$ has the minimum-energy property among all the $\Omega$-band-limited functions which are $\epsilon$ apart from $\tilde{g}$ on $[-T, T]$.

Theorem 5 (proof)
It is clear that the problem we need to solve is linear. That is to say, it will be enough to find $\Psi_{\in, P}$ such that

$$
\begin{equation*}
\left\|\psi_{\in, \mathrm{P}}\right\|_{\infty}^{[-T, T]} \tag{A34a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\psi_{\in, \mathrm{P}}(\mathrm{P})\right| \geqslant \theta \tag{A34b}
\end{equation*}
$$

Let f be a smooth function (say $C^{\infty}$ ) which vanishes outside $(-\Omega, \Omega)$. In that case

$$
f(z)=\int_{-\Omega}^{\Omega} \hat{f}(\omega) e^{i \omega z} d \omega
$$

gives a $\Omega$-band-limited function which, in addition, satisfies

$$
\begin{equation*}
|f(z)| \leqslant C_{N}(1+|z|)^{N} \cdot e^{|I m z| \Omega} \tag{A35}
\end{equation*}
$$

where $N$ is any negative integer number and $C_{N}$ is a constant which depends only on $N$ and $f$ but not on $z$. (This is a special case of the Payley-Wiener theorem which also assures that the converse property holds,[9]). Property (A35) shows that $f(x)$ goes to zero at infinity, $x \in R$ even when it is multiplied by any polynomial: $(1+|x|)^{-N}$. Now, it is obvious that we can assume

$$
|f(P)| \geqslant|f(x)| \quad, \quad x \in[-T, T]
$$

and therefore we can suppose that

$$
|f(P)|>1 \text { and }|f(x)|<1, \quad x \in[-T, T] .
$$

Now, we put $f_{n}(z)=\left(\frac{z}{T_{1}}\right)^{n} \cdot f(z)$, with $P>T_{1}=T+\delta>T$. It is clear that

$$
\left\|f_{n}\right\|_{\infty}^{[-T, T]} 0, \quad n \rightarrow \infty
$$

and

$$
\left|f_{n}(P)\right| \rightarrow \infty, \quad n \rightarrow \infty
$$

Now, we just need to pick up n adequately to satisfy conditions (A34a) and (A34b). In addition, it is seen that $\psi_{\in, P}$ is not only $\Omega$-band-limited but also has the same property (A34) as $f(z)$. .


Figure 1 Four basic models for the extrapolation problem.
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## ABSTRACT

In this paper, several results concerning iterative algorithms for bandlimited signal extrapolation are presented. We first prove that the wellknown Gerchberg-Papoulis algorithm ([1],[2]): $g_{n}=\operatorname{sinc}_{\Omega} *\left(g+(I-T) g_{n-1}\right)$ is a special case of an algorithm given by Landweber in 1951 ([3]). Then we will generalize the recursive formula $g_{n}=\operatorname{sinc}_{\Omega} *\left(g+(I-T) g_{n-1}\right)$ to cases where the low-pass operator sinc ${ }_{\Omega}$ is replaced by some other low-pass filters. Finally, we show the relationship between this generalization and some discrete techniques for solving the extrapolation problem given in [4].

## I. Gerchberg-Papoulis Algorithm and Landweber's Iteration

The band-limited signal extrapolation problem was addressed by several authors and several algorithms were given ([1], [2], [4], [5], [6], [7] and [10] among others). Probably the best known technique for solving the problem is the Gerchberg Papoulis algorithm:

$$
\begin{align*}
& g_{0}=0 \\
& g_{n}=\operatorname{sinc}_{\Omega} *\left(g+\left(I-J_{A}\right) g_{n-1}\right), n 20 \tag{1}
\end{align*}
$$

where $g:(-A, A) \rightarrow C$ is a piece of a $\Omega$-band-1imited signal, $J_{A}$ denotes the truncation operator to $(-A, A)$, I denotes the identity, sinc ${ }_{\Omega}$ the function whose Fourier transform is the indicator of ( $-\Omega, \Omega$ ) and * denotes convolution. It is well known that $g_{n}$ converges to $g$ in the energy norm,

$$
\int\left|g_{n}(x)-g(x)\right|^{2} d x \rightarrow 0
$$

$$
\text { n } \quad \infty \quad \mathrm{n} \rightarrow \infty
$$

In particular, $g_{n}$ will approach $g$ uniformly over the real line because these functions are band-limited to ( $-\Omega, \Omega$ ). Equation (1) can be written in this equivalent form

$$
\begin{align*}
& g_{0}=0 \\
& g_{n}=g_{n-1}+\operatorname{sinc} \Omega_{0} * J_{A}\left(g-g_{n-1}\right), n 20 \tag{2}
\end{align*}
$$

Since $g_{n} \underset{n \rightarrow \infty}{ } g$ in the energy norm, $\hat{\mathrm{g}}_{\mathrm{n}} \underset{\mathrm{n} \rightarrow \infty}{\vec{g}} \hat{\mathrm{~g}}$ in the energy norm. ( $\wedge$ indicates Fourier transform.) We now take the Fourier transform of both terms in equation (2) to obtain:

$$
f_{0}=0
$$

$$
\begin{equation*}
f_{n}=f_{n-1}+J_{\Omega} \cdot\left(J_{A}\left(g-\stackrel{v}{f_{n}}\right)\right)^{\wedge}, n \geq 0 \tag{3}
\end{equation*}
$$

where $v$ denotes the inverse Fourier transform. Since $f_{n}(\omega)=0$, if $\omega \in(-\Omega, \Omega)$ we can write

$$
\begin{equation*}
f_{n}(\omega)=f_{n-1}(\omega)+\int_{-A}^{A}\left(g(z)-\int_{-\Omega}^{\Omega} e^{2 \pi i x z} f_{n-1}(z) d z\right) e^{-2 \pi i x \omega} d x \tag{4}
\end{equation*}
$$

where $\omega \in(-\Omega, \Omega)$.
Since $\hat{g}_{n}=f_{n}$ then it is clear that $f_{n}$ converges to $f$ in $L^{2}(\Omega)$, where $f$ satisfies

$$
\begin{equation*}
\int_{-\Omega}^{\Omega} f(\omega) e^{-2 \pi i x \omega} d \omega=g(x), \quad x \varepsilon(-A, A) \tag{5}
\end{equation*}
$$

Equation (5) defines $f$ uniquely, and the solution exists because we assumed $g$ to be band-1imited to $(-\Omega, \Omega)$. If we denote $K(x, \omega)=e^{-2 \pi i x \omega}, x \varepsilon(-A, A), \omega \varepsilon$ $(-\Omega, \Omega)$, we will be able to write the following equation which is equivalent to (5) :

$$
\begin{equation*}
\int_{-\Omega}^{\Omega} K(x, \omega) f(\omega) d \omega=g(x), x \varepsilon(-A, A) \tag{6}
\end{equation*}
$$

We recognize equation (6) to be a Fredholm integral equation of the first kind, where $K$ defines a compact operator, $K: L^{2}(\Omega) \rightarrow L^{2}(A)$. In 1951, Landweber ([3]) proposed the following iterative procedure for computing the solution $f$ to equation (6) where $K$ is any compact integral operator:

$$
\begin{align*}
& \mathbf{f}_{0}=0 \\
& \mathbf{f}_{n}=f_{n-1}+K^{*}\left(g-K f_{n-1}\right), \quad n \geq .0 \tag{7}
\end{align*}
$$

Here, $\mathrm{K}^{*}$ denotes the adjoint of $\mathrm{K}\left(\mathrm{K}^{*}: \mathrm{L}^{2}(\mathrm{~A}) \rightarrow \mathrm{L}^{2}(\Omega)\right)$. Landweber proved that if equation (6) has a solution and the solution is unique : $f$, then $f_{n}$ will approach $f$ in the energy norm over $(-\Omega, \Omega)$. For the case $K(x, \omega)=e^{-2 \pi i x \omega}, K^{*}$ is also given by the integral kernel $e^{2 \pi i x \omega}$. Therefore, equation (7) becomes

$$
\begin{align*}
& f_{0}=0 \\
& f_{n}(\omega)=f_{n-1}(\omega)+\int_{-A}^{A} e^{2 \pi i x \omega}\left(g(x)-\int_{-\Omega}^{\Omega} f(z) e^{-2 \pi i z x} d z\right), n \geq 0 \tag{8}
\end{align*}
$$

It turns out that (8) and (4) define the same iterative formula.

In conclusion, we have proven that the Gerchberg-Papoulis technique is obtained from Landweber's iteration by replacing $K(x, \omega)=e^{-2 \pi i x \omega}$ in equation (7). In fact, Landweber also proved ([3]) that iteration (7) converges to the minimum norm solution in cases where (6) has multiple solutions. However, this extension is not useful for our situation because the solution to equation (5) is unique.

Some interesting consequences can be drawn from our result. Perhaps the most important observation from a theoretical point of view is related to the role played by the Prolate Spheroidal Wave functions ([10]). The proof of the convergence of iteration (1) given in [2] uses the completeness of the prolates in the space of $\Omega$-band-1imited functions. However, this property does not hold for all the kernels $K$. Therefore our result shows that the convergence of (2) can be proved by using a conceptually simpler approach. This remark shows that iteration (2) does not use any particular or special pro-
perty which is satisfied by $e^{-2 \pi i x \omega}$ only. On the other hand, in order to prove the equivalence of (1) and (2) we do need the property

$$
\operatorname{sinc}_{\Omega}=g=g
$$

where $g$ is any $\Omega$-band-limited function. However, the convenience of using (2) instead of (1) was shown by several authors through theoretical and practical evidence (see for example, [5], [8], [9]).

Since iteration (7) converges for any compact integral operator, the iterative procedure (2) can be generalized for getting the continuation of $g$ When it is given by equation (6): Some other regularity conditions are required for $K$ (for a detailed discussion, see [11]). This means that if $g$ is an analytic function given by (6), g can be extrapolated by means of the following iterative procedure:

$$
\begin{align*}
& g_{0}=0 \\
& g_{n}=g_{n-1}+K X^{*}\left(g-g_{n-1}\right), n \geq 0 \tag{9}
\end{align*}
$$

The convergence of $g_{n}$ to $g$, uniformly over compact sets in $C$, is easily proved. It is worth pointing out that if $K(x, \omega)=e^{-2 \pi i x \omega}$ then $K K^{*}\left(g-g_{n-1}\right)$ $=\operatorname{sinc}_{\Omega} * J_{A}\left(g-g_{n-1}\right)$ and therefore (9) will be the same iteration as that of formula (2).

Equation (9) allows us to consider new iterative procedures when some more a priori information about $g$ is available. The purpose of the next section is to relate some of these generalizations to some discrete procedures given in [4].
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## II. Discrete and Continuous Iterations

If we sample equation (2) as follows:

$$
\begin{align*}
& S_{0}(k)=0, \quad \text { for all } k \varepsilon Z \\
& S_{n}(k)=S_{n-1}(k)+\Delta \sum_{j \Delta \varepsilon(-A, A)} \operatorname{sinc}_{\Omega}[(k-j) \Delta]\left(g(j \Delta)-S_{n-1}(j)\right) \tag{10}
\end{align*}
$$

we will obtain a very well-known iterative procedure for getting a solution of the discrete extrapolation problem ([4], [6] and [7]). This algorithm was generalized in [4] to cases where the low-pass operator is replaced by some other low-pass filters. Specifically, if $h: \mathbb{R} \rightarrow C$ is a finite-energy function which is band- 1 imited to $(-\Omega, \Omega)$ and satisfies $0 \leq \hat{h}(\omega) \leq 1$ for all $\omega$. $\varepsilon$ $(-\Omega, \Omega)$, then the following iteration converges to a certain solution of the discrete extrapolation problem:

$$
\begin{align*}
t_{0}(k) & =0, \text { for a11 } k \varepsilon Z  \tag{11}\\
k \varepsilon Z, t_{n}(k) & =t_{n-1}(k)+\Delta \sum_{j \Delta \varepsilon(-A, A)} h[(k-j) \Delta]\left(g(j \Delta)-t_{n-1}(j)\right)
\end{align*}
$$

It is clear that equation (10) is a particular case of (11). It was also shown in [4] that the limit of the iterative equation (11) approaches the continuous extrapolation when $\Delta$ tends to zero and when $f$ and $h$ satisfy the following relationship:

$$
\begin{equation*}
\int_{-\Omega}^{\Omega}\left|\frac{f(\omega)}{\hat{\hat{h}}(\omega)}\right|^{2} d \omega<\infty \tag{12}
\end{equation*}
$$

(f is the Fourier transform of $g$.) It is worth pointing out that equation (10) was obtained by sampling a continuous iterative equation. On the other hand, iteration (11) was not obtained by sampling any recursion.

The purpose of the remainder of this section is to show that iteration (11) does come from sampling a continuous iterative equation similar to (2) which also computes the continuous extrapolation of $g$. This result will also help us understand the origin of condition (12). Let us assume that $f$ and $h$ satisfy

$$
\begin{equation*}
\int_{-\Omega}^{\Omega} \frac{|f(\omega)|^{2}}{\hat{h}(\omega)} d \omega<\infty \tag{13}
\end{equation*}
$$

Condition (13) is weaker than (12) because $0 \leq h(\omega) \leq 1$. We now write

$$
\begin{array}{r}
H(x, \omega)=e^{-2 \pi i \omega x} h^{\frac{1}{2}(\omega)}, \\
x \varepsilon(-A, A)  \tag{14}\\
\omega \varepsilon(-\Omega, \Omega)
\end{array}
$$

It is easy to verify that $H$ defines a compact integral operator from $L^{2}(\Omega)$ into $L^{2}(A)$. It is also seen that the integral equation

$$
\begin{equation*}
\int_{-\Omega}^{\Omega} H(x, \omega) \ell(\omega) d \omega=g(x), x \varepsilon(-A, A) \tag{15}
\end{equation*}
$$

has one and only one solution in $L^{2}(\Omega)$. Moreover, the solution is just $f(\omega) / h^{\frac{1}{2}}$ $(\omega)$ which belongs to $L^{2}(\Omega)$ because property (13) holds. We are now able to apply Landweber's iteration to equation (15) for getting the solution $\ell$ and to apply extrapolation procedure (9) for obtaining the extrapolation of $g$. If we use the latter technique, we will get

$$
\begin{align*}
& g_{0}=0 \\
& g_{n}=g_{n-1}+H H^{*}\left(g-g_{n-1}\right), n \geq 0 \tag{9}
\end{align*}
$$

It is easy to verify that $H^{*}\left(g-g_{n-1}\right)=h * J_{A}\left(g-g_{n-1}\right)$ and therefore (9) becomes
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$$
\begin{align*}
& g_{0}=0  \tag{16}\\
& g_{n}=g_{n-1}+h * J_{A}\left(g-g_{n-1}\right), n \geq 0
\end{align*}
$$

In this particular situation, $g_{n}$ will approach $g$ uniformly over the real line. This fact readily follows from the form of the kernel $H$ and the convergence in $L^{2}(\Omega)$ of the corresponding Landweber's iteration. Equation (16) is an extension of iterative procedure (2) where $\operatorname{sinc}_{\Omega}$ is replaced by $h$. It turns out that the discrete iterative algorithm defined by equation (11) can be obtained by sampling the continuous recursion (16). This gives a full explanation of the conceptual origin of the discrete technique (11).

As was pointed out above, condition (13) is weaker than (12) but it is strong enough to prove the convergence of (16) to the sought function g . This suggests that the discrete technique given by (11) should also approach the extrapolation if

$$
\begin{equation*}
\int_{-\Omega}^{\Omega} \frac{|f(\omega)|^{2}}{\hat{h}(\omega)} d \omega<\infty \tag{13}
\end{equation*}
$$

We proved this proposition in a more general setting in ref. [11].
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