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SUMMARY

An experimental evaluation of the effect of aperture illumination 

on the resulting image of a high-resolution antenna was made using a 

mechanical observer for assessing quality. The mechanical observer 

consisted of ILLIAC, the University of Illinois digital computer, pro

grammed for the purpose. The evaluation was intended to complement an 

experimental evaluation of antenna image quality made by human observers, 

as described in CSL report R-109, and a mathematical study of quality 

criteria reported in CSL report R-108.

A close connection between image quality and aperture illumination 

was found by the mechanical observer as measured by its ability to 

analyze the images presented to it for assessment. The data show that 

a uniform aperture illumination is close to optimum. This result agrees 

with the result obtained in the experiment of report R-109.

Results obtained from an assessment of a representative class of 

aperture illuminations are presented, and a detailed description of the 

mechanical observer and a block diagram of the logic used are given.
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1» INTRODUCTION 

General

This report is the third of a group of three reports giving the

results of a theoretical and experimental study of antenna resolution

and image quality as related to aperture illumination. The first part

of the study^ was an investigation of mathematical quality criteria
2used for evaluating antenna images; the second part was an experimental 

evaluation of antenna image quality making use of an optical simulation 

technique and human observers; and the third part, reported here, was 

an experimental evaluation of antenna image quality making use of a 

mechanical observer.

Briefly, the objective of the study was to evaluate the effect of 

changes in aperture illumination on the resolution and image-quality 

performance of large-aperture antennas. Considerable background mate

rial is given in the two reports referenced above and is not repeated 

here.

Mechanical Observer

For purposes of the study, a mechanical observer was a device used 

in lieu of a human observer for assessing antenna image quality in an 

"objective” way. Such an observer appears never to have been used 

before for this purpose.

In contrast to a human observer, a mechanical observer, particu

larly when it uses digital techniques as in this study, is for all 

practical purposes a perfectly constant observer and so can be made to

1. Myers, J. J., "Antenna Image Quality Criteria", Control Systems 
Laboratory Report R-108. Univ. of Illinois, Urbana, 111.; Dec. 1958.

2. l>fyers, J. J., and B. D. Elliott, "Optical Simulation of Antenna 
Images", Control Systems Laboratory Report R-109, Univ. of Illinois, 
Urbana, 111.; Dec. 1958.
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apply any chosen criterion of image quality in a constant manner. In 

particular, the application of the criteria can be completely invariant 

with changes in antenna aperture illumination and with time. As com

pared with a human observer, an MO (mechanical observer) is more con

stant, is not subject to fatigue, is much faster, requires no training, 

and is independent of the physiological and psychological factors that 

influence a human observer. Further, since the criteria applied by the 

MO are subject to precise numerical control, very small differences in 

images and hence image quality that arise from small changes in aperture 

illumination are observable.

Any MO must operate within a framework defined by the specific 

rules arbitrarily chosen by the designer. Since it cannot exercise 

judgment beyond that anticipated and provided for by the designer, an 

MO reflects his ideas of what is an appropriate logical design. This 

fact does not necessarily detract from the value of the results so long 

as the MO's rules of observation are indeed invariant with time and 

with aperture illumination. No attempt was made in the development of 

the MO to design an optimum observer; this problem was outside the scope 

of the present study. Instead, the design procedure was adopted which 

would lead to a useful observer, within the context of the definition 

of the problem to be studied, and attention was concentrated on making 

the observer flexible and reasonably efficient.

The use of an MO for image evaluation has an important significance 

in light of the tendency today to mechanize as many system functions as 

possible, including the observer or decision-maker. This tendency 

arises from the fact that the output data rates are rapidly rising and 

increasingly makes it difficult or impossible to incorporate humans, 

with their limited capacity in terms of information bits per second, in 

cbmplex systems. If an antenna image is ultimately to be analyzed by
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mechanical means, then the system parameters, including aperture illum

ination, should be chosen to maximize the probability of extracting from 

the image the desired information. Accordingly, although the mechanical 

observer developed for this study may not represent an optimum type for 

a practical system, mechanical evaluation has a sound basis in today’s 

technology, and the results obtained from the experiment give a great 

deal of insight into how the performance of an MO is affected by the 

antenna pattern of the system.

Task of Mechanical Observer

The problem presented to the MO was that of analyzing, or "decon- 
3volving” into its constituent parts, a given x^aveform, e.g., Fig. 1, 

constituting the image being assessed. In this case, the image was 

nearly perfect in the sense that it was obtained analytically and com

puted numerically to a high degree of precision. For the analyses there 

were chosen images of the same representative class used for the preced

ing theoretical and experimental studies, viz., the class of illumina

tions described in Appendix B of CSL Report R-108 given by (1 + A cos 

2 x/L), where x is the aperture coordinate, L is the antenna length, 

and A is an aperture illumination parameter defined over the interval 

(-1, 1). Throughout the analyses, nothing except the aperture illumina

tion factor, A, was changed in measuring the effectiveness of deconvolu

tion as a function of the aperture illumination.

It may be shown that there is no unique solution possible in the

deconvolution process, for there is an infinite set of possible

3. The manufactured term "deconvolution” is used because it is descrip
tive of the inverse operation by which the image was obtained, i.e., 
the inverse of convolution of the antenna pattern and the object 
distribution. The quotation marks around the word will be dropped 
in subsequent use in this chapter and in the Appendix.

I
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target^ configurations that could give rise to the type of image enve

lopes presented for analysis. However, since it was not required of 

the MO that it perform a perfect deconvolution of the image, a satis

factory solution for purposes of this study was obtained for an appro

priate variety of target dispositions.

In assessing the quality of the images presented to it for analysis, 

the MO was "unaware" of the contents of the image beyond "knowing" that 

it was formed by convolution of a given antenna pattern and some unknown 

disposition of point targets. Stated differently, this is to say that 

the MD was presented with the image envelope only (in the form of a set 

of values of ordinates, Fig. 4, equispaced across the image, i.e., the 

received amplitude of the signal for discrete values of time) and hence 

it had no more information about the probable contents of the image than 

might be given a human observer performing the analysis in the same way. 

How well the deconvolution was performed was taken as a measure of the 

quality of the image. For purposes of assessment by the MO the best 

image was that image which was most easily deconvolved.

The MO developed"* has potential use in the practical analysis of 

real data, such as that obtained from a radio telescope. Although the 

MO was applied to analysing artificial images, no restriction to artifi

cial data is thereby implied.

4. Borrowing a term from radar, the word "target" will be used to 
denote a radiating or reradiating object which gives rise to a cor
responding image, even though the "target" is in fact a self- 
luminous object, such as a radio star.

5. The MC consisted of ILLIAC, the University of Illinois digital com
puter, and a suitable program that gave rules of observation, such 
as might be given a human observer performing the analysis in the 
same (although much slower) way.
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II. PROCEDURE 

Manufactured Images

The Image produced by a scanning antenna is in the form of an out

put voltage that varies with time as the antenna scans a set of radiat

ing or reradiating objects. When point objects that radiate incoherently 

with respect to each other are scanned, the antenna output power is the 

sum of the powers due to each object individually. One may manufacture 

equivalent images by linearly summing the responses of a given imaging 

system to some assumed distribution of point targets. The resulting 

simulated antenna image is very much like images obtained from an 

antenna scanning real targets of the same type.

For the purpose of forming images for mechanical analysis by the 

MO, the above-described method of image manufacture was employed. The 

actual computations were made by ILLIAC according to a program prepared 

for the purpose. The results of the computation were stored within the 

memory of ILLIAC. In Fig. 4 is shown a representation of the type of 

data manufactured, and in Fig. 2 are shown photographs of the ILLIAC 

cathode-ray tube output for typical images.

In order to form the images, it was necessary to specify for each 

image the aperture illumination factor, A, the spacing between ordinates, 

the total number of ordinates to be computed, the location and relative 

amplitudes of the targets (as many as 100 could be handled in a single 

image), and the signal-to-noise ratio desired, if optional noise in the 

form of random numbers was to be added to the completed image (see Fig. 

3b).

The calculation of the image by ILLIAC was done on an ordinate-by- 

ordinate basis, the total ordinate due to contributions from each of 

the targets specified being computed during one cycle through the
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appropriate loop of the program. In addition, following computation of 

the image (Fig. 4b), a reference antenna power radiation pattern (Fig. 

4a) was computed in the same manner and stored at a separate location. 

This reference pattern was used by the MO in the manner described below

If the MO was to have been used on real data instead of on manufac 

tured images, the values of the received signal at equal time intervals 

would have been inputed directly into the appropriate location of the 

ILLIAC memory. Also, the measured values of the antenna radiation pat

tern at the same interval used for the image would have been inputed 

into the appropriate place of the memory.

Observer Design

The MO design was based on a curve-fitting technique by means of 

which the images of the individual targets were successively removed 

from the original image.until the residual was reduced to some arbi

trarily chosen threshold. The curve-fitting was applied first in suc

cessive stages of approximation to the largest target of the image; 

when the best estimate of its position and amplitude was determined, 

the image of this target was removed from the original image and the 

process was continued until all targets had been located. When the 

blending or smearing of one target's image into another was not great, 

deconvolution of the image was done easily and accurately by the MO; 

when the blending was severe, deconvolution was poorer until for an 

excessive amount of blending the MO was unable to analyze the image 

into its component targets satisfactorily.

The deconvolution process employed for the MO is complex and is 

described in detail in the Appendix. The following six paragraphs give 

the essentials of the process:
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(1) The approximate positions of suspected targets were determined 
by a simple peak-picking technique. The largest of such sus
pected targets (Fig. 4b) was then assumed to be the largest 
target present.

(2) In order to minimize the smearing effect on this largest target 
due to nearby targets, the nearby targets were removed to leave 
a more-or-less well defined peak (Fig. 4c) that was assumed to 
be a more nearly true representation of the largest target.

(3) To this largest target was fitted on a least-squares basis the 
main lobe of the reference antenna pattern (Fig. 4a) over the 
half-power width. The best fit was taken as defining tenta
tively the true location of that target. The estimated target 
size and location were saved for later use.

(4) This largest target was then removed from the original image 
(meanwhile preserving elsewhere in the computer memory the 
original image).

(5) The entire process of steps (1) through (4) was repeated suc
cessively on the remaining image to find the next largest tar
get; and so on until finally there remained no potential tar
gets greater than the threshold that had been chosen.

(6) Following the removal of all targets above the threshold, the 
steps (1) through (5) were repeated using the target estimates 
obtained previously. Upon applying the curve-fitting procedure 
a second time, the resulting estimates of position and ampli
tude of the targets were improved because of there having been 
subtracted from the vicinity of the targets being fitted more 
nearly the correct interfering targets.

Fig. 2 shows the deconvolution of a three-target image in graphic 

form indicating the condition of the image at each subtraction step.

In (a) of the figure is a typical noise-free image. In (b) through (d) 

are the results of going through the first major cycle of the deconvo

lution process, removing the targets during the cycle in decreasing 

order of their amplitudes. It may be noted in (d) that the residual 

remaining is not insignificant and that it exists because of inaccurate 

estimates of the true sizes and positions of the targets.

The result of going through the second major cycle of the deconvo

lution process is shown in (e) through (g) of Fig. 2. It may be seen 

that the final residual left after subtracting each of the three targets 

present is appreciably less than the residual left in the earlier steps
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of the first major cycle. In some cases, e.g., the image shown in Fig. 

2, further repetitions of the steps of the second major cycle could 

have reduced the residual arbitrarily low. However, for the purposes 

intended, there was little reason to look for extremely small residuals. 

In practice, the threshold was set to allow a residual of 10%.

The method chosen for curve-fitting was the univariate,^ or one- 

at-a-time, method of arriving at a minimum corresponding to the best 

fit. The sum of the squares of the differences between the ordinates 

of the target and ordinates of the main lobe of the reference antenna 

pattern was used as a measure of the fit. When this sum had been 

reduced as low as possible by varying the parameters in the fit, the 

fitting process was terminated. In fitting the main lobe to the assumed 

target, there was added a d-c term, or pedestal, to take into account 

contributions to the image due to blending from other targets or due to 

noise. During a fitting cycle, each of the three parameters, viz., the 

main lobe amplitude, its position, and the value of the d-c term, were 

varied one-at-a-time until the sum of the squares of the differences was 

minimized.

Observer Errors

Errors in the deconvolution process arose only from inexact esti

mates of the target locations and sizes since ILLIAC does essentially 

perfect subtraction, i.e., exact to at least 11 decimal places. An 

indication of the magnitude of the errors introduced is given in Fig. 5. 

In (a) is plotted for a typical aperture illumination (uniform) the 

absolute value of the shift in the apparent position of a target, i.e., 

the shift in the location of the maximum ordinate, due to the proximity

6. Box, G. E. P., and K. B. Wilson, "On the Experimental Attainment of 
Optimum Conditions", J. Roy. Stat. Soc., v. 13B, pp. 1-45; 1951.

(
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of another target, for several different target amplitude ratios.

Beyond a target spacing of about 1.0 there is plotted only the error 

curve for 1:1 target ratio; for the other ratios, the curves would each 

fall below that for 1:1.

Referring still to Fig. 5a, it is apparent that when two targets 

are sufficiently close they merge and the maximum ordinate of their sum 

occurs somewhere between the two targets. At this spacing, the position 

of the maximum ordinate is halfway between the two targets when the 

target amplitude ratio is 1:1. As the targets are moved apart, the 

distance between the maximum ordinate and the location of either of the 

two targets increases, always remaining equal to half of the spacing 

between the targets. At a certain spacing, the composite image will 

show two peaks corresponding to the two targets, and the position error 

becomes much smaller than for the closer spacings. Inasmuch as the 

simple peak-picking procedure used to obtain the first estimates of the 

correct positions of the suspected targets is based upon the position 

of the maximum ordinate, it is apparent that the potential error in 

this estimate may be considerable, at least when the main lobes of the 

two images interfere. As the targets are moved further apart, it is 

only the sidelobes which interfere to cause a shift in apparent posi

tion of the targets, although for high sidelobes the perturbation of 

the main target due to the sidelobes may be large for certain target 

spacings.

In Fig. 5b there is given a plot of the maximum residual ordinate 

left in the subtraction process when the target response subtracted is 

in error in amplitude and in position. When the error in position, for 

example, is zero, then a 5% error in amplitude results in a 5% subtrac

tion residual. When for the same amplitude error the error in position 

is as much as 10% of a half-power beamwidth, then the residual rises to
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only 12.5%, Examination of Fig. 5 reveals that the subtraction process 

is relatively insensitive to errors in estimated position, but that it 

is highly sensitive to errors in estimated amplitude. Typically, the 

errors in the estimate of the position in the analysis of images made 

during this study were of the order of only 1/50 of a half-power beam- 

width; the amplitude errors ranged up to as much as 50% when the blend

ing in the images was great.

From the above discussion, it may be concluded that for accurate 

deconvolution in the process used for the MO, it is more important that 

the amplitude estimates be good than that the position estimates be good.

Observer Operation

Prior to using the MO it was necessary to manufacture an image, as 

described before, and a radiation pattern (point object response) of 

the antenna being simulated. The set of calculations of the ordinates 

of the image were stored at two different locations in ILLIAC. The 

first set of ordinates was used for obtaining the tentative estimates 

of target positions and amplitudes during the first major cycle of 

operation of the MO; the second set was used for the second major cycle 

to obtain the final estimates*.

Following manufacture of the image, the MO program was read into 

the computer and, with the running switch set to bypass optional stops 

in the program, ILLIAC would without operator attention go through a 

complete deconvolution cycle for the image presented for analysis, mean

while displaying at appropriate stages the condition of the image. By 

means of the display (on a Hughes Memotron long-persistence cathode-ray 

tube) it was possible to watch the course of the deconvolution and to 

see which target was found and subtracted at each point in the process.
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Prior to starting the actual image analysis, the MO measured (1) 

the antenna pattern half-power beamwLdth, which established the region 

over which the curve-fitting was done; (2) the 90% width of the main 

lobe, which established a constant for the criterion used to determine 

which peak in the image constituted a potential target; and (3) the 

highest sidelobe level of the pattern to set a threshold for selection 

of neighboring peaks. After setting the constants on the basis of 

these measurements, the main MO program took over. At each state where 

an estimate of the presence of a target was made, the results were 

recorded on punch tape which could be printed at the conclusion of the 

analysis.

In Fig. 13 is shown the printed output from the MO for a two-target 

image. The identification of the image is given by the serial number 

(e.g., SER 249); the value of the antenna illumination factor, A, is 

indicated next, (e.g., -0.5); then follows identification of the noise, 

if any, added in terms of the value of r-m-s noise to peak signal ratio, 

plus a digit to indicate the particular series of random numbers used. 

This data described above and the column headings constituted the head

ing for an analysis.

Following the heading are four estimates of correct amplitude and 

position for each of the two targets, the value of the d-c pedestal 

added (CONST), and the number of trials (TT = times through) required 

to arrive at the best fit. The final, or fourth, estimate is the best 

estimate.

Experimental Design and Scoring

Experimentally it was determined that the accuracy with which 

deconvolution of images was carried out was directly proportional to 

the number of trials made during the curve-fitting procedure. That
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this proportionality should exist is seen when it is recognized that 

the number of trials is dependent upon the flatness of the minimum 

being sought and upon the correctness of the initial estimate of the 

value of parameters associated with the minimum. In turn, the correct

ness of the original estimates of the best values for the parameters 

used to start the curve-fitting were inversely proportional to the 

degree of blending of the images of the individual targets, i.e., a 

large amount of blending led to poor first estimates. Also, the more 

the blending the flatter the minimum on the three-dimensional "surface" 

over which the best-fit search was carried out.

The total number of trials required to reduce the residual in the 

image to the 10% level was taken as the measure of the quality of the 

image. In order to arrive at an average quality, there was used as the 

measure the number of trials for deconvolving two-target images, aver

aged over target spacings varying from those which gave essentially 

perfect deconvolution to those which were impossible for the MO to 

deconvolve. The validity of this procedure was verified experimentally 

by deconvolving images containing a large number of randomly disposed 

targets of random amplitude and noting that the number-of-trials measure 

correlated well with the accuracy with which the targets were located. 

However, in the final evaluation there were used two targets only 

because the number of parameters involved were sufficiently few to per

mit a complete analysis to be run in acceptable time.

If the MO knew that the image was made up of the responses from 

two targets alone, then it would be a relatively simple matter to decon

volve the results with a high precision, regardless of the target spac

ing, by means of a modification of the curve-fitting employed, viz., by 

fitting the syspected peak to a curve made up of the sum of two impulse 

responses, the best fit being obtained by adjusting a total of four
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parameters by the univariate (or other) method. Inasmuch as this knowl

edge was not imparted to the MO, it made its own determination of the 

number of targets present. In some cases, it decided that it was not 

capable of deconvolving with acceptable precision and hence it found no 

targets; in other cases it found either fewer or more targets than 

actually were present. Finding other than the correct number of targets 

implied a partially unsatisfactory deconvolution and this fact was 

reflected in the number of trials required to reduce the residual to 

the arbitrary threshold.

In using the number of trials as a criterion of image quality, it 

would not be expected that the graph of the number of trials vs. target 

spacing would be continuous. A discontinuity occurred, in fact, for 

the target spacing at which the number of targets found changed; the 

location of the discontinuity depended upon the setting of the threshold 

However, in the evaluation carried out and reported below, the range of 

target spacings used did not include discontinuities.

The MO was applied to the analysis of two-target images formed 

with antenna aperture illumination of the same class used in the analy

tical work of GSL Report R-108 and in the optical study d'f CSL Report

R-109. Values of the parameter, A, were chosen as -1.0, -0.5, 0, 0.5,
7and 1.0. Target spacings varying from Rayleigh for A - 1.0 to about 

2/3 Rayleigh for A =* -1.0 were used in finding the average performance. 

Target amplitude ratios of 1:1, 1:2, and 1:5 were chosen. This range 

of spacings was chosen since spacings greater than these gave essenti

ally perfect deconvolution regardless of the aperture illumination, 

whereas smaller spacings were not analyzable by the MO for all illumina

tions. In the analyses, noise-free images were used.

7. See the Rayleigh Spacing Criterion of CSL Report R-108.
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III. RESULTS

A total of 108 analyses of images were made in arriving at the 

data and conclusions discussed below. The results are presented in the 

plots of Figs. 6-12.

Figs. 6-10 show, as a function of target spacing for each of the 

five aperture illuminations, the positional error and amplitude error 

found for each of the two targets. These data are given to support the 

use of the number-of-trials, also shown in the same figures, as a meas

ure of overall image quality. The correlation between the number-of- 

trials plot and the resulting errors in position and amplitude (especi

ally the latter) is apparent. All data do not extend over the entire 

range of target spacings because of catastrophic failures, that is, 

failure of the HO to find targets. For example, in the 1:1 amplitude 

plots the individual curves terminate at about that point where further 

decreasing of the distance between the targets results in no data, i.e., 

the MO finds no targets. This failure to find targets occurs when the 

shape of the composite image due to the two targets becomes too broad 

in the main-lobe region for the MO to determine that there is a legiti

mate target present.

Fig. 11 summarizes the results for 2:1 and 5:1 target ratios. The 

results for 1:1 amplitude ratios are not displayed because the range of 

deconvolvability was sufficiently different for the various aperture 

illuminations that insufficient data was obtained to form a plot of the 

type given for the other amplitude ratios. In the figures, the rela

tive effort required by the MO to reduce the residual to the 10% thresh

old is given for various target spacings. It is apparent (in Fig. 11) 

that for target spacings approaching the minimum the effort required to 

deconvolve the image was proportional to the expected resolvability
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based on main-lobe beamwidth. It is also apparent that the effort 

required was related to the interference between sidelobes and main 

lobe, e.g., witness In Fig. 6c the relatively large effort required in 

the A * -l.o case for target spacings near 0.75.

The overall summary curves of the image assessment performed are 

in Fig. 12. In (a) is plotted the overall quality obtained by taking 

the average of the data of (c) in Figs. 6-10 over the target spacing 

from 1.0 to 0.25. This plot gives the average difficulty of deconvolv

ing the images analyzed. As plotted, the data have been normalized so 

that unity represents the best performance relative to the data dis

played. It is quite clear that the optimum performance occurs for that 

aperture illumination which is nearly uniform, i.e., near to A = 0. In 

Fig. 12b are resolution curves which indicate the approximate location 

of the minima of the curves of Fig. 11 as a function of aperture illum

ination factor. These curves have been normalized so that unity repre

sents the best illumination of the class. As would be expected, the 

best resolution occurs for values of A near to -1.0; the broken portion 

of the curve indicates that for normalized quality factor less than 0.4 

(which represents target spacings greater than 1.0), the resolvability 

by the MO measure is independent of aperture illumination. This is to 

say that for such target spacings the MO was able to resolve the targets 

essentially perfectly regardless of the aperture illumination.
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IV. CONCLUSIONS

It is evident from the data that there is a significant difference 

between the various illuminations used insofar as the resulting decon- 

volvability of the image is concerned. Hence, there is to be expected 

a significant variation in performance of a mechanical observer as a 

function of the aperture illumination used.

The data of Fig. 12a show that a uniform aperture illumination is 

close to optimum. This result agrees with the result obtained in the 

optical experiment of CSL Report R-109, although the two experiments 

were quite different and would not necessarily be expected to yield the 

same result. The result of Fig. 12b, showing that best resolvability 

indeed occurs for the narrowest beamwidth, in part validates the results 

obtained for overall image quality by showing that the analysis of image 

quality was not in error from the resolution aspect.
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APPENDIX

Mechanical Observer Design 

General

The design of the mechanical observer employed may be understood 

by referring to the following description of the logic used and to the 

block diagram of Fig. 14.

The program for the mechanical observer is in three main parts:

(1) a preliminary program, which is erased after being used at the 

beginning of the image analysis; (2) a loop used in the first major 

cycle for obtaining the first, second, and third estimates of target 

positions and sizes; and (3) a loop used in the second major cycle for 

obtaining the fourth and final estimates of the targets present in the 

image.

Logical Design

General

The design of the mechanical observer used is based upon a decon-
3volution scheme which involves finding in the image to be analyzed 

point targets according to certain criteria of what constitutes targets. 

Upon finding a target and making repeated estimates of its correct 

position and amplitude, the target is removed from the image and the 

entire process repeated until all targets above a given threshold have 

been removed.

The choice of numerical values for various parameters is arbitrary; 

the values were, in fact, selected empirically folloxtfing considerable 

exercising of the mechanical observer and experimental studies of 

proper choices of values.
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Preliminaries

The computed antenna pattern, Fig. 4a, (or pattern loaded from 

numerical values, in the case of real data) is examined and the width, 

w, of the main lobe at 90% amplitude, the width, W, at the half-power 

points, and the height, y , of the first sidelobe are determined. The 

use of these measurements is given below.

First Major Cycle

(1) The image (Fig. 3b in the case of noisy data, or Fig. 3a in 

the case of noise-free data) is smooth by a running sum technique, i.e., 

by summing N ordinates and normalizing by N to get an ordinate for the 

smoothed image whose abscissa is taken to be that of the center of the 

group of N (an odd number). Expressed analytically, there is formed 

the sum
i+N

which, upon being taken successively over the entire image, gives a new 

image (Fig. 3c) defined over the range N ^ i ^ ( M  - N). M is the total 

number of ordinates in the original image, and y^ is the amplitude of 

the jth ordinate. It may be noted that this type of smoothing is equi

valent to performing a convolution between the image and a rectangular 

pulse of width equal to the smoothing interval, N. This smoothing, of 

course, distorts the image somex^hat, the amount depending upon the 

smoothing interval used. However, inasmuch as later curve-fitting is 

done to the original image rather than to the smoothed image, the 

smoothing has no effect upon the quality of fit obtainable. An alter

native procedure would have been to smooth the image and fit it to a 

smoothed antenna pattern; for several reasons this method was not

chosen
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In practice, the smoothing is not required for noise-free images, 

although to avoid the complications of having different procedures for 

noisy and noise-free images, smoothing is applied to all images. In 

performing the smoothing, the original data is preserved intact for 

later reference.

(2) The maximum ordinate, yfflav, of the smoothed image is found and 

used to establish a threshold, t, below which target hunting is not to 

be done (Fig. 4b). The maximum ordinate is also taken to be the first 

estimate of the location and size of the largest target in the image.

(3) The peaks in the smoothed image within a distance of + a of 

the largest ordinate (Fig. 4b) are found. A simple criterion determines
( ■■ ' V

what constitutes a legitimate peak: the values of the ordinates at a 

distance equal to one-half the 90% width, w, on each side of the ordi

nate being investigated are required to be no greater than 0.9b times 

the maximum ordinate (l^b^rl.l). If more than one ordinate satisfies 

this criterion within an interval that is the width of the smoothing 

interval, N, used in (1) above, then only the largest of the ordinates 

is taken as representing the approximate location of a peak. No peak 

below the threshold, t, set in (2) and no peak below some multiple, a, 

of the sidelobe level, y , is considered a valid peak.

(4) Without destroying the original image, there is subtracted 

from the vicinity of the maximum ordinate corresponding to the largest 

target the image contributions due to the nearby targets found in (3). 

This is illustrated in Fig. 4c which shows how the largest target is 

revealed relatively unencumbered after subtraction. The nearby target 

image contributions are subtracted over a region sufficiently broad to 

allow curve-fitting over the half power width, W, of the main lobe.

(5) The unencumbered image obtained in (4) is then fitted to the 

main lobe of the antenna reference pattern in order to find a better
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estimate of location and amplitude of the target that is given from the 

estimate obtained in (2). The fitting is done by finding and minimiz

ing the mean square error between the section of image (Fig. 4c) and 

main lobe of the reference pattern (Fig. 4a). Expressed analytically, 

there is formed and minimized the sum

yj im*ge - (yi + Py(j+a)
2

ref. fn.^

where the index, j, is taken with reference to the estimate made in (2); 

n is a parameter which is varied to adjust the position of group of 

ordinates in the reference pattern used during the fitting; y^ is the 

ordinate; W is the half-power width of the reference pattern, as found 

in the preliminary program; y^ is a d-c term, or pedestal, added to 

account for contributions to the image due to noise or unsubtracted 

targets; and jS is the amplitude parameter. During fitting, the three

parameters n, and y-̂ are adjusted by the univariate, or one-at-a-
£

time, method to minimize the sum. The bin size used, relative to

ymax* is initially 2% for k, 0.5% for y^, and 15 for n; after finding

the best fit for a given bin size, the bin is reduced in size 50%, and

so on until the final bin size is 1/16 of the starting size. The values

of n, /3» and y^ at the time curve-fitting is terminated are used to

form a new y , x , and y1 for the amplitude, position, and d-c term, iRaX max j.
respectively, of the second estimate.

(6) The third estimate is formed by modifying the second estimate 

so that the new-estimate amplitude is the sum of the d-c term and the 

previous estimated amplitude. This modification proved desirable since 

peak-broadening due to perturbations of nearby targets resulted in 

amplitude estimates that were more nearly the sum of the two terms used
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than they were the second estimate amplitudes. Thus, the third esti

mates, stored in the memory for later use, are not truly new estimates.

(7) Based on the third estimate, there is removed from the original 

image the image of a target of the size and at the position indicated. 

This removal results in a new image that differs from the original only 

in the absence of the largest target. The original image is still 

retained unchanged for later use. This removal is shown in Fig. 2b.

It is apparent that "hidden” targets are uncovered by this technique.

(8) The remaining image is then re-entered and treated as the ori

ginal image through steps (1) and (7), except that the threshold, t, of 

step (2) is not reset. The process is continued until there remains no 

ordinate above the threshold, t, or until there are no legitimate peaks 

found in (3). This procedure constitutes the first major cycle of the 

program.

Second Major Cycle

(1) Upon failure of the threshold test of (8), the second major 

cycle is entered and various modifications in the program instructions 

are made as required.

(2) The list of third estimates stored in (6) above is examined 

and the largest estimated target selected. The estimates of other 

targets within the vicinity + a of this largest target are used to 

determine targets to be subtracted from the original image, which had 

been preserved intact throughout all of the above steps in the same 

manner as done in (4) of the first major cycle.

(3) Following the same procedure of (5) above, curve-fitting by 

the minimum square error criterion is done to obtain an improved esti

mate of the location and amplitude of the largest target; these esti

mates constitute the fourth and final estimate.
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(4) As done in (6) above, the largest target is removed from the 

original image (Fig. 2e) to leave a modified image that is treated again 

as the original image.

(5) The next largest target in the stored list is selected, as in 

(2), and steps (3) and (4) are repeated; and so on until all targets in 

the list have been used. The result is a residual (Fig. 2g) which, in 
general, is less than the residual left after the first major cycle 

(Fig. 2d). This second-time-through process improves the accuracy of 

the estimates in most cases, further iterations of the process could, 

in most cases, improve the estimates further, although it was not felt 

justified for the present purposes.

The analysis of the 108 images used in obtaining the results pre

sented required a total of about 30 hours of actual computer operating 

time, including the manufacture of images (a total of perhaps 100 com

puter operating hours were required during the development of the pro

gram and initial exercising of the MO). Many hundreds of images were 

analyzed by the MO during its development.
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Typical Images obtained from three point targets for 
three different antenna aperture Illuminations.

Figure 1



(a)

Image of three point 
targets formed by an
tenna with uniform 
aperture illumination.

FIRST MAJOR CYCLE

A
ieU .

(b)

Image due to two 
smallest targets 
after removal of 
largest target 
(by 3rd estimate),

SECOND MAJOR CYCLE 
(e)

L-Z

Improved image 
due to two smal
lest targets af
ter removal of 
largest target 
(by l*th estimate)

(c)
Image due to 
smallest target 
after removal 
of two largest 
targets (by 3rd 
estimate).

£_____ L

(f)

Improved image 
due to smallest 
target after re
moval of two 
largest targets 
(by Uth estimate).

(d)

Residual left af
ter removal of 
three targets. Fi
nite residual re
mains due to inexact 
3rd estimates.

L

(g)
Residual left af
ter removal of 
three targets. 
Smaller residual 
remains than in 
(d) due to improved 
estimates.

Photographs of cathode-ray tube output from ILLIAC 
showing the essence of the Mdeconvolution,‘ process 
used by the Mechanical Observer in assessing image 
quality. The image in (a) is typical of the type 
containing "hidden" targets which may be revealed 
by the technique employed.

Figure 2
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(a)

Image of three point 
targets formed by an
tenna vith uniform 
aperture illumination.

(d)

Image of (c) after 
/f\ removal of largest

ftp+0.0 5 027
(b)

Image of (a) with 
Gaussian noise of 
5:1 signal-to- 
nolse ratio added.

ü &

( c )

Image of (b) 
smoothing by 
ning mean of 
ordinates.

after
run-
25

(f)

Residual of (c) 
after removal of 
three targets.

Photographs of cathode-ray tube output from ILLIAC 
showing the "deconvolution" process in the presence 
of noise introduced by adding random numbers to 
the image ordinates. Only the results of the first 
major cycle are shown (see Fig. 2 for more detail).

Figure 3



(a) Reference antenna pattern.

i

(b) Typical section of image showing two probable targets.

!~~ ymax

(c) g«"*» as (b) after subtraction of inter
fering contributions to image in vicinity 
of largest target due to nearby targets.

Representation of typical data manufactured by ILLIAC and 
used by Mechanical Observer. Quantization in the x-coor
dinate is shown; parameters indicated ,_re referred to 
in Appendix.

Figure it-
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Target Spacing in Units of 
Half-Power Beamwidth

(a) Shift in apparent position of point target due
to proximity of a second point target, for several 
different amplitudes of second target. Antenna 
power pattern is that for uniform Illumination.

- Positional Error in # of 
Half-Power Beamwidth

(b) Magnitude of maximum residual after subtraction of 
antenna power radiation pattern from Itself, as a 
function of positional error, for three amplitude 
errors. Antenna pattern for uniform Illumination.

Subtraction errors in Mechanical Observer 
Figure 5



Target amplitude ratio 1:1 
Target amplitude ratio 2:1 
Target amplitude ratio 5:1
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(b) Amplitude error

Aperture illumination factor 
A * -1.0

Experimental results obtained using the Mechanical Observer 
to "deconvolve“ image of tvo point targets. Target spacing 
is expressed in units of Rayleigh Spacing for "cosine- 
squared" illumination (A « 1.0). For each target amplitude 
ratio there are shown two curves on each graph; in general, 
the lower curve is for the first target found.

Figure 6
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(a) Position error

Aperture Illumination factor 
A ■ -0.5

Experimental results obtained using the Mechanical Observer to 
"deconvolve" image of tvo point targets. See caption of Fig. 6*
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Experimental results obtained using the Mechanical Observer to 
"deconvolve" image of two point targets. See caption of Fig. 6.
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Target amplitude ratio 1:1---
Target amplitude ratio 2:1---
Target amplitude ratio 5:1---

Aperture illumination factor 
A ■ 1.0

Experimented results obtained using the Mechanical Observer to 
"deconvolve" image of tvo point targets. See caption of Fig. 6*

Figure 10
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Relative overall Image quality and resolution quality for aperture 
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SEP. 2 4 9

A =  - . 5

NOISE = .0 PERCENT NO 1

1ST EST 2ND EST CONST TT

1 .095 91 • 941 90 .0211 670

.507 217 .507 217 -.rm e 72

3RD EST 4 THf EST CONST TT

.962 90 .997 90 .0070 34 9

.507 217 .500 217 -.3033 175

Print of punched tape output from ILLIAC me
chanised observer used to "deconvolve’' two- 
target Image. The 4TH EST Is the final result.

Figure 13



Simplified block diagram of ILLIAC program for Mechanical Observer
Figure lk
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