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ABSTRACT

Current methods for installing multiple antennas on a platform rely on trial

and error or are primarily focused on isolation. Antenna designers create

elements, place them on the platform, and then evaluate the results. This

method is slow and does not utilize the platform geometry to achieve better

performance. The goal of this research is to develop a synthesis method to

design multiple antennas on a platform with a focus on radiation pattern

performance.

Characteristic mode theory is commonly used to determine how structures

will radiate. Solving for the modes on a structure gives the antenna designer

an idea of which modes are easily excited on a structure. Each mode is

associated with a modal far field. Because this research focuses on the impact

of platform geometry on radiation pattern, characteristic mode theory is a

natural fit.

This dissertation first examines how to excite higher order modes on struc-

tures. It compares the surface currents for each mode and determines a feed

region. The element is then designed based on the feed location and the

required direction of the surface current.

When the desired pattern is not associated with a modal far field, this

dissertation develops a novel method for solving for the radiation pattern

closest to the goal radiation pattern that is achievable on the structure. The

radiation pattern solution corresponds to a specific surface current that must

be excited by an element to create the optimized pattern. There are two

optimization techniques provided. The first method requires the designer to

specify power and polarization for the goal pattern while the second only

requires specifying power. These methods are novel as they do not require

the modal weighting coefficients to be equiphase.

These methods for determining surface current are combined to make a

synthesis method for designing antenna elements at multiple frequencies to
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be installed on one platform based on goal radiation patterns. The syn-

thesis method begins with calculating the optimal surface currents for each

frequency. Starting at the lowest frequency, antenna elements are designed

based on the surface current. To demonstrate the new method, three anten-

nas were designed and installed on a CubeSat chassis for operation at 400

MHz, 435 MHz, and 915 MHz. The platform was then constructed and the

antenna performance was compared to the simulated performance.

Last, the modal far fields for the CubeSat were compared when there were

slight changes to the simulated platform to account for changes between the

simulated and constructed platform. Using a slightly altered platform, the

optimized patterns were found for the identical scenario as the previous ex-

ample. The resulting patterns and surface currents are compared to show the

impact of model fidelity on the success of the developed synthesis method.
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CHAPTER 1

INTRODUCTION

Traditionally antenna designers are asked to add antennas to an existing

structure (e.g., circuitry, cars, ships). The existing structure is typically much

larger than the space allotted for the antenna design itself and the antenna

designer has little to no control over the materials and shape. Because of the

disparity in space allotment, these existing structures often exert considerable

control over the pattern, isolation, and bandwidth for the installed antennas.

Previous research has shown that for certain types of antennas, the larger

structure is the dominant force driving bandwidth and radiation pattern

[1, 2]. As technology continues to develop and designers attempt to minimize

both the circuitry, existing structure, and antennas, it is important to utilize

all available options to achieve the desired performance.

In addition to the issue of the size of the platform, more and more tech-

nology includes a variety of antennas in close proximity. Placing antennas

close together influences their radiation patterns and the effectiveness of their

accompanying wireless communication systems. The interaction of multiple

antennas in proximity has led to three main areas of study: co-site interfer-

ence, mutual coupling, and MIMO antennas. While all three research areas

are devoted to understanding interaction between antennas, there is still

more work to be done. Co-site interference research is dominated by mil-

itary applications, focused on how to rectify degraded system performance

due to collocated transmitters and receivers on ships and Humvees. Because

of the heavy military influence, the solutions mainly swap one antenna el-

ement for another instead of designing the right antenna for a particular

platform. The research also focused on adding filters or active cancellation

because these can be added to a delivered system in lieu of redesigning the

antenna or portions of a system. Mutual coupling research is more extensive

in topic and application than co-site research but it focuses primarily on sin-

gle frequency designs, leaving much room for understanding how antennas
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interact over a broad range of frequencies. Mutual coupling research provides

strategies for limiting mutual coupling but most are implemented once the

antenna has been designed and the isolation is not high enough for the par-

ticular application. MIMO technology utilizes the mutual coupling research

to focus on channel capacity increases. The research relies on the data ca-

pacity gains from antenna diversity and does not focus on creating specific

desired antenna patterns. MIMO research also focuses on single frequency

optimization because most MIMO systems operate over only one band of

frequencies. Chapter 2 discusses co-site interference, mutual coupling, and

MIMO antenna research in detail in order to explain the current state of the

art.

Current research does not address how to design antennas when multiple

elements have to be installed on a single platform that is large enough to

have a significant impact but small enough that it cannot be considered an

infinite ground plane. Additionally, there is little focus on providing desired

radiation patterns at each frequency of interest. The goal of this research

is to provide a synthesis procedure that focuses on antenna pattern synthe-

sis when multiple antenna elements, across a variety of frequencies, must be

placed in proximity on an existing structure. The synthesis procedure allows

antenna designers to more efficiently utilize the existing structure to radiate

the desired far field. Designers will also be able to efficiently and effectively

know whether a desired radiation pattern is achievable on the given structure.

If the radiation pattern is not exactly achievable, it will provide the best pos-

sible approximation of the desired pattern. Because the synthesis procedure

takes the existing structure into account, the resulting far fields have the po-

tential for larger gains in directions of interest as well as larger bandwidths.

The procedure also ensures a much more efficient antenna design process for

multiple elements on an existing structure.

A synthesis procedure for multiple elements over multiple frequency bands

that takes into account radiation pattern requires a variety of research to

complete. Chapter 3 describes characteristic mode theory and how it can

be used to inform antenna element choice and feed position for modal far

fields. Chapter 4 develops antenna radiation pattern synthesis techniques

and demonstrates how these can be used to understand achievable patterns

based on the existing structure. Chapter 5 connects the work from chapters

3 and 4 into a defined synthesis process. It details the designed synthesis
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procedure and gives an example of an antenna system designed using the

developed methodology. Chapter 6 investigates the impact on the charac-

teristic modes and the modal far fields when small changes are made to the

existing structure. Chapter 7 summarizes the previous chapters and details

future work on this topic.
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CHAPTER 2

BACKGROUND

As stated in the introduction, there are three main avenues of research that

attempt to address how antennas interact when they are in proximity. Co-

site interference, mutual coupling, and MIMO research all address multiple

antenna interaction from a variety of different viewpoints. Each research area

has a different focus and goal when optimizing or determining the impact of

different antenna structures.

Co-site interference research focuses primarily on military applications and

because of that focus, the solutions available are limited. The designers must

use existing, previously developed antennas and all solutions must be able

to be mass produced. Mutual coupling research is focused on the antenna’s

proximity effect on impedance and isolation. Many of the techniques used to

increase isolation in mutual coupling research are also evaluated for MIMO

antennas. MIMO antenna research aims to improve isolation and reduce cor-

relation between antennas in order to increase channel capacity by providing

multiple alternate paths from the transmit antenna to the receiver. The goal

of the research is simply to provide two isolated antennas with much less fo-

cus on ideal patterns or other desired characteristics. The next three sections

go into more detail about the state of the art in each topic and discuss the

existing gaps in current research.

2.1 Co-site Interference

Co-site interference research focuses on providing solutions to current prob-

lems plaguing currently installed systems. Especially in the earlier co-site

interference research, the main focus is to mitigate the effects of transmit-

ters with known signals on nearby victim receivers. One of the papers on

co-site interference details an automated process for installing shipboard RF
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equipment [3]. The developed procedure first calculates the isolation based

on the positioning of the antennas, and then uses that information to pro-

vide a statistical analysis on the functioning of the RF systems. It iterates

through various positions to find a placement with acceptable RF perfor-

mance. Within the automated procedure, the only changes that can be made

are to move the available antennas around on the existing platform or swap

one antenna for another prefabricated one. There is no discussion about how

to redesign the antenna for increased performance or isolation. The paper

does not address how to choose antennas or placements but simply iterates

through them until one either meets system requirements or it is determined

that system requirements cannot be met. This process is time consuming

and gives little insight into how to design an antenna solution if all available

options do not fit the system requirements.

Other papers provide limited options for dealing with interference. The

main suggestions focus on filtering out unwanted frequencies or active can-

cellation of known transmit signals [3, 4, 5, 6]. These cancellation techniques

can be complex and difficult to implement, especially when interfering sig-

nals can have a variety of frequencies and waveforms. For frequency hopping

platforms, these papers suggest hopping filters or narrow-band frequency re-

configurable antennas to minimize interference.

Because active cancellation and filtering can be seen as complex, some

research focuses on how to achieve physical isolation on existing platforms [5].

Figure 2.1 shows one of the testing platforms to evaluate multiple antennas

and systems used in proximity for a military vehicle. The platform extends

beyond the vehicle itself and utilizes identical types of antennas for simplicity.

This research concluded that the multiple antennas could not be sufficiently

separated on the existing platform–accordingly, an interference cancellation

unit was installed to actively cancel interfering signals.

Alemohammad et al. provides a solution for co-site interference by us-

ing photonic signal cancellation [7]. This method requires that the signal

be transformed from an RF signal to an optical signal in order to use their

active cancellation techniques. Many of the active cancellation techniques

throughout the co-site interference research rely on access to the transmitter

signal to use for the active cancellation and cannot be used without an ex-

tremely accurate representation of the interfering signal. While the systems

may be in proximity, it may not be desirable or easy to grant the receiver
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(a) Potential Antenna Placements

 

 

(b) Antenna Testing Platform

Figure 2.1: Planned antenna positioning and test platform [5]

access to the transmitted interfering signal.

Another large section of co-site interference research focuses on how to

simulate co-site interference patterns in order to determine performance of

particular systems [8, 9, 10, 11, 12, 13]. This research, while helpful to

assess interference before systems are installed, provides limited information

about how to better design the systems themselves to minimize the co-site

interference. The general assumption is that the antennas are given and

cannot be changed. While these procedures provide valuable insight, they do

not add any information about better antenna designs. These also typically

focus on frequency hopping radios that operate within the same frequency

bands and not multiple transmitters and receivers over a variety of frequency

bands and modulation schemes, making many of the schemes hard to extend

to current technologies like GPS, Wi-Fi, LTE, Bluetooth, etc. One technique

was specifically built to address the interference problem between Bluetooth

and Wi-Fi because the technologies both utilize the 2.4 GHz ISM band [12].

System analysis can be a useful tool to evaluate given scenarios; however,

this analysis provides little insight for how to better design antenna systems

for arbitrary platforms.

The current research on co-site interference also addresses the effect of

moving platforms on antenna isolation and system performance. One study

examined the impact of helicopter rotors on monopole antennas extending

from its underside [14]. The paper shows that when the helicopter rotors

are close to a half-wavelength near the frequency of interest, they will act

as parasitic elements and have some effect on the antenna performance even
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though the elements are on the underside of the helicopter and the helicopter

is large enough at the frequency of interest for the helicopter to be considered

an infinite ground plane. While the discovery of the interference is useful, the

paper does not address what to do about minimizing the effect or changing

the antenna design if the frequency of interest was near the frequency where

the blades were a half-wavelength. Because the authors’ frequency of interest

did not fall in this limited band, it was not addressed.

One last area of interest within co-site interference research is active nulling.

These systems actively search for the source of the interfering signal and work

to put a null in that direction. Antennas that perform adaptive nulling are

available but must be large in order to be able to put a null in any direction

[15, 16, 17]. These systems can be overly complicated and require an active

sensing of the environment. Adaptive nulling often requires either additional

time or antennas in order to sense the environment and properly locate the

angle of arrival of the strongest interfering signal.

While co-site interference research does provide insight into the problem

with locating antenna systems in proximity, the solutions are based upon hav-

ing static antenna designs and iterating through available positions. While

a variety of simulation methods have been proposed, these simply evaluate

the resulting interference of systems and do not provide additional insight

for how to change the antenna designs to better receive all available signals.

Co-site interference research focuses heavily on military communications sys-

tems. As a result, the research does not adequately address common wireless

communication technologies (i.e., Bluetooth, Wi-Fi, GPS, cellular). The use

of reconfigurable antennas, large filter banks, and active cancellation can be

especially difficult to realize when the existing structures are smaller than

current military platforms. While adding filtering and shielding does help

mitigate interference significantly, the goal of the present research is to de-

sign the antennas with knowledge of the existing structure in order to best

address the needs of all the RF systems required without additional filtering

or shielding.
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2.2 Mutual Coupling

Mutual coupling research studies the effects of having two or more antenna

elements in close proximity to one another. There are a variety of differ-

ent motivations for trying to understand the effects of close proximity. The

goal of some of the early work on mutual coupling was to identify mutual

coupling between the horn antenna and an antenna under test when trying

to perform accurate gain and radiation pattern measurements [18]. Other

authors looked to find accurate but efficient ways to calculate mutual cou-

pling between antennas based on far-field patterns and relative positions of

antennas [19]. Yaghjian developed a method to calculate mutual coupling by

first drawing the smallest sphere that completely enclosed the antenna and

then using the far-field only from solid angle of the far-fields that mutually

subtended both spheres. This significantly limits the relevant portions of the

far-field, especially as the distance between the two antennas increases. The

only limitation is that the antennas must be in the far-field of one another

for the technique to work successfully.

Mutual coupling came to the forefront especially as antenna designers be-

gan to use circuit board processes to build planar antennas like rectangular

patch antennas. Designers became concerned with the amount of coupling

between patch antennas over the same ground plane. Surface waves would

travel along the dielectric and significantly alter the constructed antenna

performance compared to the simulated performance. At first the focus was

on how to model the effects of mutual coupling on the input impedance and

coupling coefficients (e.g., [20]). The research provided is heavily focused on

planar structures with rectangular ground planes and is not easily extendable

to arbitrary structures.

To attempt to mitigate the effect of surface waves, especially on substrates

with high dielectric constants, several mutual coupling mitigation techniques

have been researched throughout the years. The goal is to increase the isola-

tion between different antenna structures in order to lessen the overall impact

of the substrate on antenna performance. Instead of focusing on the original

design of the antennas themselves, the research alters preexisting traditional

antenna designs after they have been installed and performance has been

shown to be insufficient. For many antenna designs, electromagnetic band-

gap (EBG) structures have been developed to reduce the surface waves and
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thus the mutual coupling [21]. Another solution was to connect antenna

designs at low voltage and field points in order to maximize isolation and

reduce crosstalk between planar inverted-f antennas mounted to the same

chassis [22]. Other studies use slots or other obstacles in the ground plane to

keep the ground plane from increasing the crosstalk between multiple anten-

nas [23]. While these techniques do increase isolation and mitigate crosstalk,

they require additional work above and beyond the initial design of the ele-

ments. Some of the methods also keep the elements from exciting the ground

plane as a means to reducing crosstalk [23, 24, 25, 26, 27]. Because the ground

plane is no longer being excited, it does not allow for the increased gain and

bandwidth that often come from utilizing all existing metallic structures to

radiate.

2.3 MIMO

Recently mutual coupling research has focused on understanding mutual cou-

pling in order to better design antennas for MIMO applications. Because

MIMO antennas can be closely spaced and need high levels of isolation, in-

creased isolation between antennas in order to increase channel capacity be-

comes a priority. MIMO antennas perform best when the correlation between

the signals on separate antennas is low. Antenna properties like pattern, po-

larization, array configuration, and mutual coupling can greatly impact the

correlation between the signals on different antennas [28]. Because the main

goal for MIMO antennas is increased channel capacity, some authors focused

on reporting the effects of mutual coupling on capacity and verifying the

detriments of mutual coupling to MIMO antenna performance [29]. Based

on other relevant research about isolation, researchers compiled a list of de-

sign rules that are relevant to MIMO antenna systems [30]. Because the

design rules were developed by running several studies and focusing on in-

creased isolation, the rules only apply in situations where isolation between

antenna ports at a single frequency is the main concern.

One of the most common methods for achieving capacity improvement is

by adding multiple antennas that are spatially isolated or have different po-

larizations. However, spatial isolation is not always an option for attempting

to create isolation. Also, because mutual coupling occurs through surface
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waves, radiation, and a variety of other factors, simple spatial separation

does not fully describe the best positions for minimizing mutual coupling

between MIMO antennas. Much like co-site interference, in addition to spa-

tial separation, decoupling networks are also employed. These networks are

narrowband in nature and can exhibit large losses that can be extremely

detrimental to mobile systems [31].

Much of the research with MIMO has to do with minimizing mutual cou-

pling. There are a variety of methods antenna designers have used to min-

imize and mitigate the effects of mutual coupling. Many of the designers

use parasitic and coupling elements [32]. Designers can also create para-

sitic or coupling elements by altering the ground plane. Zhang et al. add

a thin resonant slot between two planar inverted-F antennas in an array to

significantly reduce the mutual coupling between the elements of the array

[33]. The resonant slot in the ground plane keeps the elements from using

the entirety of the ground plane to radiate, trading off some reduced gain

and bandwidth for increased isolation between the two PIFAs. The change

in the ground plane is also addressed in the study of defected ground plane

structures [23, 24, 25, 26, 27].

Some groups look to create multiple antennas that are completely decou-

pled because they serve different frequency bands with steep roll-off to ensure

the antenna does not perform well out of its intended frequency band [31].

Separating the elements in the band does reduce the mutual coupling but

there is not always enough space for the approach suggested.

Other designers use reconfigurable antennas to try and increase the ca-

pacity and diversity by changing the antenna pattern based on the channel

statistics [34, 35]. The ability to dynamically alter the antenna patterns can

change system performance greatly without having to install more antennas.

While reconfigurable antennas cause added complexity, they also allow the

designer to alter the functionality/performance in situ. The ability to recon-

figure antenna patterns also typically comes with larger loss which would be

unacceptable in mobile systems where power consumption is important.

Recently with the resurgence of research in characteristic mode theory,

which will be explained in more depth later, antennas are designed that

couple into orthogonal modes in order to create higher isolation in small

spaces [36, 37]. Because the antennas use orthogonal operating modes, it

becomes possible to achieve high isolation with little physical separation.
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It is only possible to use characteristic modes for this MIMO optimization

when there are two or more modes that radiate well at a single frequency on

a specific platform.

Overall many different antennas for a variety of platforms have been cre-

ated for MIMO applications [38, 39]. These antennas seek to use the available

effective area in order to greatly increase the capacity of a system. The in-

creased capacity is only achieved when several antennas that are tuned to the

same frequency are able to operate with high isolation and low mutual cou-

pling. Much of the research into MIMO antennas attempts to reduce mutual

coupling but does not fully address the problem of designing antennas based

on knowledge of the platform and the desired radiation pattern. Especially

for the design methodologies for MIMO that use characteristic mode theory,

the orthogonal modes effectively ensure that the different antennas radiate

differently in any particular direction. While this is desirable to increase

gains due to diversity, it may not be ideal for all antennas being attached to

a platform.

Co-site interference, mutual coupling, and MIMO research all are relevant

to developing a synthesis procedure for antennas on a platform based on

radiation pattern; however, the research does not adequately address all of

the concerns with the design of multiple antennas. While some studies are

being done to compare the spatial efficiency required of multiple antennas,

there is little research into how to design based on radiation pattern and

a particular platform [40]. Also many of the techniques used to achieve

isolation ensure that the ground plane does not radiate, limiting the efficiency,

gain, and bandwidth of the installed antennas. Co-site interference, mutual

coupling, and MIMO antenna research provides an excellent starting point

for developing a synthesis procedure based on antenna pattern performance

of multiple antenna elements on an existing platform. To begin to develop the

synthesis procedure, this research will first focus on how to feed and excite

a certain pattern on a preexisting structure. The next chapter discusses

characteristic mode theory and how that can be applied to existing structure

geometry to inform the choice of feed position and antenna element.
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CHAPTER 3

IDENTIFYING FEED POINT AND
EXCITATION ON AN EXISTING

PLATFORM

The feed point and antenna element can greatly impact the radiation pat-

tern and other properties of the radiating system based on how they excite

the existing structure. Some previous research has focused on how to find

an appropriate feed point on an existing structure. In 1979, one of the ear-

liest papers showed that, by using the theory of characteristic modes, the

efficiency of small antennas could be increased by placing it properly on the

existing structure [41]. Newman models an airplane as a wire cross and uses

characteristic modes to find the placement that optimizes the radiation resis-

tance of a small loop. The paper relies on the structure having a few modes

close to resonance near the frequency of interest [41].

In 1992, Murray and Austin also used the theory of characteristic modes

to place an HF antenna on a Humvee for use with NVIS communication

systems [42]. Traditionally installed mobile HF antennas were monopoles

attached to the vehicle that had nulls facing the sky that were not sufficient

for skywave communication. Murray and Austin used characteristic modes

to better understand where to attach and how to design an antenna that

would radiate skyward. Later, further papers were written that explained

how they were able to model the vehicle on a wire grid and compute the

characteristic modes using the method of moments [43, 44]. The wire grid

and resulting antenna can be seen in Figure 3.1.

Characteristic mode theory was not the only theory used to evaluate pos-

sible positioning of antennas on platforms. Huff et al. performed an electro-

magnetic visibility study (EVS) on a laptop to evaluate candidate positions

[45]. The structure under test is excited by plane waves from all possible

incoming wave directions and polarizations and then the magnitude of the

steady state induction current is calculated. By using averaging, it is pos-

sible to find zones with higher and lower current. The sections with higher

on average conduction current indicate the structure is more likely to assist
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(a) Wire Grid Model

 

 

 

 

(b) Resulting Antenna on Vehicle

Figure 3.1: Designed HF antenna based on wire grid model and
characteristic mode analysis [42, 43]

 

Figure 3.2: Example of ground plane booster technology [2]

with radiation if the antenna is placed in proximity to that location.

Other antenna designs simply use matching networks with a small coupling

element to excite the existing structure [2]. While the matching networks are

compact compared to similar antennas for the same frequency, the matching

network suffers from loss in the circuit elements. The radiation pattern of

the antenna does not differ significantly from the radiation pattern associated

with the ground plane. Figure 3.2 shows how small ports can be added as

matching networks to a ground plane-like structure in order to force radiation

in particular frequency bands.

Recently authors are still using the theory of characteristic modes to better
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understand proper antenna placement as well as possible radiation patterns

for a structure. Even today antennas are being designed to have pattern

diversity or superior performance when placed on a UAV [46, 47].

Many of the articles on antenna placement utilize the theory of charac-

teristic modes. In addition to being utilized by antenna placement research,

characteristic mode theory is also used to improve isolation for MIMO anten-

nas. Because of the prevalence of the theory in both antenna placement and

MIMO performance optimization, it is a natural foundation for an antenna

synthesis procedure that designs antennas to install on an existing platform.

The theory uses the geometry of the existing structure to better understand

how the object will radiate. Because of its application to placement, the

theory of characteristic modes will be discussed more in depth in the next

section.

3.1 Theory of Characteristic Modes

Characteristic mode theory was introduced in 1971 by Garbacz and Turpin

explaining how a structure supported nonphysical modes, independent of

the excitation, that could be used to estimate antenna performance [48].

Harrington and Mautz expanded on the theory of characteristic modes by

demonstrating that the solution for the modes could be found using an eigen-

value problem and could be solved using the method of moments [49]. The

theory uses the method of moments impedance matrix, Z, which can be

decomposed into its real and imaginary parts:

[Z] = [R] + j[X]. (3.1)

Harrington and Mautz derived equations relating R, X, eigenvalues (λn),

and modal currents (Jn) that can be summarized as

X (Jn) = λnR (Jn) . (3.2)

Using Equation 3.2 and the impedance of the antenna, it is possible to find

the modal currents and eigenvalues. The modal currents and the eigenvalues

relate to the total current on the structure using Equation 3.3, where V i
n are

the modal excitation coefficients and can be found using Equation 3.4, where

14



J i and M i are the magnetic and electric currents that generate the incident

electric and magnetic fields, respectively, and En and Hn are the electric and

magnetic fields, respectively, resulting from modal current Jn:

J =
∑
n

V i
nJn

1 + jλn
(3.3)

V i
n =

˚

V

EnJ̇
i −HnṀ

i. (3.4)

Recently, the theory of characteristic modes was revisited and applied directly

to plates and antennas in a comprehensive review [50]. The value of λn

indicates how well the mode radiates. The larger the magnitude of λn, the

more energy stored in the mode. The sign of λn indicates the type of energy

storage associated with the mode. When λn is positive, the energy storage

mode is inductive and when λn is negative, the mode is capacitive. When λn

equals 0 the mode is resonant on the structure at that frequency. To better

visualize λn, modal significance is defined by

MS =

∣∣∣∣ 1

1 + jλn

∣∣∣∣ . (3.5)

MS also reflects how well the mode radiates. As MS approaches 1, the mode

radiates more energy and as MS approaches 0, the mode is storing more

energy instead of radiating. Another important quantity for visualizing the

modal structure is the characteristic angle, θn, which is defined as

θn = 180◦ − arctan (λn) . (3.6)

The characteristic angle is 180◦ when the mode is resonant, so that when

a mode is radiating θn is close to 180◦. Characteristic mode theory allows

modes to be found on the structure independent of the excitation. Because

it is independent of the excitation, the theory allows the ground plane modes

to be evaluated separately from the modes on the antenna element and the

modes of the entire antenna structure.

The fields are linearly related to the currents and can also be expressed in

modal form as

E =
∑
n

V i
nEn

1 + jλn
(3.7)
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H =
∑
n

V i
nHn

1 + jλn
(3.8)

where E and H are the fields from J and En and Hn are the modal fields

corresponding to Jn. The coefficients for the linear superposition can be

determined once an excitation is decided. Therefore the total current and

field quantities can be written as

J =
∑
n

αnJn (3.9)

E =
∑
n

αnEn (3.10)

by defining αn as

αn =
V i
n

1 + jλn
(3.11)

where αn are the modal weighting coefficients corresponding to each mode.

The eigencurrents are of indeterminate amplitude so then it is important to

normalize the current such that

< J∗n, RJn >= 1. (3.12)

With this normalization, the orthogonality relationships for the eigencur-

rents become

< Jm, RJn >=< J∗m, RJn >= δmn (3.13)

< Jm, XJn >=< J∗m, XJn >= λnδmn (3.14)

< Jm, ZJn >=< J∗m, ZJn >= (1 + jλn)δmn. (3.15)

When the characteristic fields are determined based on the modal currents,

the set of all En form a Hilbert space of all fields. We can then evaluate

the fields on the sphere at infinity, S∞. Because of the orthonormality of

the modal currents, the characteristic far fields can also be determined to

be orthonormal. Because of the relationship between modal current and

characteristic far-fields,

1

η

‹
S∞

Em · E∗nds = δmn (3.16)

creating an orthonormal set. The properties of the modal currents and cor-
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Figure 3.3: Eigenvalues of the first 5 modes for the rectangular patch
antenna

responding characteristic far-fields enable the theory of characteristic modes

to provide insight on possible radiation patterns based on the geometry of

the structure.

3.1.1 Rectangular Patch Antenna

As a simple example, the characteristic modes on a rectangular patch antenna

over an infinite ground plane are evaluated. The patch is 0.465λ in length

with a center frequency of 3 GHz. Figure 3.3 shows the eigenvalues of the

patch antenna over frequency and Figure 3.4 shows the corresponding modal

significance. Figure 3.5 shows the surface current corresponding to the first

five modes as well as the total current on the patch once it is fed. The

first mode has current that runs primarily along the x-axis while the second

mode runs primarily along the y-axis. The third mode has current that runs

radially outward from the feed point while the fourth mode is circulating

about the center of the patch.

Each modal current corresponds to a characteristic far-field. Figure 3.6

shows corresponding far-fields to the surface currents shown in Figure 3.5.

Figure 3.6(f) shows the far-field corresponding to the rectangular patch an-

tenna once a feed is added.

From characteristic mode theory, the structure along with the feed can

be used to calculate the modal weights and modal excitation coefficients.

Figure 3.7 shows the magnitude of the modal weighting coefficients for the
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Figure 3.4: The modal significance of the first 5 modes for the rectangular
patch antenna

patch antenna. Examining Figure 3.7, modes 2 and 3 are the only modes with

non-zero weighting coefficients and the total current and far-field are mainly

comprised of input from mode 2 and a much smaller contribution from mode

3. These figures show the relationship between the modal characteristics and

the total current and far-field.

3.2 Sample Geometries

When there is an existing structure, typical research focuses on feeding reso-

nant modes or making modes resonant so that they can be utilized as efficient

radiating modes. Unfortunately, it is not always possible to alter an exist-

ing structure to change the frequency where the mode resonates. It is also

possible that the radiation pattern corresponding to a non-resonant mode is

the pattern best suited for the application. It then becomes important to

understand how to best feed the structure and design an element that will

excite the desired mode on the existing structure.

A three-sided box with dimensions 0.5λ x 0.25λ x 0.2λ was modeled in

FEKO R© and characteristic modes evaluated. Figure 3.8 shows the modeled

box when the center frequency is 600 MHz.

Figure 3.9 shows the plot of the eigenvalues corresponding to the first nine

modes on the structure. To better visualize how well each mode is radiating,

Figure 3.10 plots the modal significance corresponding to the first nine modes

on the structure. At 600 MHz, six modes have a modal significance around

18



(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Total Current

Figure 3.5: Surface currents on a rectangular patch over an infinite ground
plane at 3 GHz
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Total Far-Field

Figure 3.6: Characteristic far-fields corresponding to the modal currents for
a rectangular patch over an infinite ground plane at 3 GHz
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Figure 3.7: Magnitude of the modal weighting coefficients of the first 5
modes for the rectangular patch antenna

Figure 3.8: Three-sided box with dimensions 0.5λ x 0.25λ x 0.2λ and a
center frequency of 600 MHz
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Figure 3.9: Eigenvalues for first 9 modes on a three-sided box

0.1. All higher modes have smaller modal significance values at the frequency

of interest. The modal currents and characteristic far-fields corresponding to

the first six modes on the three-sided box are shown in Figures 3.11 and 3.12.

It may be possible to gain additional insight by examining the modes on a

second structure, so the characteristic modes on a five-sided box were eval-

uated. The five-sided box was also 0.5λ x 0.25λ x 0.2λ and evaluated at

600 MHz. Figures 3.13 and 3.14 show the eigenvalues and modal significance

for the modes on five-sided box. More modes are shown on the modal sig-

nificance plot above 540 MHz to confirm all modes with modal significance

above 0.1 at 600 MHz were included in the calculations. Because the struc-

ture has more metal, there are more modes that are closer to resonance at

600 MHz. Overall, however, there are still only a few significant modes.

The modes on the five-sided box can be compared to the modes on a rect-

angular plate [51]. The modal far fields and surface currents are shown in

Figures 3.15 and 3.16 respectively. The first mode has surface currents that

run parallel to the longest side of the plate. The second mode’s corresponding

surface current runs primarily parallel to the shorter side. Like the rectan-

gular plate, the five-sided box’s first mode is primarily along the outside of

the longest side. The second mode is primarily along the second longest

side. Because the five-sided box is three-dimensional instead of two, the next

mode is parallel to the shortest dimension. The three-sided box shows sim-

ilar patterns in its modal current structures for the first three modes. The
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Figure 3.10: Modal Significance for first 9 modes on a three-sided box

next modes on the three-sided and five-sided box provide circulating currents

about a center point very similar to the currents for the third mode on the

rectangular plate. As the mode number increases, the modes start to have

nulls for the plate, the three-sided box, and the five-sided box. Even with

more complex geometry, there are similarities to simplified geometric shapes.

Typically references show that high current points at the mode of interest

are where the structure should be fed [42, 43]. Looking at Figure 3.11, it

is noticeable that different modes have markedly different surface currents

but that the current maximums between modes occasionally overlap. For

example, modes 1 and 3 have high current along the outer edge of the longest

side of the box. Because of the overlapping current maximums, it is difficult

to pick a feed point location simply by looking at pictures depicting the

modal surface current. Because mode 1 has a higher modal significance, if a

current maximum for both modes 1 and 3 is fed, the dominant pattern will be

that of mode 1 with very little impact from mode 3. If mode 3 is the desired

mode and far-field pattern, it becomes more difficult to understand where to

place the feed point in order to approach the pattern of the mode of interest.

It is important to find the feed position that limits the interaction between

the mode of interest and other significant modes. By optimally placing the

feed point, it may be possible to create a pattern that most closely resembles
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Mode 6

Figure 3.11: Modal surface currents corresponding to the first six modes on
the three-sided box
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Mode 6

Figure 3.12: Characteristic far-fields corresponding to the modal currents
for a three-sided box at 600 MHz
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Figure 3.13: Eigenvalues for first nine modes on a five-sided box
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Mode 6

Figure 3.15: Modal surface currents corresponding to the first six modes on
the five-sided box
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mode 3 instead of mode 1.

To find the best excitation points, a comparison must be created to ensure

that the chosen mode has the highest modal current at that point in relation

to the other primary modes on the structure. This comparison allows the

designer to choose a feed point and design the corresponding element. Be-

cause an element or a slot must be created in the existing structure in order

to excite the existing structure, there is no need to worry about impedance

matching at this stage.

The choice of desired mode can be made by studying the corresponding

modal far-fields. For now, the assumption is that one mode on the structure

corresponds to the needed far-field. The next chapter will address pattern

synthesis for when no single characteristic far-field corresponds to the goal

radiation pattern. There are two distinct methods for comparing modal cur-

rents and attempting to find the excitation point. Because modal currents

are orthogonal over the entire surface and not point-wise, it may be impor-

tant to take into account directionality when examining surface current to

determine feed placement.

Taking into account the direction and magnitude of the normalized modal

currents, the placement of the feed can be found by finding the point on the

structure where
m 6=i∑
m

Jm · Ji − |Ji|2 (3.17)

is minimized where i denotes the index of the desired mode.

The other option is to not take into account the direction of the current at

any particular point and just compare current magnitude. For this procedure

m 6=i∑
m

|Jm|2 − |Ji|2 (3.18)

is minimized to ensure that the feed point is where mode i is maximized

compared to all other available and significant modes. Using only the mag-

nitude can be a direct benefit when adding elements because it ensures that

if small amounts of current are put in orthogonal directions, they are not

significantly amplifying modes with higher modal significance than the mode

of interest.

The two methods for determining feed point location were evaluated on
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Mode 6

Figure 3.16: Characteristic far-fields corresponding to the modal currents
for a five-sided box at 600 MHz
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the three-sided box first. Both methods were used to find the point on the

three-sided box that should be used to excite the third mode. The feed point

location returned is limited by the size of the mesh used when evaluating

the surface currents and the modes on the structure. The nodes of the mesh

are the only places recognized as potential placements for the feed point.

Again, these methods do not take impedance into account because antenna

elements will be added to the structure and those can be used for impedance

matching. In this example, the results of running the minimization based on

direction and magnitude or just magnitude were identical. The chosen feed

point is on the outside corner of the structure along the z-axis as shown in

Figure 3.17.

One example does not verify that this is always the case. It is possible

that for different geometries, the two methods may deliver slightly different

feed points. The five-sided box was then evaluated to find the appropriate

feed points for the third mode. First, the calculation was completed when

magnitude and direction were taken into account. It was then run again with

only magnitude. The two output positions were still on the z-axis as with

the three-sided box. The positions were not exactly the same; however, they

were only one node apart. Figure 3.18 indicates the feed points on the five-

sided box. Comparing the values given by Equations 3.17 and 3.18 at each

mesh node, the two nodes have similar values and differ by small amounts.

Therefore, while the exact position is different, the point is the same. Because

the five-sided box is symmetric, each corner was a potential feed-point for

the box. The slight variation in the meshing caused the program to output

points only on the z-axis.

By studying the feed placement in relation to the desired modal surface

current, it is clear the feed placement is not necessarily the highest current

position for the desired mode. Both methods for computation result in sim-

ilar outputs for the feeding position regardless of whether direction is taken

into account. Although the feed placement site has now been chosen, it is

also important to discuss the excitation needed to generate the needed cur-

rent distribution. Simply feeding in the correct position does not impedance

match the structure or ensure that needed current distribution will exist on

the structure. The next step in designing the antenna system is to design

an element that impedance matches the structure and results in a radiation

pattern close to the desired pattern. The next section will provide an exam-
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Figure 3.17: Feed point designated by both algorithms for the three-sided
box is marked by a blue dot

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.18: Possible feed points are marked on the five-sided box. The
blue dot signifies the feed position using both magnitude and direction
while the green dot signifies the feed position when using only magnitude.
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Figure 3.19: Modeled six-sided box being used as the existing structure

ple using the design methodology provide in this section. The example goes

through the process of solving for the modal far fields and using the analysis

to determine the feed point and design an element to excite the mode of

interest.

3.3 Example Implementation

A six-sided box with a small slit around three sides on the top will be used

as the existing structure for this example. The goal is to install an antenna

along the top of the box at a center frequency of 400 MHz in order to produce

a radiation pattern that allows for most of the power to radiate in the x− y
plane with almost no power radiating along the z-direction. Any additional

metal should also add minimal volume to the original structure. The box is

32cm x 24.5cm x 1.5cm which is equivalent to 0.427λ x 0.327λ x 0.02λ. The

model of the existing structure is shown in Figure 3.19.

The eigenvalues and modal significance of the first seven modes are shown

in Figures 3.20 and 3.21. Because the length and width are close in size,

the first two modes follow very similar trajectories. As before these modes

correspond to particular far-field patterns. The far-field patterns are shown

in Figure 3.22. Using the earlier described scenario where the power from

32



Frequency (Hz) #108
3 3.5 4 4.5 5

E
ig

en
va

lu
e

-100

0

100

200

300
Eigenvalue for Modes on Six-Sided Box

Mode 1

Mode 2

Mode 3

Mode 4

Mode 5

Mode 6

Mode 7

Figure 3.20: Eigenvalues for first 7 modes on a six-sided box

the antenna needs to radiate primarily along the x − y plane, the desired

modal pattern is from mode 3. From Equation 3.21, it can be seen that at

the center frequency of 400 MHz, the modal significance is much lower than

that of the lower modes. Thus it will be more difficult to make the third

mode radiate and it will likely be mixed with some of the first two modes.

Higher order modes do have some radiation in the x−y plane; however, they

also have nulls. Exciting these higher order modes may lead to nulls in the

resulting pattern which are detrimental.

Based on the choice of the third mode as the desired mode, the modal

surface currents at the frequency of interest are compared and the places on

the structure corresponding to a minimum for Equations 3.17 and 3.18 are

found. Like the five-sided box the resulting positions were slightly different

based on the computational method used. The feed points were located along

the same line down the center of the object and again only one mesh node

apart. For ease of implementation, the feed point closest to the edge was

chosen for this design.

While feed point is important, it is ultimately not enough to ensure that the

proper mode is excited. The antenna being attached to the existing structure

should have current parallel to the existing structure and in the direction of

the desired modal current in order to excite the appropriate surface currents
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Figure 3.21: Modal significance for first 7 modes on a six-sided box

[52]. Requiring the element to be conformal limits the potential antenna

designs. The surface current for each mode is shown in Figure 3.23. The

surface current for the third mode is shown more clearly in Figure 3.24.

It is important to note that current is spiraling around the outside of the

six-sided box. In order to minimally increase the volume occupied by the

antenna once installed, the antenna should be kept close to the shell of the

box. Because the metal from the excitation will be close to the existing

structure, the current on the structure needs to be close to the desired modal

current. Simply including a large metal patch on top of the six-sided box,

even using the chosen feed-point, will create a pattern that radiates primarily

in the z direction. The shape of the additional structure must lend itself to

a circulating current similar to the modal current needed on the existing

structure.

For that reason a spiral element is chosen. The spiral allows for the circu-

lating current that is required to excite mode 3 and it also allows the antenna

to be easily impedance matched on the structure by utilizing a shorting pin.

The chosen spiral structure can be seen in Figure 3.25.
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Mode 6

Figure 3.22: Characteristic far-fields corresponding to the modal currents
for a five-sided box at 400 MHz
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5 (f) Mode 6

Figure 3.23: Modal surface currents corresponding to the first 6 modes on
the six-sided box
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Figure 3.24: Zoomed in on surface current for the third mode on the box

 

 

 

Figure 3.25: Spiral element to be installed on existing structure

37



 

 

 

Figure 3.26: Simulated far-field for spiral installed on existing structure

Using the spiral element and the chosen feed point, an antenna was de-

signed in HFSS R©. A shorting stub is used to impedance match the structure

at 400 MHz. The resulting total radiation pattern is shown in Figure 3.26.

The far-field pattern has a null close to the positive z-axis much like the third

mode. The resulting pattern also has a nearly omnidirectional pattern in the

x − y plane just as in the desired pattern. There is a slightly larger lobe in

the resultant pattern that was not included in the original modal pattern.

This result is from the combination of the first two modes with the third

mode.

The simulated antenna was then built to verify the results. A picture of the

antenna is shown in Figure 3.27. Measuring the impedance, the antenna’s

center frequency shifted to 377 MHz. The small downward shift in the center

frequency of the antenna is likely due to the difference in copper thickness
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Figure 3.27: Picture of the antenna built to verify simulated results

between the model and the fabricated antenna [53]. There are also slight

differences in the dielectric inside the box compared to the air dielectric that

was used in simulation.

The far-field pattern was measured and compared to the simulated pat-

tern. The pattern cuts are shown in Figure 3.28. The normalized measured

patterns match well with the simulated patterns. The maximum gain on the

built antenna was within 1 dB of the simulated value. Because the existing

structure is smaller than 1.25λ and an irregular shape, it can be difficult

to mitigate cable radiation inside the chamber. Although baluns were used

to choke the cable radiation, the cable was still able to radiate and caused

some deviation from the simulated patterns. The pattern measurements ver-

ify that the pattern is very close to omnidirectional in the x − y plane as

designed.

While the far-field pattern is far from purely that of mode 3, the resulting

antenna does meet the design goals and approaches the radiation pattern

designated by the third mode on the existing structure.

While both calculations for the feed point position are valid, a more rig-

orous approach to determining the feed point is desired. The methodology

that utilizes both current magnitude and direction, neglects the impact of

manufacturing differences while the secondary formulation neglects some of

the theoretical framework for about orthogonal modes. For that reason the
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(a) Eθ in XY plane

 

 

 

(b) Eφ in XY plane

 

 

 (c) Eθ in XZ plane

 

 

 
(d) Eφ in XZ plane

Figure 3.28: Measured and simulated results in four cut planes for the built
antenna
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design methodology was revised to mitigate these concerns.

3.4 Design Methodology

This section contains the revised design methodology allowing for the code

to accommodate slight manufacturing and simulation differences while also

taking into account the orthogonality of eigencurrents on the structure. The

goal with this methodology is to provide more insight into an intelligent

choice for a single feed point on the structure when the goal is to generate a

radiation pattern associated with a higher order mode.

The first step in the process is to perform a characteristic mode analysis on

the structure and solve for the characteristic radiation patterns. The designer

can then choose which characteristic radiation pattern is desirable for their

scenario based on the required power and/or polarization. The goal of this

design methodology is to design an antenna whose radiation pattern matches

the desired modes as closely as possible. There are many ways to capture

which modes are significant. Some use stringent methods where significant

modes have a modal significance greater than 0.707 [54]. In this case, a less

stringent definition is used. The chosen mode must have a modal significance

above 0.1 to ensure the mode will radiate properly and that the desired mode

can be excited on the platform. Modes with MS below 0.1 have too much

energy storage to excite them appropriately.

The next step is to find the feed point that will best excite the mode of

interest. The impedance is not yet considered because an antenna will be

connected to the platform that will assist in impedance matching. The feed

point will be confined to one point. The goal is to find the mesh shape in the

simulation that corresponds to the ideal feed point on the platform for the

desired radiation pattern. Method of moments code is used to find the [Z]

matrix and solve for the characteristic modes. In the process, the platform

must be meshed to appropriately calculate the impedance matrix and solve

for the characteristic modes. Ideally we would use this mesh as a baseline

to establish the best feed position for the mode of interest. Unfortunately,

feeds take up physical space and there are differences between simulated and

constructed geometries. Often the size of the mesh shapes are small compared

to these features. The methodology thus looks for the group of coupled mesh
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shapes that provides the most favorable conditions for the feed position. The

mesh shapes that are most closely coupled are grouped together and referred

to as the neighborhood of a mesh shape of interest. This allows for the

method to consider the currents in the area surrounding the mesh shape to

choose the ideal group of shapes for feed placement.

The neighborhood of a mesh shape can be defined using the impedance ma-

trix. The goal is to have the neighborhood consist of the other mesh elements

that are most closely coupled to the chosen mesh shape. Mutual coupling

plays a large role in antenna performance and can often be described using

an impedance matrix [18, 21, 22, 23, 55]. Equations 3.1 and 3.2 demonstrate

that the impedance matrix is used when solving for the characteristic modes.

The impedance matrix can be reused to solve for the neighborhood of a mesh

shape. The boundary of the original mesh shape is defined by several edges.

The coupling between one edge and any others can be seen by using the

row or column of the [Z] matrix corresponding to the specified edge. The

edges that do not define the original mesh shape can then be ranked from

the strongest coupling to weakest coupling for each edge of the original mesh

shape. The edges that have a coupling value greater than a specified amount

of the self-coupling between the edge and itself denote the edges contained

within the neighborhood region about the original mesh shape. The specified

amount should be chosen as a compromise between the size of the neighbor-

hood created and the size of the platform. This will be dependent on the

size of the mesh chosen by the designer. For the example later, the edges of

the neighborhood of the original mesh shape have a coupling value greater

than 10% of the self-coupling for the edges.

Once the neighborhood of each mesh shape has been defined, the defini-

tion can be used to designate the feed point region. For ease of notation, the

mode corresponding to the desired radiation pattern is mode i and the cor-

responding modal current is Ji. The feed point region will be chosen as the

neighborhood of a mesh shape that has the average maximum modal current

for the mode of interest compared to all other radiating modes. In order to

find this region, a(r) is calculated for each mesh shape using Equation 3.19.

a(r) =

m 6=i∑
m

Jm(r) · Ji(r)− |Ji(r)|2. (3.19)
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The neighborhood about each mesh shape is then defined using the method

described previously. Once the neighborhoods are defined, an average a(r)

can be calculated for the neighborhood about each mesh shape. The goal is

to then find the neighborhood where the averaged a(r) is a minimum and

the original mesh shape for that neighborhood has current flowing through it.

All regions based around mesh shapes where |Ji(r)|2 is less than the median

value are discarded to ensure current is flowing through all remaining neigh-

borhoods. The feed region is then chosen as the region where the average

a(r) is minimized and |Ji(r)|2 for the mesh shape at the center of the region

is greater than the median |Ji(r)|2.
Even after choosing the feed placement, the antenna element that will

be attached to the feed point needs to be designed. The installed antenna

element must be used to enforce the desired current flow on the platform

much like in the previous methods described in this chapter. For conformal

antenna elements, the element should follow the path of the modal current

for the desired mode near the feed point. For example, if the currents run

horizontally along the top of the structure, the antenna should follow the

current lines. The length of the antenna should be changed to ensure the

antenna is properly matched and the proper current has been induced onto

the platform. The next section describes an example of how to use this

methodology when designing an antenna for a rectangular platform.

3.5 Example

To show how this method is utilized, an element will be designed to similar

specifications as the previous example in this chapter. The goal is to design

an antenna with a VSWR better than 3:1 at 400 MHz that is installed on

a box that measures 32cm x 24.5cm x 1.5cm (0.427λ x 0.327λ x 0.02λ) as

seen in Figure 3.19. The scenario requires that the object has a null in

the z-direction and an omnidirectional radiation pattern in the x− y plane.

In this case the antenna cannot extend significantly from the platform in

any particular dimension. Based on the method described in the previous

sections, the first step is to perform a characteristic mode analysis on the

platform.

The characteristic mode analysis is the same as in Section 3.3. The char-
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

Figure 3.29: The characteristic far-fields associated with the first four
modes on the box

acteristic mode analysis reveals that there are several modes with a modal

significance above 0.1 at the frequency of interest (400 MHz). Refer to Figure

3.21 for a plot of the modal significance of the different modes on the struc-

ture. Figure 3.29 shows the radiation patterns corresponding to the first four

modes. These are the same as the first four modes found in Figure 3.22. Be-

cause the goal is to have as little radiation as possible in the +z−direction,

the patterns corresponding to modes 1 and 2 are not appropriate for this

example. Mode 4 has nulls in the x− y plane which are also undesirable ac-

cording to the original scenario. Mode 3 shows a loop mode has been excited

on the structure that generates a pattern that best suits the stated design

goal.

Now that the desired far-field mode has been identified, the next step is to

determine the appropriate feed position. This is where the new methodology

can be implemented and this section differs significantly from Section 3.3. In

the process of computing the characteristic modes, we had to solve for the

[Z]-matrix corresponding to the platform. Using the developed methodology,

neighborhoods were identified on the structure based on the strength of cou-

pling between mesh elements on the platform. For this particular platform

Figure 3.30 identifies the region where the feed should be placed. Because
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Figure 3.30: Mesh triangles corresponding to the neighborhood of the feed
point are highlighted on the existing structure

the box and the mesh are symmetric about the y-axis, the feed placement

region has a counterpart about the y-axis; however, for the purposes of this

example we will use the region with the feed in the −x portion of the top-side

of the box.

The next step is to determine what the antenna that couples into the

platform should look like. To excite the platform such that the radiation

pattern for mode 3 is generated, the goal is to excite currents on the structure

that resemble the corresponding characteristic surface current. Figure 3.31

shows what the current must look like on the platform to excite the needed

radiation pattern. The circulating current flows along the outermost edges of

the platform with little to no current flowing near the center of the platform.

The developed antenna needs to be conformal in order to ensure the path

along the added antenna will excite currents on the platform. Because the

desired currents on the platform are flowing around the outside of the plat-

form, the antenna must also have an element that enforces the circulating

current. In order to create the desired circulating currents, a meander is

added on the top side of the box near the outer edge.

The designed antenna element is shown in Figure 3.32. The resulting

radiation pattern is shown in Figure 3.33. The radiation pattern has a null

in the +z-direction and is omnidirectional in the x − y plane, as desired.

VSWR was also simulated and is shown in Figure 3.34. The methodology

allowed for the design of a conformal, single feed antenna that is matched at

400 MHz and has the desired radiation pattern.

The assumption in this section has been that the desired mode is found
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Figure 3.31: Surface current corresponding to mode 3

 

Figure 3.32: Antenna installed on the platform to create desired radiation
pattern

 

Figure 3.33: Simulated radiation pattern associated with designed antenna
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Figure 3.34: VSWR for designed antenna

within the set of characteristic far-fields that have modal significance values

above 0.1. This may not always be the case. It is possible to combine modes

in order to create different radiation patterns. Because the overall design

of the antenna will be limited by the existing structure, it is important to

examine which antenna radiation patterns are possible given the existing

structure. Because the existing structure is often large compared to the

space allotted to the antenna element, it is important to excite the existing

structure, if possible, in order to improve the gain, bandwidth, or a variety

of other performance metrics. The next chapter explores what radiation

patterns are achievable given an existing structure.
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CHAPTER 4

PATTERN SYNTHESIS

Often the desired radiation pattern does not align exactly with one of the

characteristic far-fields on the existing structure. Because of the geometry of

the existing structure, not all radiation patterns may be achievable; however,

it is important to be able to solve for the modal weighting coefficients that

result in a radiation pattern that best approximates the goal pattern. In

order to better understand how to compute the modal weighting coefficients

and to see if other pattern synthesis methods would be better suited for this

problem, the first section evaluates previous research on pattern synthesis.

4.1 Background

Antenna researchers have long been attempting to understand how to gen-

erate arbitrary radiation patterns. The earliest studies examined creating

arbitrary radiation patterns from finite size sources. One of the most cited

early works considers more specifically just at line sources of arbitrary length

[56]. The goal is to find aperture-limited functions that will best approximate

the specified radiation pattern. The authors use prolate spheroidal functions

as their basis because they are the eigenfunctions of the finite Fourier trans-

form in order to ensure the aperture distribution is realizable given the slight

differences between simulated and built antennas. Being constrained to a line

source, the authors create the distribution by exciting the line with different

signals. Later researchers extended the work to include aperture distribu-

tions for circular apertures in an infinite perfectly conducting ground plane

[57].

Because antenna designers are often given little control over signal input

to the antenna, this signal cannot be used to optimize the antenna pattern.

The use of the prolate spheroidal wave functions also becomes more difficult
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as object geometries become more complex. Other methods were developed

in order to simplify the optimization process, especially when the sources

were lines or uniformly spaced arrays. One such method was the iterative

sampling method where the designer starts with a design and then adds

progressively more correction patterns to attempt to better approximate the

desired pattern [58]. Many different aperture distributions can approach a

similar radiation pattern with a variety of different trade-offs. Unfortunately,

many of those distributions may have high stored energies or be difficult to

realize. It is also possible that for some geometries, no acceptable solution

can be found that is both realizable and close to the desired pattern [59].

In order to constrain the space to radiation patterns that are realizable,

later researchers applied characteristic mode theory to pattern synthesis

problems [60]. The authors assume that all the modes have the same phase

on their modal weighting coefficient and then proceed to use the minimum

mean-square error to solve for the modal weighting coefficients that corre-

spond to the desired pattern. This result is limited to cases where the modal

weighting coefficients have the same phase across modes, which is not always

true. This assumption is made as the reference was using real current at port

voltages versus the sum of modal surface currents. The previous method also

requires knowledge of both the desired pattern and polarization in any par-

ticular direction. The complete specification of the radiation pattern may

not be necessary or desired for some applications. The theory was further

extended to N-port scatterers, focusing on iterative methods for approach-

ing the appropriate solution [61, 62]. The functional implementation using

characteristic modes does ensure that the resulting pattern is physically re-

alizable; however, it also may result in solutions that are farther from the

desired radiation pattern. The implementations using characteristic modes

also require that the modal currents be real such that the modal weighting co-

efficients all have the same phase across modal index. For many applications

this many not be a realistic condition that can be met.

Treatments for power patterns were developed but are still very much

iterative. They also involve solving for the phase of the desired pattern

as part of the development. The iterative methods reach local solutions

that are not able to find minimums over all possible values [63, 61, 62].

Eventually the goal of pattern synthesis research became to determine the

shape of the structure needed to excite desired radiation pattern [64]. The
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author focuses on rotationally symmetric patterns to simplify the synthesis

but also discussed issues with feeding arrangements to excite desired modes

on the structure. Later work shows that this method does not extend to end-

fire radiation patterns, making it difficult to do shape synthesis for certain

pattern types [65].

Other modal structures besides characteristic modes were also used to

do pattern synthesis. Spherical Bessel functions and weighted Inagaki modes

were also chosen as possibilities for pattern synthesis [66, 67]. While spherical

Bessel functions can be useful for spherical antenna shapes and transforming

to free space, they become more difficult to use for arbitrary antenna shapes.

Inagaki modes are more general than characteristic modes but can be used

very similarly to characteristic modes for pattern synthesis. There have also

been several articles attempting to create a general formulation for the syn-

thesis problem [68]. These articles designate an appropriate design within

a specified subset of antenna types. While the approach is general, it still

requires specific knowledge about each antenna type for the approach to be

applied, making it difficult to implement.

Based on the existing research, the original research using line sources

is difficult to implement because of the arbitrary existing structures. Be-

cause the existing structure may not be a canonical shape, it is important to

choose a pattern synthesis method that works for arbitrary structures. The

characteristic mode interpretations allow for use on arbitrary structures and

utilize the modes that are most likely to radiate. There is a limit to how

many modes should be included based on the associated eigenvalue. While

higher eigenvalue modes may allow for closer approximations to the desired

pattern, they may also be more difficult to solve for and implement. The

characteristic mode interpretation is based on the geometry of the structure

and orthogonality of the characteristic far-fields at radiation sphere, making

the modal structure well-suited for pattern synthesis. Lastly, characteristic

mode theory is widely used so commercial solvers have the ability to eval-

uate the characteristic modes on arbitrary structures. The next section in

this chapter focuses on the scenario where both the power and polarization

are specified. The final section considers the case where only the power is

specified and aims to understand how to approximate the modal weighting

coefficients in that scenario.
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4.2 Pattern Synthesis Specifying Power and

Polarization

Harrington and Mautz developed a method for calculating modal weighting

coefficients based on a desired power and polarization; however, it requires

equiphase modal weighting coefficients [60]. The modal weighting coefficients

are not always equiphase so a new method must be developed that can solve

for complex modal weighting coefficients. The first subsection will describe

the method developed by Harrington and Mautz and then the next subsec-

tions will show how I adapted the method to solve for non-equiphase modal

weighting coefficients and characteristic far-fields.

4.2.1 Harrington and Mautz Pattern Synthesis Method

The literature assumes an equiphase current J that approximates the goal

radiation pattern F [60]. The modal weighting coefficients for each modal

weight, αn, are assumed to be equiphase and can be represented by

αn = ejβγn. (4.1)

J is assumed to be a superposition of N modal currents where

J = ejβ
N∑
n=1

γnJn. (4.2)

Based on characteristic mode theory, the corresponding radiation field is

E = ejβ
N∑
n=1

γnEn (4.3)

where En are the characteristic far fields. The goal pattern, F , is then

specified at M points on the radiation sphere. If M > N/2 then there are

more equations than unknowns. The equations can then be evaluated to solve

for the modal weighting coefficients that result in the minimum mean-square
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error. The equation that describes the error is given by

ε =
M∑
m=1

|ejβ
N∑
n=1

αnE
m
n − Fm|2 (4.4)

where the m subscript denotes the mth point on the radiation sphere. This

can be simplified using matrix notation as

ε = [ejβAγ − F ]∗T [ejβAγ − F ] (4.5)

where [γ] is a column vector of the modal weighting coefficients, [F ] is a

column vector of the goal electric field corresponding to the radiation pattern,

and [A] is a matrix such that

Amn = Em
n . (4.6)

The next step is to evaluate the variation in the error, ε, when [α] is varied.

The variation in this case is described by

δε = 2[δα]T [Re(A∗TA)α−Re(e−jβA∗TF )]. (4.7)

For δε to be zero for arbitrary [δα], then

[α] = [Re(A∗TA)]−1[Re(e−jβA∗TF )]. (4.8)

The error is then given by

ε = −Re[e−jβA∗TF ] + [F ]∗T [F ]. (4.9)

For a fixed phase β, then the modal weighting coefficients are determined

by 4.8. However, β can still be adjusted to further minimize ε. The next

step is to take the derivative of 4.9 with respect to β and set it to 0.

β =
1

2
tan−1

c3
c1 − c2

(4.10)

where

c1 = −[Re(A∗TF )]T [Re(A∗TA]−1Re[A∗TF ] (4.11)

c2 = −[Im(A∗TF )]T [Re(A∗TA]−1Im[A∗TF ] (4.12)
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c3 = −2[Im(A∗TF )]T [Re(A∗TA]−1Re[A∗TF ]. (4.13)

Solving Equation 4.10 results in two solutions. One of the solutions for β

will have a significantly lower ε compared to the other and thus is the β to

use.

As described before, this technique requires equiphase currents. When

the modal currents are not equiphase it is important to realize that the

characteristic far fields are not necessarily real and neither are the modal

weighting coefficients. A new method must be developed to solve for the

modal weighting coefficients when the characteristic far-fields and therefore

the modal weighting coefficients are complex.

4.2.2 Developed Pattern Synthesis Method with no φ or θ
Variation

The simplest case occurs when the existing structure and the radiation pat-

tern have no φ variation or no θ variation. When the structure lacks φ or

θ variation, the resulting far-field will also lack the same variation, making

it difficult for the structure to meet a goal pattern with variation. Using a

similar derivation to Harrington and Mautz, the desired radiation pattern

is specified at M points along the radiation sphere. Again the matrix A is

formed where the components for the matrix are defined as

Amn = Em
n (4.14)

where the mth row and the nth column of A is occupied by the value of the

characteristic far-field of the nth mode at the mth point along the radiation

sphere. [α] is defined as a column matrix where the nth element is the modal

weighting coefficient for the nth mode. The total characteristic field of the

resulting structure can then be written as

E = A[α] (4.15)

where E is a column matrix and the mth element corresponds to the value

of the field at point m on the radiation sphere. F is a column vector with

the mth element being the desired field at the mth point on the radiation
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sphere. Therefore the error in the far-field can be defined according to

ε = [A[α]− F ]∗T [A[α]− F ]. (4.16)

If α is varied slightly by δα, then the error, ε, will be varied by δε.

ε+ δε = [A[α + δα]− F ]∗T [A[α + δα]− F ] (4.17)

ε+ δε =[α]∗TA∗TA[α] + [α]∗TA∗TA[δα]− [α]∗TA∗TF

+ [δα]∗TA∗TA[α] + [δα]∗TA∗TA[δα]− [δα]∗TA∗TF

− F ∗TA[α]− F ∗TA[δα] + F ∗TF (4.18)

δε =[α]∗TA∗TA[δα] + [δα]∗TA∗TA[α]− [δα]∗TA∗TF

− F ∗TA[δα] + [δα]∗TA∗TA[δα] (4.19)

δε =[δα]∗TA∗TA[δα] + [δα]∗TA∗TA[α] + ([δα]∗TA∗TA[α])∗T

− [δα]∗TA∗TF − ([δα]∗TA∗TF )∗T (4.20)

δε = [δα]∗TA∗TA[δα] + 2Re([δα]∗TA∗TA[α])− 2Re([δα]∗TA∗TF ). (4.21)

The next step is to minimize δε. Because δα is arbitrary, the minimum

is obtained by minimizing 2Re([δα]∗TA∗TA[α])− 2Re([δα]∗TA∗TF ). Because

[δα] is complex and arbitrary, Equation 4.30 must be satisfied regardless of

the choice of [δα]. Thus because [δα] is arbitrary and could be complex, then

A∗TA[α] = A∗TF. (4.22)

Solving for α gives

[α] =
A∗TF

(A∗TA)−1
(4.23)

To use this with a practical example, a dipole 5cm in length (λ/2 at 3GHz)

was simulated in FEKO R©. The first 12 characteristic modes were found. The
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Figure 4.1: Magnitude of modal weighting coefficients from antenna
synthesis procedure

desired far-field was chosen to be 4.24.

f(θ, φ) = cos θ. (4.24)

Using the characteristic far-fields and the desired pattern, [α] is determined

using Equation 4.23. The magnitude for the resulting modal weighting coef-

ficients are shown in Figure 4.1.

Theoretically a resonant dipole has a far-field specified as

Fθ =
cos((π/2) cos(θ)

sin(θ)
. (4.25)

Because the goal pattern is slightly different from the traditional far field, the

higher order modes have significant modal weighting coefficient magnitudes.

The error is then evaluated at each point on the sphere. A plot of the error

is found in Figure 4.2. The average error over all the points is 1.22 ∗ 10−9.

The program does a good job of using a finite number of modes to closely

mirror the goal pattern on the antenna. The far-field pattern and the goal

pattern, when plotted together, cannot be distinguished from one another

as shown in Figure 4.3. The error is very small because the goal pattern

is achievable using the dipole structure. If the goal pattern could only be
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Figure 4.3: Goal and the resulting total far-field patterns

approximated by the existing structure, the error would grow substantially.

4.2.3 Pattern Synthesis with φ and θ Variation

This section extends the scenario to when the goal pattern has both θ and φ

variation. It calculates modal weighting coefficients when the modes are not

equiphase and the goal pattern, F , will be specified independently for the θ

and φ components of the electric field at M points on the radiation sphere.

Now the modal weighting coefficients can be represented by a complex column

vector, [α]. Using the same matrix notation, the error between the goal
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pattern and the achieved pattern can be written as

ε = [Aθ[α]− Fθ]∗T [Aθ[α]− Fθ] + [Aφ[α]− Fφ]∗T [Aφ[α]− Fφ]. (4.26)

The minimum mean-square error now examines the total error for both

polarizations. To solve for [α], [α] is varied by a small [δα]. This results in

ε+ δε =[α]∗TA∗Tθ Aθ[α] + [α]∗TA∗Tθ Aθ[δα]− [α]∗TA∗Tθ Fθ

+ [δα]∗TA∗Tθ Aθ[α] + [δα]∗TA∗Tθ Aθ[δα]− [δα]∗TA∗Tθ Fθ

− F ∗Tθ Aθ[α]− F ∗Tθ Aθ[δα] + F ∗Tθ Fθ

+ [α]∗TA∗Tφ Aφ[α] + [α]∗TA∗Tφ Aφ[δα]− [α]∗TA∗Tφ Fφ

+ [δα]∗TA∗Tφ Aφ[α] + [δα]∗TA∗Tφ Aφ[δα]− [δα]∗TA∗Tφ Fφ

− F ∗Tφ Aφ[α]− F ∗Tφ Aφ[δα] + F ∗Tφ Fφ. (4.27)

Solving for the small change in error, δε,

δε =[α]∗TA∗Tθ Aθ[δα] + [δα]∗TA∗Tθ Aθ[α]

+ [δα]∗TA∗Tθ Aθ[δα]− [δα]∗TA∗Tθ Fθ

− F ∗Tθ Aθ[δα] + [α]∗TA∗Tφ Aφ[δα]

+ [δα]∗TA∗Tφ Aφ[α] + [δα]∗TA∗Tφ Aφ[δα]

− [δα]∗TA∗Tφ Fφ − F ∗Tφ Aφ[δα] (4.28)

remains. This can be simplified to

δε =[δα]∗TA∗Tθ Aθ[δα] + [δα]∗TA∗Tφ Aφ[δα]

+ 2Re([δα]∗TA∗Tθ Aθ[α]) + 2Re([δα]∗TA∗Tφ Aφ[α])

− 2Re([δα]∗TA∗Tθ Fθ)− 2Re([δα]∗TA∗Tφ Fφ). (4.29)

To minimize the error, Equation 4.29 must be minimized. The first two

terms are both depend heavily on [δα]. Because [δα] is small and arbitrarily

chosen, these two terms cannot be minimized. The focus must then be to

minimize the remaining four terms for an arbitrary complex [δα]. Minimizing
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Table 4.1: Resulting modal weighting coefficients when goal pattern is a
linear combination of modes

Mode Coefficients
1 0.5+j
2 0.5
3 0.2+0.2j

4, 5, 6 < 10−16

the remaining four terms leads to

Re([δα]∗TA∗Tθ Aθ[α]) +Re([δα]∗TA∗Tφ Aφ[α]) =

Re([δα]∗TA∗Tθ Fθ) +Re([δα]∗TA∗Tφ Fφ). (4.30)

Because [δα] is complex and arbitrary, Equation 4.30 must be satisfied re-

gardless of the choice of [δα]. One such solution is when

(A∗Tθ Aθ + A∗Tφ Aφ)[α] = A∗Tθ Fθ + A∗Tφ Fφ. (4.31)

Solving this equation for the modal weighting coefficients yields

[α] =
A∗Tθ Fθ + A∗Tφ Fφ

(A∗Tθ Aθ + A∗Tφ Aφ)−1
. (4.32)

This result allows for the calculation of the modal weighting coefficients

that create a characteristic far-field that best approximates the specified goal

pattern.

To test this, a square plate with a side length of λ
2

at 3 GHz was modeled

and the goal pattern was chosen to be a simple linear combination of modal

far fields. The first six modes on the structure were found along with the

associated characteristic far-fields. The goal function was chosen to be a

linear combination of the first three modes. Equation 4.33 shows the values

chosen to weight the modes.

Fgoal = (0.5 + j)E1 + 0.5E2 + (0.2 + 0.2j)E3 (4.33)

Solving for the modal weighting coefficients using the method developed

yields the coefficients found in Table 4.1.

A plot of the error at each point m on the radiation sphere is shown in
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Figure 4.4: Error at each point using a linear combination of characteristic
fields as the goal pattern

Figure 4.4. This plot shows the squared difference between the desired elec-

tric field and the electric field resulting from the modal weighting coefficients.

The mean error at each point is 4.9∗10−29 which is within the computational

error of the computational software used. The goal pattern and the resulting

far-field pattern are shown in Figure 4.5.

For the next test, the goal function was again specified as a linear com-

bination of modes, but this time noise was added. The noise was added

separately to the real and imaginary parts of the goal pattern’s θ̂ and φ̂ com-

ponents. The noise is uniformly distributed between 1 and -1. With this goal

function, the resulting modal weighting coefficients are found in Table 4.2.

While there are some slight deviations for the modal weighting coefficients

that were input, these are easily attributed to the added noise. The resulting

error at each point on the sphere is shown in Figure 4.6. The average value

of the noise is 1.3479. The average error is also equal to the expected value

of the magnitude of the sum of two random variables uniformly distributed

between -1 and 1. The standard deviation of the error is 0.58 which is equal

to the standard deviation of a random variable that is uniformly distributed

between -1 and 1. The goal pattern is shown in Figure 4.7 and the resulting

pattern is shown in Figure 4.8.

The plate was then used with a different goal function. The goal function

was defined with Fθ and Fφ equal to one to specify an isotropic power pattern.

This pattern is not physically realizable, but the developed method solves for

59



Figure 4.5: Goal and resulting radiation pattern

Table 4.2: Resulting modal weighting coefficients when goal pattern is a
linear combination of modes plus noise

Mode Coefficients
1 0.526+1.002j
2 0.4985+0.0006j
3 0.2013+0.200j
4 -0.000301-0.0000329j
5 0.0016-0.0020j
6 0+0.0017j
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Figure 4.6: Mean-squared error between the desired electric field and the
goal at each point when the goal pattern is a linear combination of
characteristic far-fields plus random noise at each point on the radiation
sphere
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Figure 4.7: Goal radiation pattern

Figure 4.8: Resulting radiation pattern
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Table 4.3: Resulting modal weighting coefficients when goal pattern is a an
isotropic power pattern

Mode Coefficients
1 0.0000036+0.00049j
2 -0.0000038+0.00012j
3 0.0000022+0.000000097j
4 -0.000301-0.0000329j
5 -0.0000066+0.00000016j
6 -0.0000020+0.000000081

the modal weighting coefficients that minimize the amount of error.

Based on the input goal pattern the resulting modal weighting coefficients

are in Table 4.3. While the weights are small, comparatively, the fourth mode

has a larger magnitude compared to the other five modes. The average error

is 1.1731. If the error in the φ polarization is evaluated, the average error

is .1731. Therefore, the average error for the φ̂-polarized field is very small.

The resulting field in the θ direction is 0 which explains why the average

error contribution at each point from the θ direction is 1. The plot for the

error is shown in Figure 4.9. The total resulting pattern is omni-directional

and φ-polarized. Figure 4.10 depicts the resulting far field in the isotropic

case. There is a null along the z-axis which accounts for the peaks in Figure

4.9 as the points get closer to the z-axis.

The three different goal patterns for the square plate showcase the power

of this method to solve for complex modal weighting coefficients when the

characteristic far fields are also complex. When a goal pattern was con-

structed using a linear combination of modes, the method was able to almost

perfectly retrieve the modal weighting coefficients. Even with addition of

random noise, the program was able to get modal weighting coefficients that

resulted in the minimum mean-square error. When the input pattern was

impossible to achieve, modal weighting coefficients were returned that gener-

ated the pattern that was closest to the goal radiation pattern. The resulting

radiation pattern contained a null, which is expected given the geometry of

the square plate. These patterns also all arose from the same geometry, show-

ing a range of different achievable radiation patterns. While the structure is

not capable of achieving all possible goal radiation patterns, it is important

to come as close as possible.

The last verification test compares the solved modal weighting coefficients
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Figure 4.9: Error at each point using an isotropic goal pattern

Figure 4.10: Radiation pattern resulting from an isotropic goal pattern for
a square plate
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Figure 4.11: Radiation pattern resulting from a patch antenna over an
infinite ground plane

to the actual modal weighting coefficients for an excited antenna. Once the

antenna is excited, the radiation pattern and true modal weighting coeffi-

cients can be calculated. The radiation pattern for the excited structure is

used is the goal pattern for the developed method. If the method works, the

method should output similar modal weighting coefficients to those calcu-

lated from model with the excitation.

A 3 GHz patch antenna matched to 50 Ω with the far field shown in Figure

4.11 was designed to test this method. Table 4.4 shows the differing modal

weights. The modal weights given by the excitation are very close to the

ones calculated by the program. The differences could very easily be due

to computer numerical error due to the reporting accuracy of the output

goal pattern and the characteristic far-fields. The average error between the

goal pattern and the recreated pattern is 1.5997 ∗ 10−5 and the maximum is

3.8730 ∗ 10−5. This is compared to goal patterns where the maximum field

strength is 3. This patch antenna over an infinite ground plane shows that

for a typical antenna, the software can work to produce the modal weighting

coefficients corresponding to the pattern goal.

While this method works extremely well, it relies on the specification of

both power and polarization for many points on the radiation sphere. The

next section will derive a similar method for the case where only the power,

not the polarization, is specified.
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Table 4.4: Modal weighting coefficients calculated once using the excitation
and again using the developed method to minimize the mean-square error
between the goal pattern and the weighted sum of the characteristic
far-fields

Mode Excitation Minimum Error
1 0.1813ej36.88

◦
0.1813ej36.8880

◦

2 0.0002ej136.8248
◦

0.0002ej137.5103
◦

3 0.0251ej91.1762
◦

0.0252ej91.1714
◦

4 0.000000127ej89.60616
◦

0.000000734e−j9.2192
◦

5 0.000000241ej89.7139
◦

0.000000884ej157.6534
◦

4.3 Pattern Synthesis Specifying Only Power

As previously stated, it can be advantageous to specify only the power and

not both power and polarization. I will first derive the method for solving

for the modal weighting coefficients in this case and then verify this method

using a variety of tests, similar to those completed for the last section.

The error function for the power pattern is

ε =
M∑
m=1

||Amθ [α]|2 + |Amφ [α]|2 − Fm|2 (4.34)

where Aθ, Aφ, and [α] are defined as they were in the previous section. F is

the goal power. This can be rewritten as

ε =
M∑
m=1

|[α]∗TAm∗Tθ Amθ [α] + [α]∗TAm∗Tφ Amφ [α]− Fm|2. (4.35)

To simplify the notation

Bm = Am∗Tθ Amθ + Am∗Tφ Amφ . (4.36)

With the simplified notation, the error becomes

ε =
M∑
m=1

|[α]∗TBm[α]− Fm|2. (4.37)
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This can be expanded to

ε =
M∑
m=1

[[α]∗TBm[α]− Fm]∗T [[α]∗TBm[α]− Fm]. (4.38)

[α]∗TBm[α] − Fm is simply a number. The number must be real because

both [α]∗TBm[α] and Fm are magnitudes. With this in mind, the error can

simplified further to

ε =
M∑
m=1

([α]∗TBm[α])2 − 2[α]∗TBm[α]Fm − (Fm)2. (4.39)

Use

xm = [α]∗TBm[α] (4.40)

and substitute into Equation 4.39 to get

ε =

(∑
m=1

M)(xm)2 − 2xmFm − (Fm)2. (4.41)

To minimize the error, take the derivative of ε with respect to x and find

the minimum. The derivative of Equation 4.41 can be written as

dε

dx
=

M∑
m=1

2xm − 2Fm. (4.42)

By setting the derivative to 0, Equation 4.42 can be rewritten as

M∑
m=1

2xm =
M∑
m=1

Fm. (4.43)

Because the sums are identical, this reduces to solving for where

[α]∗TBm[α] = Fm. (4.44)

Equation 4.44 can be used to derive a system of equations to best iden-

tify the real and imaginary parts of the modal weighting coefficients whose

weighted sum has the far field pattern that most closely approximates the

goal power pattern. Because Equation 4.44 has to be evaluated at each
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point on the radiation sphere, this can be viewed as a set of M equations to

find 2N unknowns (real and imaginary component of each modal weighting

coefficient).

Because the goal is a power pattern with polarization left unspecified, there

may be multiple sets of modal weighting coefficients that produce identical

errors. I use a variety of estimates for the initial guess of the modal weighting

coefficients to ensure attempt to ensure the calculated solution minimizes the

error in the radiation pattern.

To better understand how to solve for the real and imaginary parts of α,

Equation 4.44 can be written out for when N = 4. Before Equation 4.44 is

written out explicitly for a specific N, it is important to note some properties

of Bm. Because of the definition of Equation 4.36, Bm must be a NxN

Hermitian matrix where the diagonal elements are real valued. When N =

4, Equation 4.44 looks like the matrix equation found in 4.46 when Bm is

represented as 
am bm cm dm

b∗m em fm gm

c∗m f ∗m hm im

d∗m g∗m i∗m jm

 (4.45)

[
α∗1 α∗2 α∗3 α∗4

]

am bm cm dm

b∗m em fm gm

c∗m f ∗m hm im

d∗m g∗m i∗m jm


[
α1 α2 α3 α4

]
= Fm. (4.46)

By multiplying out the matrices and simplifying, this can be written as

Fm =|α1|2am + 2Re(α∗1α2)Re(bm) + 2Im(α∗1α2)Im(bm) + 2Re(α∗1α3)Re(cm)

+ 2Im(α∗1α3)Im(cm) + 2Re(α∗1α4)Re(dm) + 2Im(α∗1α4)Im(dm) + |α2|2em
+ 2Re(α∗2α3)Re(fm) + 2Im(α∗2α3)Im(fm) + 2Re(α∗2α4)Re(gm)

+ 2Im(α∗2α4)Im(gm) + |α3|2hm + |α4|2jm + 2Re(α∗3α4)Re(im)

+ 2Im(α∗3α4)Im(im).

(4.47)
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The equation can be further expanded using

α1 = m+ nj, (4.48a)

α2 = o+ pj, (4.48b)

α3 = q + rj, (4.48c)

α4 = s+ tj. (4.48d)

The expanded form is written as

fm =(m2 + n2)am + 2(mo+ np)Re(bm) + 2(pm− no)Im(bm)

+ 2(mq + nr)Re(cm) + 2(mr − nq)Im(cm) + 2(ms+ nt)Re(dm)

+ 2(mt− ns)Im(dm) + (o2 + p2)em + 2(oq + pr)Re(fm)

+ 2(or − pq)Im(fm) + 2(os+ pt)Re(gm) + 2(ot− ps)Im(gm)

+ (q2 + r2)hm + 2(qs+ rt)Re(im) + 2(qt− rs)Im(im) + (s2 + t2)jm.

(4.49)

From Equation 4.49, it is very clear that the equations being used to solve

for the real and imaginary parts of the modal weighting coefficients are non-

linear. The Newtown-Raphson method for finding roots of a real-valued func-

tion can be used to find possible solutions for the modal weighting coefficients

based on the system of nonlinear equations. Newton’s method can result in

a variety of solutions, especially if the problem is not convex. Additionally,

because the goal is a power pattern and not a particular polarization, there

may be multiple sets of modal weighting coefficients that produce similar

errors. By starting from a variety of different places and comparing the error

of different solutions, it is possible to find a solution that does its best to

minimize over all possible values for modal weighting coefficient. For some

starting values the method may not converge. For this reason it is important

to start at a variety of randomly selected starting points and compare the

resulting error. The modal weighting coefficients that result in the minimum

error should be used.

To verify that this method works, similar tests will be run to those to

verify the method for the previous section.
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Table 4.5: Magnitude of the modal weighting coefficients calculated using
the excitation and calculated to find the minimum mean-square error
between the goal power pattern and the weighted sum of the modal
characteristic fields for a dipole

Mode Excitation Minimum Power Error
1 0.0964 .0963
2 2.149 ∗ 10−13 1.719 ∗ 10−11

3 0.000136 .00358

4.3.1 Dipole

The dipole will be the first geometry evaluated using the power pattern tech-

nique. A 5 cm dipole is simulated at 3 GHz and the first three characteristic

far-fields are found. The goal power pattern is chosen to be the power asso-

ciated with the theoretical far-field pattern for a dipole of a resonant length.

Using the characteristic far-fields and the goal pattern, the developed method

can be used to solve for the modal weighting coefficients. The dipole can then

be excited in the software and the resulting modal weighting coefficients can

be compared to the ones that were calculated using the characteristic far-

fields.

The magnitudes of the modal weighting coefficients can be found in Table

4.5. The magnitudes of the coefficients are seen to be very close. Because

the modal weighting coefficients have extremely similar magnitudes, the next

step is to evaluate the error between the resulting pattern and the power

pattern for a dipole. For the dipole, the average error is 5.0851 ∗ 10−8 and

the maximum error at any one point is 2.6904∗10−7. The error at each point

is plotted in Figure 4.12.

4.3.2 Patch Antenna

The patch antenna over an infinite ground plane from the previous section

was used to verify the method for the power method as well. The goal

pattern was chosen to be the power from the resulting far field of a probe-fed

patch. The modal weighting coefficients calculated using the characteristic

far-field can then be compared to those calculated using the excitation of the

patch. The resulting modal weighting coefficients are found in Table 4.6. The

magnitude of the modal weighting coefficient for each mode closely matches
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Figure 4.12: Error in power pattern at each point for the power patter of a
dipole

Table 4.6: Modal weighting coefficients calculated once using the excitation
and again using the developed method to minimize error between the goal
power pattern and the weighted sum of the characteristic far-fields

Mode Excitation Minimum Error
1 0.1813ej36.88

◦
0.1876e−j40.6278

◦

2 0.0002ej136.8248
◦

0.0115ej61.6658
◦

3 0.0251ej91.1762
◦

0.0242e−j93.0749
◦

4 0.000000127ej89.60616
◦

0.000963e−j137.367
◦

5 0.000000241ej89.7139
◦

0.00606ej142.374
◦

those given by the patch antenna. The mean of the error is 6.08 ∗ 10−5. The

error for the patch antenna is still very small even though the patch antenna

uses both polarizations unlike the dipole example.

The power at each point in the radiation sphere is compared and the

resulting error is plotted in Figure 4.13. The mean of the error is 6.08∗10−5.

This error is extremely small and thus the far-field power pattern for the

patch antenna is the same as Figure 4.11.
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Figure 4.13: Error in power pattern at each point for the power pattern of a
patch antenna over an infinite ground plane

4.3.3 Isotropic Antennas

Isotropic antennas provide an interesting test case for a power pattern. Unlike

when specifying isotropic power and polarization, isotropic power patterns

are achievable for some types of antenna geometries. Saunders uses a distri-

bution of infinitesimal turnstile antennas to show that it is possible to create

an antenna with unit power in all directions; however, the polarization will

change throughout [69]. A distribution of turnstile antennas is difficult to

model and build and not extremely practical. To combat this issue, Saun-

ders also shows that a simple array of two electrically small turnstile antennas

produces a nearly isotropic far field for practical applications.

For this reason a two-element array of turnstile antennas is chosen as the

geometry to find the modal weighting coefficients that best approximate an

isotropic radiated power antenna. Each turnstile antenna element is λ
10

at

the center frequency of 3 GHz. The turnstile antenna elements are spaced λ
2

apart. The modeled turnstile array is shown in Figure 4.14. The turnstile

array is evaluated as one combined structure, not multiple individual struc-

tures. Using these modal weighting coefficients, it is possible to solve for the

resulting far field.

The goal pattern is specified at every point with a power of 1. The first 4
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Figure 4.14: Geometry of modeled turnstile array

Table 4.7: Magnitude of the modal weighting coefficients to approximate an
isotropic radiation pattern for turnstile array

Mode Minimum Power Error
1 0.1131− 0.0519j
2 −0.0264− 0.0565
3 0.0325 + 0.0707j
4 −0.0738 + 0.0343j

modes of the turnstile array are used in finding the optimal modal weighting

coefficients. The modal coefficients are in Table 4.7. Using these modal

weighting coefficients, it is possible to solve for the resulting far-field. Figure

4.15 shows the output power at each point on the sphere in dB. The largest

null in the radiation pattern is 1.443 dB deep and the peak gain is only .7503

dB. The overall pattern has only 2.1950 dB of variation over its entirety

making the pattern very close to the isotropic power antenna desired. The

far-field pattern in dB is shown in Figure 4.16.

Another common antenna that is used to achieve isotropic power is an

electrically small array of three loops and three dipoles. Each dipole is ori-

ented along either the x, y, or z-axis and the loops are in the XY , XZ, and

Y Z planes all centered at the origin. The radius of the element is λ
10

at the
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Figure 4.15: Power in dB at each point on the radiation sphere resulting
from pattern optimization of a turnstile array

Figure 4.16: Isotropic power pattern for turnstile array
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Figure 4.17: Geometry of modeled 3-loop, 3-dipole antenna

center frequency of 3 GHz as shown in Figure 4.17.

Using the first fourteen characteristic far-fields, the developed process is

used to solve for the modal weighting coefficients leading to the smallest

difference between the radiation pattern and an isotropic power pattern. The

corresponding modal weighting coefficients can be found in Table 4.8. The

maximum field variation over the sphere is 0.0299 dB. This verification test

highlights that while the turnstile array can get close, the 3-loop, 3-dipole

configuration can produce a radiation pattern much closer to a truly isotropic

pattern.

The power at each point on the radiation sphere can be seen in Figure

4.18. The error range for this antenna is much smaller than for the turnstile

antenna modeled previously. For this antenna the largest power is 1.0035

and the smallest is at 0.9966. To better put this in perspective, the power in

dB is plotted in Figure 4.19. Figure 4.20 shows the resulting far-field.

The difference in error size when approaching an isotropic power pattern

using the turnstile array and the 3-loop, 3-dipole antenna element exemplifies

the power of characteristic modes for developing an understanding of what

is physically realizable. It shows that the turnstile array is a close approx-
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Table 4.8: Magnitude of the modal weighting coefficients to approximate an
isotropic radiation pattern

Mode Minimum Power Error
1 0.0010− 0.0024j
2 0.0253− 0.0756j
3 −0.0109− 0.0031j
4 −0.0431 + 0.1268j
5 −0.0822− 0.0283j
6 −8.433 ∗ 10−4 − 4.0175 ∗ 10−4j
7 −0.0031 + 0.0093j
8 −0.0069 + 0.0203j
9 0.0033 + 0.0096j
10 0.0156 + 0.0053j
11 −0.0088− 0.0031j
12 0.0032− 0.0098j
13 −0.0048 + 0.0142j
14 −0.0042− 0.0014j

imation to an isotropic power pattern while the 3-loop, 3-dipole antenna is

able to create a pattern that is much closer to unity gain.

The developed method calculates modal weighting coefficients that will

result in the closest physically realizable pattern to the goal pattern. The

development allows for the use of complex characteristic far-fields compared

to past methods that relied on using equiphase modal weighting coefficients.

Knowing the modal weighting coefficients shows what current distribution

must be achieved on the surface of the platform to create a desired radia-

tion pattern. Based on the required current distribution, feed positions and

matching networks can be developed that allow for the platform to radiate in

the desired fashion. The methods also allow an antenna designer to demon-

strate the best possible scenario for the pattern given the current platform.

If that pattern is insufficient for the communication system, it is possible to

redesign or reevaluate the platform to find a shape that is better suited to

radiate in the desired fashion.

The next chapter describes a novel synthesis method that uses the devel-

oped techniques from this chapter to design and install antenna elements for

multiple frequency bands onto the same platform.
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Figure 4.18: Power at each point on the radiation sphere resulting from
pattern optimization of 3 loops and 3 dipoles
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Figure 4.19: Power in dB at each point on the radiation sphere resulting
from pattern optimization of 3 loops and 3 dipoles
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Figure 4.20: Isotropic power pattern for three loops and three dipoles
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CHAPTER 5

SYNTHESIS METHOD

The methods described in the two previous chapters calculate the necessary

surface current on the structure to achieve the desired radiation pattern.

These methods can be combined to create a synthesis method for antennas

that are installed on platforms and need to have a desired radiation pattern.

The most common methodology for installing multiple antennas on platforms

seems to be to design elements, install them on the platform, and then check

the radiation pattern [3, 70]. In cases where a certain radiation pattern is

required, this method will only show the distortion of the original element

pattern by the platform and other installed antennas. This leads to sub-

optimal gains, patterns and isolation when the antennas are finally installed

together on a platform. The provided synthesis method utilizes the desired

surface currents on the platform to better understand which elements to

install, how to install them, and how to ensure one band does not interfere

with another band on the structure itself. This synthesis method describes

how to install multiple antennas on a single platform where each band has a

desired radiation pattern.

The synthesis method begins by solving for the characteristic modes on

the structure at all frequencies of interest. The designer may want to solve

for relevant modes on the structure from the low end of the lowest frequency

band to the high end of the highest frequency band to gain better insight into

how the modes track across frequency on the structure. Tracking the modes

across frequency is not necessary but it does lend insight to latter parts of the

design process if it becomes difficult to achieve the desired radiation pattern

and a match at the desired frequency. The next step is to evaluate the modal

radiation patterns for each frequency band of interest. If any of the modal

characteristic far fields achieves the desired radiation pattern, the desired

surface current for that band is equivalent to the modal surface current. If

no mode displays the characteristics of the desired radiation pattern, one
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of the methods from Chapter 4 must be used to determine the closest the

platform can get to radiating the desired radiation pattern and the surface

current on the platform required at the frequency band of interest to generate

the appropriate radiation pattern.

Once the surface currents have been calculated for the bands of interest,

the surface currents must be compared to one another. Feed points should go

in a position with higher than average current. The feed point is not required

to be the current maximum but there should be substantial current at the

frequency of interest near the feed point. The feed point should be chosen,

if possible, to be at a higher current point for that frequency that is a low

current point for all other frequencies of interest. This attempts to ensure

that the feed point position causes minimal interference on the structure. If

two feeds should be near the same place, it is possible, but the element design

can get substantially trickier to ensure the appropriate currents are excited

for each band.

In addition to just evaluating areas of high current and low current, there

are other important factors to note about the desired current structures.

For surface currents with multiple areas of high current, it is important to

evaluate the phase difference between the high current points. This phasing

must be enforced to ensure the appropriate surface current and thus the

radiation pattern is achieved. When phasing points on the structure together,

it is important to note if other surface currents will be significantly disrupted

by any connection. For example if another has high current at some of the

points but not all, it is important to ensure the additional structure meets

the phasing needs for all frequency bands of interest. If this is not taken into

account, one could tie two points on the structure together using the element

and disrupt operation on the antenna for the other bands of interest.

With the ideas from the previous two paragraphs, the designer then chooses

feed points in areas of high current for the desired surface current. These feed

points will be the basis of the next step that will start the element design and

come close to achieving the desired radiation patterns when all the elements

are installed together on the platform.

Once the surface currents have been evaluated for the high points, the

next step is to start with the low frequency band and the platform. It

is important to start from the lower frequency and work up because the

lower frequency bands often require more added elements to be appropriately
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matched. The additional metal is more likely to cause issues with the higher

bands. The lower band is also less susceptible to the smaller changes from

higher frequencies. For this reason the lower band elements are designed first

and then the higher bands are added. Starting from the desired high current

point identified earlier, the element should remain close to the surface of the

platform and along the direction of current flow from that point. Shorts can

be added back to the structure at various distances to create other current

high points and provide for matching, especially when the platform is fairly

small compared to a wavelength. This is much like the process for designing

antenna elements for the examples in Chapter 3.

Once the lowest band antenna has been designed and is functioning prop-

erly, the next step is to evaluate and design the antennas for the second

lowest frequency using the same techniques. Once this element has been

designed, check and ensure the radiation pattern from the low band is still

functioning properly. As long as the high current points for the lowest fre-

quency band do not significantly overlap with high current points for the

next highest frequency band, there should be little impact to the lowest fre-

quency band’s radiation pattern. If the lowest frequency band’s pattern is

not as expected, the current can be evaluated on the structure at the lowest

frequency band to see if it has deviated significantly from the magnitude and

phase of the desired platform current. If the pattern/current have diverged

from the desired patterns, the designer should redesign the antenna element

for the lowest band until the platform surface current looks sufficiently like

the goal current and the radiation pattern resembles the desired radiation

pattern.

The method then has an antenna designer continue working methodically

higher in frequency. After designing and adding an element for a new fre-

quency, all the lower frequencies bands should be checked to ensure they are

still tuned and radiating appropriately. The designer can make small adjust-

ments to the elements here to account for any small differences in coupling

that may lead to the elements tuning out of band or small shifts in radia-

tion pattern nulls. This will also give insight into slight adjustments that

may need to be made in the implementation of the structure due to slight

differences between simulation and the fabricated antenna. By moving up

the frequencies methodically and checking the lower frequencies after each

new installation, the designer will know exactly which elements have the
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strongest coupling and gain an understanding of how to tune the antennas

properly keeping the radiation pattern in mind. Once the highest frequency

element has been installed and all the lower band elements checked to ensure

they are still tuned appropriately, the antenna system can be fabricated and

the radiation patterns for each band will be close to the designed radiation

patterns.

This synthesis method gives a systematic way to install antennas on a

platform to ensure that they are phased appropriately and utilize the entire

platform as part of their radiating structure. This can lead to greater gains

and ensures that the radiation patterns are designed appropriately instead of

just installing antennas together on a platform and hoping that the platform

distortion to the pattern is minimal.

To show how this would be implemented in practice, multiple antennas

will be installed on a CubeSat chassis. For a CubeSat, the antennas must

take up minimal physical volume in order to preserve the remaining space for

instrumentation. The CubeSat also has additional limitations because noth-

ing can exceed the dimensions of the launch vehicle on launch. The antennas

cannot exceed the outer dimensions. With these antennas one also does not

want to traverse the center because most of the center of the antennas will be

filled with electronics. If significant portions of the elements are in the center

of the CubeSat, the electronics will be in the near field of the elements. If the

resulting radiation pattern is dependent on the propagation from the internal

elements, this will most certainly be disrupted by the additional electronics.

By constraining the elements to the outside of the antenna, the impact of

additional electronics can be limited. Current CubeSat antennas often rely

on small crossed dipoles that pop out after launch to be able to communicate

with the CubeSat once it has reached orbit [71].

CubeSat antennas have been the subject of many different research projects.

Many often use stacked patches and other planar antenna design to avoid

having to deploy the antenna while also achieving optimal gain [72, 73]. The

authors utilize stacked patches in lieu of the deployable solutions to have

more gain towards earth for communication. This, however, is not always a

valid strategy if the CubeSat is taking scientific measurements towards Earth.

Many of these developments require a camera or sensors on the side of the

CubeSat facing towards the Earth’s surface. The patch antenna designed in

the article must be on the Earth-facing side in order to point the maximum
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antenna gain toward the ground station. If the instrumentation has be to

on the face pointing towards Earth, the patch antenna cannot be located on

that face. If the patch was placed on a different face, the radiation pattern

would be significantly weaker towards Earth and the CubeSat would lose the

benefit of the directional gain that the patch antenna provides. The goal of

this example is to show the strength of the developed synthesis method for

the very challenging CubeSat application.

5.1 CubeSat Example

The 3U CubeSat is a very common size for current CubeSat deployments.

While some CubeSats are moving to 6U, 12U, and larger builds, the 3U

CubeSat allows for some scientific instrumentation along with the necessary

subsystems for flight. Because 3U CubeSats are common, it is less difficult

to find space on a launch versus some of the larger CubeSat’s currently being

built and developed. The 3U CubeSat has a very specific profile for the size,

and must have certain features so that it can be properly launched from the

standard launch vehicles [74]. The basis for this example will be using the

required pieces of the 3U CubeSat frame. Figure 5.1 shows the simulated

version of the 3U CubeSat to validate this synthesis method.

The 3U CubeSat dimensions are approximately 100 mm x 100 mm x 340.5

mm. The radius of the circular cutout is 12.5 mm and the rectangular cutout

is 66 mm x 20 mm. The cutouts are to accommodate instrumentation and

other equipment. For this particular CubeSat, there are three communication

channels that require antennas installed on the structure. When the CubeSat

is in orbit, the CubeSat will measure data from Earth’s ionosphere through

instrumentation looking through the circular cutout. For this reason, the

circular cutout must be facing Earth at all times. There are three important

communication paths for this CubeSat. The details about the frequencies,

usage, and desired radiation patterns are listed below.

1. Data Reporting- The scenario for this CubeSat includes collecting sci-

entific data and then relaying that information back to a ground station. 400

MHz will be used to send data from the CubeSat to the ground station. The

goal for this frequency is to provide a radiation pattern that gets as much

power toward Earth as possible. The goal pattern for this frequency has a
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Figure 5.1: Simulated 3U CubeSat structure

linear polarization to align with the station and directs power towards the

ground station.

2. Command and Control- The CubeSat also requires an additional chan-

nel for command and control separate from the data reporting. This will

allow the ground station to communicate with the CubeSat and possible do

upgrades or correct any errors after the satellite has launched. This link will

utilize the 435 MHz amateur radio band. Much like the previous frequency,

this antenna must have a radiation pattern that directs as much power as

possible towards Earth. The polarization is more flexible but the power

pattern must direct power toward earth.

3. Inter-CubeSat communication - This CubeSat will work as part of a

network of other CubeSats in order to collect as much data as possible in

conjunction with one another. The CubeSats can send data to one another.

This channel also allows for secondary access to a particular CubeSat if the

command/control link or the data reporting link go down. This networking

will occur at 915 MHz. Because there is no clear idea of where the other

CubeSats may be located in space, the target pattern is an omnidirectional

pattern in the x-y plane. The CubeSat should be able to effectively commu-
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nicate in any direction around the azimuth. The gain will be less towards

Earth and directly away from Earth as the CubeSat is oriented in orbit.

Previous research often uses patch antennas facing towards Earth. Because

of the instrumentation in this scenario and the lower frequencies being used,

the traditional patch antenna facing Earth is not a possible solution for this

implementation. There must be a different possibility that can convey the

information to the ground station without having an antenna directly on

the bottom face. There are additional limitations on the installed antennas.

First, the outside of the CubeSat must typically be covered in solar panels

to operate all of the inner electronics. For this reason, the side panels cannot

be taken up by antennas to ensure that the CubeSat receives maximum solar

power to keep it running. In addition, the antennas cannot intrude on, or

rely on radiation through, the center of the chassis. Typically electronics

fill the center cavity. For this reason the antennas must also occupy little

volume in the interior of the CubeSat.

The first step in the process is to complete a characteristic mode analysis

on the CubeSat structure to see how many modes are on the structure and

how the different modes radiate at the frequencies of interest. Figures 5.2

and 5.3 show the eigenvalues and modal significance values respectively for

the 3U CubeSat structure.

Modes with a modal significance below 0.1 are difficult to excite and they

do not radiate well enough to couple into the mode effectively as was stated

in previous chapters. For this design example, at each of the three frequencies

there are a number of modes with modal significance above 0.1. Based on

the synthesis method described, the 400 MHz band will be analyzed first.

At 400 MHz, the desire is to build an antenna that whose radiation pattern

provides linearly polarized power towards the Earth. There are three modes

that have modal significance above 0.1. These three modes have eigenval-

ues of 0.095, 0.2437, and 0.6725. Figure 5.4 shows the far fields associated

with each mode. Based on the far fields pictured, none have a pattern that

strongly points towards the ground. Mode 2 even has a large null directly

towards Earth in its radiation pattern. Because none of the modal far fields

correspond to the desired far field, the next step is to calculate what the

best achievable far field would be and the surface current required to achieve

that surface current. The reason there is no −z directed far field is because

overall there is little current on the bottom of the structure. The reason for
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Figure 5.2: Eigenvalue plot for the simulated structure
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Figure 5.3: Modal significance plot for the simulated structure
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(a) Mode 1
 

(b) Mode 2

 

(c) Mode 3

Figure 5.4: Modal far fields for 3U CubeSat at 400 MHz

this is that the bottom plate is small compared to a wavelength. Even if the

current is circulating around the edge, the plate is still too small to support

the necessary current at 400 MHz. The first method utilizing power and

polarization from Chapter 4 will be used to find the best possible achiev-

able pattern as well as solve for the surface current corresponding to that

radiation pattern.

The goal pattern at 400 MHz will be the pattern of a patch antenna if

it had been facing directly toward Earth. Because the main concern is the

power towards Earth and not the power in the remainder of the sphere, only

points at or below where θ is 110 degrees will be included in the optimization.
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The resulting output from solving for the closest pattern to the goal pattern

that is achievable given the structure gives the modal weighting coefficient

values of 0.0710 - j0.0369, 0.0356-j0.0048, and 0.0751-j0.0396 respectively.

The far field is shown in Figure 5.5 and the corresponding surface current is

shown in Figure 5.6. In the figure for the surface current, areas with high

current have larger orange arrows. Areas with lower current are marked by

short blue arrows. As the color gets closer to red and the arrows get longer,

the surface current gets higher. The highest current point is on the lower

plate on the edge of the rectangular cutout. Most of the current is on the

bottom plate and circulating around the edge. There is a secondary current

hot spot near rectangular cutout on the top of the CubeSat. This spot of high

current has lower magnitude than the one on the bottom. The resulting far

field does not resemble the patch pattern; however, it is the best achievable

pattern given the modes on structure.

Now that the optimized pattern and goal surface current are known for

the first band, the goal is to produce the same results for each of the higher

bands. For 435 MHz, the goal radiation pattern points as much power as

possible toward Earth. The characteristic mode analysis performed earlier

at this frequency shows 5 modes with modal significance above 0.1. The

eigenvalues are 0.330, 2.134, 2.495, 9.117, and 9.171. These five modes all

correspond to modal far fields shown in Figure 5.7.

Examining the modal far fields at 435 MHz, none of these far fields come

close to having a majority of their power pointing towards Earth. While some

of these patterns have power toward Earth, none are particularly strong. For

command and control, the goal is to ensure the CubeSat receives instruc-

tions from the ground station. The goal with the antenna on the CubeSat

is to accept as much power as possible from Earth directions regardless of

the polarization. Because the goal in the optimization is power, the method

from the second half of Chapter 4 will be used to find the modal weighting

coefficients and the surface current that correspond to the pattern that most

closely approximates the goal pattern. For this optimization, the pattern is

optimized over the bottom hemisphere and the goal pattern has a large gain

toward Earth. Instead of using both power and polarization, this will use

only power to ensure as much of the pattern as possible is directed towards

the Earth. This will hopefully ensure the greatest chance of the CubeSat

receiving the command and control signals. Unlike at 400 MHz, where the
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Figure 5.5: Optimized far field at 400 MHz
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Figure 5.6: Surface current corresponding to optimized far field
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(a) Mode 1
 

(b) Mode 2

 

(c) Mode 3
 

(d) Mode 4

 

(e) Mode 5

Figure 5.7: Modal far fields for 3U CubeSat at 435 MHz
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technique could specify circular versus linear polarization, the technique here

will only specify the overall power and not the orientation. Traditionally

satellite based communication systems use circular polarization to combat

the Faraday effect [75]. Linearly polarized antennas will rotate their polar-

ization vector as the signal travels through the atmosphere. To collect the

signal at all times, the receiver should be circularly polarized to ensure re-

ception at all times. This unfortunately will lead to a 3 dB loss at all times.

Ice crystals and rain can also depolarize the signal as it travels through the

atmosphere [75]. The system designer must make a decision about whether

the increased gain compensates for the depolarization effects and the polar-

ization mismatch loss of 3 dB.

The resulting modal weighting coefficients for the first five modes are

0.0089+j0.0099, -0.0221+j0.2954, 0.3449+j0.0558, 0.0675-j0.5198, and -0.4930-

j0.0794. The main point is that the first mode is not a desirable contributor

for this antenna. All the other modes have approximately the same magni-

tude. Based on the goal function over the lower hemisphere, Figure 5.8 shows

the resulting far field from the optimization. Unlike the far field for 400 MHz,

the total radiation pattern is close to omnidirectional. The far field is also

very different from the goal radiation pattern over the lower hemisphere. The

power of the synthesis method shows the best that is achievable using the

structure so that extra effort is not spent trying to create a pattern that the

structure will not support. Figure 5.9 shows the surface current resulting

from this method.

For the higher 435 MHz band, the current on the −ŷ side of the top plate

has the highest current. The bottom plate also has high current at the corner

in the -x,-y quadrant. There are more high current spots spread along the

bottom plate and the top plate compared to the lower frequency. For both

400 MHz and 435 MHz most of the current is confined to the rectangular

plates and only low current is found on the poles connecting the two plates.

There is one more frequency and goal pattern to consider. At 915 MHz,

the structure should radiate in an omnidirectional pattern in the x-y plane.

Going back to the previous characteristic mode analysis, 13 modes have a

modal significance above 0.1 at 915 MHz on the structure. 915 MHz has

many modes because the structure is starting to get large compared to a

wavelength. For 400 MHz and 435 MHz, the distance from the center of the

structure and the farthest point is between 0.235λ and 0.26λ limiting the
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Figure 5.8: Optimized far field at 435 MHz
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Figure 5.9: Surface current corresponding to optimized far field
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number of modes that are relevant to this analysis. At 915 MHz, the first

two modes are close to resonant and the remaining modes above 0.1 are also

below 0.5. This hints that it may be simpler to excite the first or second

modes versus the remaining modes on the structure. The eigenvalues for the

first six modes are 0.1433, 0.1546, -1.8318, -1.8640, 1.882, and 1.997. The

magnitude continues to increase as the modal index goes up.

Figure 5.10 shows the modal far fields associated with the first six modes on

the structure. Beyond the first two modes, the other modal far fields pictured

have many nulls in a variety of places. The large number of nulls persists

as the mode number increases. For that reason the rest of the significant

modes are not included in this discussion. The far field corresponding to the

second mode is omnidirectional in the x-y plane corresponding to the goal

pattern. Because the goal pattern is the second modal far field, the goal

surface current is the surface current associated with the second mode. If

the goal was to use only one feed, the method from Chapter 3 could be used

to find the desired feed position. Figure 5.11 shows where the feed would go

if one were only going to use one feed. Each mesh element that is part of the

feed area is outlined in red.

The surface current associated with the second mode is shown in Figure

5.12. The surface current is strong at the center of each of the posts. All the

current on the posts are in phase with each other to facilitate the generation

of an omnidirectional pattern. From a single feed, it would have to create

strong current at the center of each post and create equal in phase excitations

on each post. 400 MHz and 435 MHz mainly utilize the rectangular plates

while 915 MHz surface current mainly utilizes the posts.

Viewing the surface currents for each frequency leads to the design possi-

bilities for the antenna elements. When the feed is placed on the structure,

strong currents will be generated near the feed input. For that reason, the

antennas should be fed at the frequency of interest near where the current is

maximized. For 400 MHz, the largest current is on the bottom rectangular

plate near the corners of the rectangular cutout. For this reason the feed will

be placed at the corner of the cutout that is also below the cutout on the top

rectangular plate, corresponding to the cutout with its position correspond-

ing to positive values for x and y. The guiding principle for the design of

each element is to have the element run parallel to the high current path on

the structure. The current at 400 MHz seems to circulate around the bottom
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Figure 5.10: Modal far fields for 3U CubeSat at 915 MHz
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Figure 5.11: Feed Area for 915 MHz band

Figure 5.12: Desired surface current for 915 MHz band
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Figure 5.13: Element for 400 MHz band

rectangular plate. The element is designed to create circulating current. The

element for 400 MHz goes from the feed and wraps around each side of the

structure. The design of the element at 400 MHz installed on the structure

is shown in Figure 5.13. The element is added to the CubeSat structure and

simulated using FEKO R©.

The 400 MHz element creates the appropriate surface current and gener-

ates the far field pattern shown in Figure 5.14. The far field has nulls in

the same places as the desired goal pattern and has the same polarization.

Additionally the design ensures the VSWR at 400 MHz is below 2. With the

VSWR being below 2, the design is well-matched to a 50 Ω load. The gain

is relatively still low in the desired direction; however, it is consistent with

the optimized pattern. If one could put an antenna outside of the platform,

the gain in the desired direction would be better. Much of the gain is lost

because of the constraint for the CubeSat that the elements must be inside

of the platform.

Now that the lowest band is complete, the next step is to look at the 435

MHz band. For the middle band, there is strong current on both the top and

bottom rectangular plates. For this it is important to develop an excitation

that will excite surface current on both the top and bottom plates without

significantly disturbing the currents required for the low or high frequency

bands. Because the high band has symmetry about the posts near the center
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Figure 5.14: Total simulated far field for 400 MHz band
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Figure 5.15: Simulated VSWR for 400 MHz band
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Figure 5.16: Element for 435 MHz band

of the structure, it is important to preserve the symmetry in the posts. The

designer does not want to add any additional posts or connections between

the top and bottom to ensure that it is possible to achieve the required surface

current for the 915 MHz band. The far field for 435 MHz is approximately

omnidirectional so the element should make it possible to create that current.

The element also needs to radiate and excite the bottom rectangular plate.

Figure 5.16 shows the designed element for 435 MHz. The part of the element

underneath the cutout in the top rectangular plate radiates and excites the

bottom plate. The element is very narrowband but is matched at 435 MHz

as seen in Figure 5.18. The resulting far field is shown in Figure 5.17.

After designing and installing the 435 MHz element, the next step is to

check the 400 MHz element. Because the elements are physically separated

and most of the high current areas for one element are in the areas of low

current for the other element, there are no large effects to the 400 MHz

band from the addition of the 435 MHz band. Because there is little impact

it is possible to continue and design the element for the 915 MHz antenna

element.

As stated previously, each post has a maximum at the center and they

are in phase with one another. These current maximums that are in phase

create an overall omnidirectional pattern. While it is possible to create this

pattern from one feed, it is much simpler to use four feeds. If there is only
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Figure 5.17: Total simulated far field for 435 MHz band
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Figure 5.18: Simulated VSWR for 435 MHz band
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Figure 5.19: One element for 915 MHz band

one input to the electronics, a splitter or combiner can be used to achieve

the same impact. An inverted-f antenna (IFA) is used on each post to excite

one quadrant. Because the antennas are in phase, the element patterns

installed on the platform should add up constructively to create the desired

omnidirectional pattern. Figure 5.19 shows one IFA element designed for

this antenna. Together the four IFAs combine their far fields to produce

the far field shown in Figure 5.20. This far field is close to identical to the

goal far field from the characteristic mode analysis. The IFAs are fed at the

high current point on the structure with identical excitations. Each IFA is

matched to 50 Ω as shown in Figure 5.21.

Because the high current for the 915 MHz band is near the center of the

posts compared to the other bands which have their high current spots on

the rectangular plates, the lower bands should remain largely unchanged.

Looking at the lower bands, this is true and thus the antenna has been

successfully designed for all three bands and performs with the desired far

field patterns. The surface current for each frequency of interest are shown

in Figure 5.22. The surface currents are close to the ones determined to be

optimal and the matching far field patterns confirm that. The final designed

antenna is shown in Figure 5.23 and the built implementation is shown in

Figure 5.24.

The built antenna was tested and at each band the VSWR was within
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Figure 5.20: Total simulated far field for 915 MHz band
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Figure 5.21: Simulated VSWR for 915 MHz band
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(a) 400 MHz (b) 435 MHz

(c) 915 MHz

Figure 5.22: Surface current for the CubeSat at each frequency

Figure 5.23: Final simulated antenna with all antenna elements installed
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Figure 5.24: Antenna built to ensure simulation accuracy

2:1 for the bands of interest. While testing the pattern for one band and

input, all other inputs were terminated with a 50 Ω load. For each antenna

two pattern cuts were taken using both horizontal and vertical polarizations.

Because there was no combiner available at the frequency of interest, all the

IFAs for the 915 MHz band were measured separately and compared to the

results for each element. The results largely match excepting angles near the

cable.

For the 400 MHz antenna, the goal pattern attempted to guarantee that as

much power reached the ground station as possible. Figure 5.25 examines the

gain at φ equal to zero as θ changes. From 0 to 180 degrees the measurements

match simulation within 3 dB and follow the same shape. Much of the gain

difference can be that the simulation is done using PEC instead of copper

with an actual thickness. Along the negative θ portion of the pattern there

is slightly more deviation from the pattern. This is due to the direction of

the cable during the measurement negatively affecting the radiation pattern.

Figure 5.26 shows the comparison between the patterns as the CubeSat is

rotated in φ at the x-y plane. The cross-polarization is lower than the co-

polarization just like in simulation. Although difficult to see from this picture,

the simulation and measurements have nulls in the same place for the Eφ

measurements. The nulls for the simulation are much deeper than those from
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Figure 5.25: Gain comparison at different θ values at 400 MHz

the measurement. This could be due to cable radiation in some portions and

the fact that the chamber cannot reliably measure below a certain threshold.

The 435 MHz element is measured in a similar fashion. Figure 5.27 shows

the gain comparison between measurement and simulation when looking at

various values of θ at φ equal to zero. The Eθ simulation and measurement

track pretty closely together. The Eφ measurements are slightly stronger

than predicted near θ equal zero. This is due to the connector placement

forcing the cable direction. The cable is coming off the CubeSat directly at θ

equal to zero creating a slight increase in gain in that direction. Figure 5.28

compares the gain between simulation and measurement in the x-y plane.

These two measurements match almost exactly what was predicted by the

simulation. The measured null is slightly deeper than it was predicted to be

in Eφ but the measurements are extremely close to the simulated far field

patterns.

The last measurement to validate is for the pattern at 915 MHz. Unfortu-

nately there was no combiner to test the pattern of all four antennas working

simultaneously. Each IFA was tested individually and compared to the simu-

lated individual pattern. The pattern for each IFA in the x-y plane is shown

in Figure 5.29.

With each individual measurement matching so closely, the combined pat-
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Figure 5.26: Gain comparison at different φ values at 400 MHz
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Figure 5.27: Gain comparison at different θ values at 435 MHz
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Figure 5.28: Gain comparison at different φ values at 435 MHz

terns should also closely match the simulated combined pattern. The pat-

tern for IFA B is off slightly more than the other IFAs but this is due to the

placement of the cable. For IFA A the cable is directed toward φ equal to -35

degrees. There are slight deviations in signal near the -35 degree point from

the angle of the cable. IFA B when measured had a cable placement around

60 degrees. The additional null in that direction for IFA B is due to the cable

blockage. IFA C’s cable is placed near the 150 degree mark, causing a slight

shift in the null. Because the simulation calls for a null near 150◦ regardless,

the cable radiation has little impact on the gain of the pattern in that direc-

tion. IFA D’s cabling was in the -125◦ direction. For that reason there is a

slight null near -125◦ but the null that should be at -105◦ is less pronounced

than expected. The cable radiation has some slight impacts on the pattern

but overall the patterns do closely correspond to what is expected at these

frequencies.

These antennas were measured using a 50 Ω system and the ports not

being measured were terminated with 50 Ω loads. The antenna performance

with different load conditions was not tested and is part of the future work.

The port to port isolation was also not measured for these antennas.

The measurement results verify the synthesis method for installing mul-

tiple antennas on a single platform when the goal is to create particular
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(b) Gain comparison for IFA B
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(c) Gain comparison for IFA C
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(d) Gain comparison for IFA D

Figure 5.29: Individual radiation pattern for each IFA
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radiation patterns. The method finds the radiation pattern closest to the

goal pattern that is achievable based on the platform for installation. From

the goal pattern, the corresponding surface current can be calculated. Using

the surface current, elements can be designed and installed on the structure

starting at the lowest frequency and working toward the higher frequencies of

interest. Most previous methods rely on installing pre-designed elements on

a platform and attempting to mitigate the impact of mutual coupling. This

method starts by evaluating the radiation of the platform and using that to

design isolated elements that have the desired radiation pattern when they

are installed on the structure of interest. The CubeSat example provided

demonstrates how the method works in practice and verifies that the simu-

lated antenna’s performance.

There are some clear deficiencies to the model of the CubeSat platform.

The platform does not have any of the additional electronics or instrumen-

tation that would be required to make the CubeSat able to fly. The next

chapter examines the impact of changing the platform to models that more

accurately depict the true CubeSat platform implementation. The goal is to

investigate the role of platform model fidelity in using this synthesis method.
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CHAPTER 6

PLATFORM MODEL FIDELITY

The previous chapter detailed a novel synthesis method for designing multi-

ple antennas for installation on a platform when the desire is to create a set

of specific radiation patterns. The method used a characteristic mode anal-

ysis on the platform to assist in determining ideal antenna element designs

and locations. The model used for the platform in the example was overly

simplistic to make it easier to model and find solutions. The goal of this

chapter is to research the impact of increasing model fidelity on the modal

far fields and discuss how that impacts the resulting designs and radiation

patterns.

In the previous section the example used a CubeSat chassis to verify the

synthesis method. The modeled platform, shown in Figure 5.1, is highly

simplistic. The inside of the platform is empty and does not account for

electronics or instrumentation that would be necessary to make the CubeSat

function. While the antenna element designs attempted to stay within the

confines of CubeSat regulations, the example did not take into account the

additional panels/electronics that would likely be contained inside the Cube-

Sat. In this section, two different approximations to the CubeSat platform

will be identified. A characteristic mode analysis will be performed on both

structures. The modal far fields will be compared to gain insight into how

the mode structure changes as the platform is altered and the impact on the

results when one has a platform that varies from the exact modeling scenario.

The first comparison platform for this chapter will use a PEC box to

approximate the additional electronics inside the CubeSat. Figure 6.1 shows

the platform modeled for this analysis. The CubeSat frame has the same

size and dimensions as in the previous chapter. The only difference is the

large box added to the inside of the chassis. The box is not connected in any

way to the original chassis. This platform will be referred to as the ‘CubeSat

with box.’
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Figure 6.1: CubeSat with PEC box approximation for internal electronics

The second platform for comparison assumes that the internal electronics

are mainly on printed circuit cards that can be approximated by sheets of

perfect electric conductor. The cards are spaced at random heights and

spacings throughout the CubeSat platform. Much like the first comparison

platform, the goal is to capture the impact of adding electronics or other

materials inside the platform. This platform is shown in figure 6.2 and it

will be referred to as the ‘CubeSat with slats.’ The slats, like the box, are

not connected to the original chassis at any point. For reference, Figure 6.3

shows the original CubeSat with no box or slats.

Much like in the previous chapters, the first step is to solve for the char-

acteristic modes on both platforms at the three frequencies of interest and

compare the eigenvalues and the modal far fields. The CubeSat with box

platform has three eigenvalues that correspond to a modal significance above

0.1. The three eigenvalues are 0.058, 0.329, and 1.502. These are compara-

ble in scale and number to the platform on its own. Figure 6.4 shows the

modal far fields associated with the first three modes on the CubeSat with

box platform.

The CubeSat with slats platform is analyzed in a similar manner. Similar

to the other two platforms, this platform also has three eigenvalues that

correspond to a modal significance greater than 0.1. The eigenvalues for the

CubeSat with slats platform are 0.245, -8.492, and -8.505. These eigenvalues

have a higher magnitude compared to the eigenvalues for both the original
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Figure 6.2: CubeSat with PEC cards approximation for internal electronics
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Figure 6.3: Original simulated 3U CubeSat structure
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(a) Mode 1 (b) Mode 2

(c) Mode 3

Figure 6.4: Modal far fields for 3U CubeSat with PEC box at 400 MHz
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(a) Mode 1 (b) Mode 2

(c) Mode 3

Figure 6.5: Modal far fields for 3U CubeSat with slats at 400 MHz

CubeSat platform and the CubeSat with the PEC box. This shows that the

modes on the platform are starting to change and deviate from the original

design even without looking further into the modal far fields. Figure 6.5

shows the modal far fields for the first three modes on the CubeSat with

slats. Figure 6.6 shows the modal far fields for the original CubeSat at 400

MHz.

While it is possible to compare the modal far fields linearly, there must be a

way to quantitatively compare the modal far fields of the different platform

structures. For the characteristic mode simulations, the modal far field is

calculated for distinct points on the infinite sphere. If the simulations are

chosen such that they all have the same location and number of points,
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(a) Mode 1
 

(b) Mode 2

 

(c) Mode 3

Figure 6.6: Modal far fields for 3U CubeSat at 400 MHz
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Table 6.1: Comparing modal far fields between the empty CubeSat and the
CubeSat with box at 400 MHz

CubeSat with Box
Mode 1 Mode 2 Mode 3

Empty CubeSat
Mode 1 248.97 2.23 323.79
Mode 2 2.12 245.72 243.48
Mode 3 249.99 324.36 1.96

it should be possible to quantify the difference in the total far field between

different structures. The difference between modal far fields will be calculated

as

Em
j (i)− En

k (i) (6.1)

where Em
j (i) is the modal electric field for the jth structure and the mth

mode at the ith point. The metric, ψ to compare the difference will then be

to use the sum over identical point spheres of the square of the difference as

shown in Equation 6.2.

ψ =
∑
i

(|Em
j (i)| − |En

k (i)|)2 (6.2)

To better compare the simulations, the maximum power at any point on

a modal far field is normalized to one and then the differences are calculated

between all pairs of relevant modes for each of the three structures. Each

simulation uses the same sphere with 2701 points. The points are spaced by

5 degrees in both θ and φ. Two modal far fields are considered the same

if they have an average difference of less than 10% of the maximum power.

Because this simulation has 2701 points and each pattern has a maximum at

any given point of 1, the modal far fields are similar when ψ is less than or

equal to 27.01. Once ψ is above 27.01, the modes are no longer considered

similar. Tables 6.1, 6.2, and 6.3 show ψ for all the different combinations of

structures and modes. The modal far fields that are similar are highlighted

in yellow.

As the platform model deviates further from the original model, it seems

that fewer modes correlate with the original modes. When comparing the

empty CubeSat to the CubeSat with the box, each of the first three modal

far fields is still present they are just in a slightly different order. When the
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Table 6.2: Comparing modal far fields between the empty CubeSat and the
CubeSat with slats at 400 MHz

CubeSat with Slats
Mode 1 Mode 2 Mode 3

Empty CubeSat
Mode 1 245.69 937.41 700.03
Mode 2 1.63 689.92 694.41
Mode 3 246.05 702.14 941.73

Table 6.3: Comparing modal far fields between the CubeSat with slats and
the CubeSat with box at 400 MHz

CubeSat with Slats
Mode 1 Mode 2 Mode 3

CubeSat with Box
Mode 1 0.07 699.04 699.54
Mode 2 258.43 979.75 736.52
Mode 3 252.18 773.01 1011.72

empty CubeSat is compared to the CubeSat with slats, the first mode for

the CubeSat with slats matches the empty CubeSat but they have no other

modes in common. As the model complexity increases, the modes based on

the larger features remain while many of the higher order modes begin to

change.

The analysis is then performed on the same structures at 435 MHz. The

original structure had five eigenvalues with a corresponding modal signifi-

cance above 0.1. The CubeSat with a box also has five appropriate eigen-

values. The eigenvalues are 0.18, 6.02, 7.01, 8.36, and 8.43. This compares

to the original structure with values of 0.33, 2.13, 2.50, 9.12, and 9.17. The

CubeSat with the slats has eigenvalues of 0.33, -6.51, -6.52, 9.34, and 9.35.

All the CubeSat structures have the same number of viable modes but the

values vary. The CubeSat with slats has some negative eigenvalues showing

that it stores its energy differently than the other structures. Similar to at

400 MHz, the modal far fields are compared. Figures 6.7 and 6.8 show the

first five modal far fields.

Examining the modal far fields and comparing them to Figure 6.9, it seems

as if the CubeSat with the box matches the modal far fields of the original

quite closely. The CubeSat with slats do not seem to have the same modal

far fields for modes 2 and 3, consistent with the difference in the eigenvalues

for modes 2 and 3. ψ can be used to see if these results hold quantitatively.
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5

Figure 6.7: Modal far fields for 3U CubeSat with box at 435 MHz
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5

Figure 6.8: Modal far fields for 3U CubeSat with slats at 435 MHz
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(a) Mode 1
 

(b) Mode 2

 

(c) Mode 3
 

(d) Mode 4

 

(e) Mode 5

Figure 6.9: Modal far fields for 3U CubeSat at 435 MHz
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Table 6.4: Comparing modal far fields between the empty CubeSat and the
CubeSat with box at 435 MHz

CubeSat with Box
Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Empty CubeSat

Mode 1 0.06 285.10 279.09 243.59 246.46
Mode 2 296.46 0.27 330.45 163.31 476.21
Mode 3 297.92 332.98 1.115 469.60 173.86
Mode 4 239.38 145.21 433.69 0.53 280.12
Mode 5 240.74 451.32 138.20 281.19 0.65

Table 6.5: Comparing modal far fields between the empty CubeSat and the
CubeSat with slats at 435 MHz

CubeSat with Slats
Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Empty CubeSat

Mode 1 0.003 440.76 443.21 230.16 230.24
Mode 2 291.45 557.61 815.51 140.16 441.99
Mode 3 292.91 815.05 563.49 442.16 141.81
Mode 4 239.01 126.67 365.97 1.36 278.81
Mode 5 240.40 360.70 124.05 278.81 1.54

Using ψ, the first five modes of the empty CubeSat and the CubeSat with

box do correspond to one another. The CubeSat with slats has modal far

fields that correspond to those on the other two platforms for modes 1, 4, and

5. The values for ψ are shown in Tables 6.4, 6.5, and 6.6 with the correlated

modal far fields highlighted in yellow as before.

Much like before, the more changes from the original structure, the less the

modes start to resemble each other. The original first mode from the empty

Table 6.6: Comparing modal far fields between the CubeSat with box and
the CubeSat with slats at 435 MHz

CubeSat with Slats
Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

CubeSat with Box

Mode 1 0.05 437.05 439.55 230.99 231.14
Mode 2 285.36 538.49 794.47 130.75 429.65
Mode 3 279.46 769.16 520.84 416.05 120.93
Mode 4 243.82 119.55 362.29 1.18 281.85
Mode 5 246.73 351.83 112.67 280.92 1.91
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CubeSat is present in all three structures. The fourth and fifth modes are

also present. The second and third modes are present in the CubeSat with

the box but not the CubeSat with the slats. The changes in the platform are

affecting some of the modes but not all of them. This is largely dependent

upon how the mode radiates. The results are consistent with what can be

observed by the differences in far field; however, it is not always practical to

look at every modal far field.

The best example of where ψ can be used in lieu of visual comparison is

at 915 MHz. For 915 MHz the original structure had 13 eigenvalues corre-

sponding to a modal significance above 0.1. The CubeSat with box and the

CubeSat with slats have 17 and 16 modes with small enough magnitudes to

be considered, respectively. There are too many different combinations to do

a visual comparison. The larger the number of eigenvalues, the more impor-

tant it is to be able to compare the modal far fields without having to just use

visual observation. At 915 MHz, the structures now have different numbers

of important modes. This means that some modal far fields either will not

correspond to others or should not be included in the synthesis method. This

structure at 915 MHz shows the importance of using ψ to compare modal

far fields.

To try and get some idea of the modal far fields, the first five modal

far fields on the new structures will be shown in Figures 6.10 and 6.11.

Even in the first five modes, these modal far fields have more nulls and

differing lobe strengths making it significantly more difficult to compare by

sight between those figures and Figure 6.12. Tables 6.7, 6.8, and 6.9 show ψ

values comparing all the first 17 modal far fields from each structure.

The empty CubeSat and the CubeSat with the box have some correspond-

ing modes. Modes 1, 2, 7, 8, 10, and 11 from the empty CubeSat correspond

to modes 2, 1, 5, 6, 7, and 8 respectively in the CubeSat with the box. Once

we compare the empty CubeSat to the CubeSat with slats, only modes 1

and 2 from the empty CubeSat correspond to modes 2 and 1. If the CubeSat

with the box and the CubeSat with slats are compared, modes 1, 2, and

12 from the CubeSat with Box correspond to modes 1, 2, and 12 for the

CubeSat with slats. The structure now has modes with many more nulls and

they vary more significantly as the structure change. From the results at all

three frequencies we can see that modes can change order or disappear as

the structure changes. If an antenna designer is planning to use modes with
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5

Figure 6.10: Modal far fields for 3U CubeSat with box at 915 MHz
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(a) Mode 1 (b) Mode 2

(c) Mode 3 (d) Mode 4

(e) Mode 5

Figure 6.11: Modal far fields for 3U CubeSat with slats at 915 MHz
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(a) Mode 1
 

(b) Mode 2

 

(c) Mode 3
 

(d) Mode 4

 

(e) Mode 5
 

(f) Mode 6

Figure 6.12: Modal far fields for 3U CubeSat at 915 MHz
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larger eigenvalues it is important to have as much model fidelity as possible

to ensure the platform behavior is appropriately captured. If the modeled

structure does not correspond closely enough to the actual platform, the re-

sults from the synthesis method will not work as desired. At 915 MHz, if the

desired pattern relied heavily on modes 7-13, it is unlikely that those modes

would appear on the implemented structure.

6.1 Comparing Optimized Patterns from the CubeSat

with Slats to the Original CubeSat

The developed synthesis method relies on characteristic mode theory to find

the pattern that is closest to the goal pattern that is achievable given the

current structure. The CubeSat with slats, while still an approximation of the

implemented CubeSat, is a better model for the implemented CubeSat. With

the modal far fields changing, it is reasonable to assume that the optimized

far field patterns and corresponding surface currents will also change. This

section utilizes first part of the synthesis method from the previous chapter

and compares the optimized far fields and the goal modal far field patterns

to those from the empty CubeSat.

At 400 MHz the first three modal far fields for the CubeSat with slats are

shown in Figure 6.5. Inputting the modal far fields and the same goal pattern

from the previous chapter, the resulting pattern is shown in Figure 6.13.

Comparing this to Figure 5.5, the two have substantially different patterns.

The CubeSat with slats has a plane where it is mostly omnidirectional and

one null through the center compared to the empty CubeSat pattern with a

null in the y−z plane. If the two patterns are compared using the same metric

used for comparing the modal patterns, ψ is 608.32. The large magnitude

of ψ demonstrates just how large the difference is between the pattern for

the empty CubeSat and the pattern for the CubeSat with slats. Figure 6.14

shows the surface current associated with the CubeSat with slats. Comparing

that to Figure 5.6, the main high current sections have moved onto the posts

and away from the top and bottom plates. For the CubeSat with slats the

highest current is now predominantly on the posts and the lowest current is

on the slats closest to the top and bottom plates on the CubeSat. Adding

the slats significantly changed the optimized pattern as well as the current.
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Figure 6.13: Optimized pattern at 400 MHz for CubeSat with slats

Even in the case where there are only three significant modes, there is a large

change in the pattern and surface current that should be achieved for optimal

performance.

The optimized radiation pattern and surface current can also be compared

at 435 MHz. The goal at 435 MHz is to get as much energy radiating towards

Earth as possible. Using the modal far fields from Figure 6.8, Figure 6.15

shows the optimized far field pattern for the CubeSat with slats. Comparing

that to Figure 5.8, the CubeSat with slats does not have the omnidirectional

pattern that the empty CubeSat’s optimized pattern has. It has a slight in-

dentation around 45 degrees. Comparing the patterns, the ψ value is 189.14.

This means that patterns are closer than the two optimized patterns at 400

MHz but they are still substantially different. The optimized current at 435

MHz is shown in Figure 6.16. The minimum and maximum current regions

have changed substantially. Maximum current is now found on the posts

compared to on the plates previously. The lowest current points are on the

slats closest to the top and bottom plates. The optimized surface current

for the CubeSat with slats at 435 MHz is similar to the optimized surface

current on the same structure at 400 MHz. The patterns are very different

but the maximum and minimum placement are similar.

At 915 MHz, the CubeSat with slats has an omnidirectional pattern as

its first mode unlike before where it was the second mode. Examining the

surface current shown in Figure 6.17, the currents have maximums at the
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Figure 6.14: Surface current at 400 MHz for CubeSat with slats
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Figure 6.15: Optimized pattern at 435 MHz for CubeSat with slats

center of the posts and all four posts are in phase. This is not surprising

as mode 1 of the CubeSat with slats corresponds to mode 2 of the original

platform. If the mode was no longer present, the designer would have to use

one of the other synthesis methods to find the pattern closest to the original

that is achievable. The previous section of this chapter shows that the far

fields for mode 1 of the CubeSat with slats is the same as the pattern from

the previous chapter.

Overall, the analysis at the first two frequencies relied on all of the signif-

icant modes to generate the optimal pattern. Because the modal far fields

changed significantly between the first structure and the second, the optimal

patterns and surface currents shifted significantly when using the CubeSat

with slats compared to the empty CubeSat. The synthesis method relies on

an accurate representation of the platform to generate the optimal patterns

and surface currents to be used. If the platform must be simplified to be

modeled, it is important to make sure that only the most significant modes

that should not change between the simulated and manufactured structures

are used. Any mode that is narrow band or has a large amount of nulls,

may not be present in the final implementation. Because the mode chosen

for implementation at 915 MHz was still present, the goal surface current

was extremely similar. This means the implementation used for the origi-

nal empty CubeSat should translate to the CubeSat with slats unlike the

element designs at 400 MHz and 435 MHz. Based on the large difference
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Figure 6.17: Surface current corresponding to omnidirectional pattern at
915 MHz for CubeSat with slats

in the optimal patterns and surface currents, the element implementations

and feed points should be changed to take advantage of the modes on the

new structure. The biggest conclusion is that when using this synthesis tech-

nique it is important to model the structure as closely as possible to the

true implementation. For full confidence and the ability to use higher order

modes, one would need to know everything about the structure. Because that

is not feasible, the designer should not use some of the higer order modes

based on the known assumptions in the model. If there are changes to the

platform that alter the modal far fields, the analysis will no longer provide

optimal solutions and may result in antenna designs that are at a significant

disadvantage.
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CHAPTER 7

CONCLUSIONS AND FUTURE WORK

As technology progresses, it is becoming more and more critical to install

multiple antenna systems in close proximity. Much of the research pertain-

ing to antennas in close proximity is limited in scope. Co-site interference

research mitigates interference by cycling through types of antennas or using

active cancellation, mutual coupling research is typically limited to similar

elements or a single frequency, and MIMO research is single frequency and

focused solely on channel capacity. While prior research does touch on issues

with antennas in proximity, it does not provide information about how to

design multiple elements that are to be placed on an existing structure. In

addition, the prior research about antennas in proximity does not adequately

address the radiation pattern as much of the results are concerned with rais-

ing isolation. It is the goal of this research to eventually provide an antenna

synthesis procedure that will allow for the design and installation of multiple

antennas over multiple frequency bands onto a pre-existing structure with

antenna patterns close to goal patterns.

To reach that goal, this work has explored how antennas are typically

designed when they are attached to preexisting structures. Research shows

characteristic mode theory is commonly used to find feed points for resonant

modes. This work develops a method for finding a feed location to excite

modes that are not necessarily resonant at the frequency of interest using

the impedance matrix. With the impedance matrix for a structure, a region

is determined for the feed. The feed can be placed anywhere within that

region to excite the mode. This research has shown that just choosing the

feed location, however, is not enough. It is also important to look at the

modal surface current needed to achieve the desired far field pattern. In the

example from Chapter 3, the desired mode had a circulating surface current

so a spiral element was chosen to ensure that the proper mode was excited.

The feed point in conjunction with the spiral element that coupled to the
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surface excited the needed surface current and ensured that the resulting

simulated and built antenna had a radiation pattern that was close to that

of the third mode. While the antenna’s radiation pattern was not purely that

of the desired mode, it did display the desired characteristics with a null in

the z-axis and an omnidirectional pattern in the x− y plane.

Next, a pattern synthesis procedure was developed based on the character-

istic modes of an existing structure and a goal radiation pattern specifying

both power and polarization. The method was able to identify the modal

weighting coefficients that lead to a minimum mean-square error between

the possible radiation patterns from the existing structure and the goal pat-

tern. Using a dipole, a square plate, and a patch antenna over an infinite

ground plane, the method was shown to have given accurate modal weighting

coefficients even with complex characteristic far fields.

Because the goal is not always to create a radiation pattern with a speci-

fied polarization, a second method was developed to find the optimal modal

weighting coefficients for a goal power pattern. Again using a dipole and a

patch antenna over an infinite ground plane, the method was able to find

modal weighting coefficients that closely approximated the goal pattern with

minimal error. The method was also able to show that a two-element turnstile

array is able to produce a pattern close to unity gain if it is excited properly.

A 3-loop, 3-dipole antenna was also evaluated and the modal weighting co-

efficients are found that lead to a pattern with less than 0.05 dB of ripple

across the radiation sphere.

Knowing the modal weighting coefficients that lead to the goal pattern

allows one to visualize the needed surface current to achieve the desired far-

field pattern. Once the modal surface current needed is known, it is possible

to understand the type of element that would need to be designed in order

to excite the appropriate modal surface current on the existing structure

and thus create a radiation pattern closely approximating the goal radiation

pattern.

Using the developed pattern synthesis methodology and the modal surface

currents, a synthesis method was developed to design antenna elements and

best understand where the antennas should be placed. The synthesis method

uses an iterative process to design the antenna elements starting at the lowest

frequency and working towards the higher frequency. After each band, the

previous bands are checked to ensure that their match and patterns have not
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changed substantially. For each antenna element, the needed surface current

as well as the surface current placement for the higher frequencies are taken

into account to ensure that the design for one frequency does not largely

affect the other frequency bands.

A CubeSat was used as a sample platform to demonstrate the synthesis

method. An element was designed for 400 MHz to communicate with Earth.

For that reason the power and polarization pattern optimization was used to

get as much power radiating toward Earth as possible. The surface current

corresponding to the closest achievable pattern to the goal is found and

implemented in simulation. Another optimization is run at 435 MHz using

the power pattern optimization with the goal to also get as much power as

possible radiating toward Earth. The surface current from the optimization

is used to design an antenna element for 435 MHz that does not interfere with

the element and pattern at 400 MHz. Lastly, the modal far fields are viewed

at 915 MHz with the goal of having an omnidirectional pattern in the x− y
plane. The second mode at 915 MHz has a corresponding omnidirectional

pattern. The surface current shows that high current must be in phase at

the center of each post on the CubeSat. To implement the surface current

without disrupting the currents for the previous frequencies, four IFAs are

used.

Once the antenna was designed in simulation, the next step was to build

the antenna, measure the far field patterns, and compare them to the sim-

ulated patterns. The antenna was built out of brass and measured in a far

field tapered chamber. The cut planes from the implemented radiation pat-

terns largely match the simulated patterns. There are some places where the

simulated and measured patterns diverge but these are largely due to the

direction the cable had to be run to get it away from the platform in the

chamber. The overall patterns match well with simulation, validating the

synthesis method in this case. The antenna elements are connected to the

platform and utilize the platform to get better results than using elements

alone.

The developed synthesis procedure for multiple antenna elements designed

on an existing platform allows for more efficient antenna design when in-

stalling elements on existing structures. The process provides the designer

with an understanding of the achievable patterns on the existing structure

as well as physical insight into viable feed locations. With this insight, there
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is no need to develop a variety of different elements and test for their inter-

actions for multiple placements. The elimination of trial-and-error process

results in significant time savings for the antenna designer. The method also

quantifies how close to a goal radiation pattern an installed antenna’s radi-

ation pattern can be based on the existing structure. This ensures antenna

designers do not waste time trying to achieve a pattern that is not possible

because of the existing platform.

In addition to the synthesis procedure making the design process more

efficient, the developed antennas will have improved individual performance

because they are taking advantage of the existing structure. By not isolating

the elements from the existing structure, the additional metal can be used to

create additional gain in the direction of interest. Because the designed an-

tennas utilize the existing structure, this also can result in increased efficiency

and bandwidth performance compared to similar elements.

Overall the developed synthesis procedure leads to improved, more effective

antenna designs that fully utilize the existing structure to improve antenna

performance. By taking radiation pattern into account, the design process

ensures that gain improvements are in the needed directions and that system

requirements are satisfied.

The synthesis procedure is only as strong as the model that is used for

the platform. Two slight modifications to the CubeSat antenna were ex-

plored and the modal far fields for relevant modes were compared. Many

of the modes outside of the first few changed significantly as the structure

changed. The more the structure changed, the more likely the modes were

to differ from the original. The same optimization process used on the orig-

inal CubeSat model was used on the CubeSat with slats model. The output

radiation patterns and surface currents for 400 MHz and 435 MHz differed

substantially from the original optimal radiation pattern. The addition of

the slats greatly altered how the CubeSat radiated and the best pattern that

was achievable given the platform. The changes were largely due to the op-

timization algorithms using higher modes that were very different between

the original CubeSat and the CubeSat with slats. For this reason, if this

synthesis method is used and higher order modes are needed to implement

the goal pattern, a high fidelity model must be utilized. If a high fidelity

model is not used and higher order modes are required, there is no guarantee

the modes actually exist on the structure, which could lead to an antenna
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designer trying to implement a pattern that is not realizable on the imple-

mented platform.

In the future, the synthesis method can be extended to include optimiza-

tion based on other factors like isolation or match. The current synthesis

method assumes that all the bands are being implemented based on a radi-

ation pattern, which is not always the case for antenna design. Additional

research can also be done to add dielectrics or lossy materials to the anal-

ysis. The current method used here relies on a commercial characteristic

mode solver that requires the use of only perfect electric conductor (PEC).

By extending the method to other materials, there are more platforms that

can utilize the developed synthesis method. In the future, more work can be

done to examine the impact of PEC versus copper or brass on antenna imple-

mentations when utilizing characteristic mode theory. It is possible that the

use of real metal versus PEC will cause the modes to shift in a predictable

manner.

As CubeSat technology progresses, many CubeSat programs are beginning

to use the L and S bands to communicate with the CubeSats. These bands

have higher frequencies than those discussed in this dissertation but many

of the same techniques should still be applicable. The future work is to

formalize how to use this synthesis method when the structure is too large

or has too many relevant modes for this exact analysis to be used. Many of

the techniques in this dissertation should still be applicable and additional

work will be done in the future to formalize changes to the synthesis method

in this scenario.

Other future work is to evaluate the antenna for isolation and for its per-

formance when the other ports are not terminated for 50 Ω. The method

can be updated to account for what impedance is required at the other fre-

quencies to ensure that the antenna system functions as a whole. The last

interesting piece for future work is to tie the neighborhood portion of this

work to the characteristic mode simulations to see if there is a faster way to

estimate far field performance based on a conformal feed geometry.
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