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ABSTRACT

Similarity is the extent to which two objects resemble each other. Modeling simi-
larity is an important topic for both machine learning and computer vision. In this
dissertation, we first propose a discriminative similarity learning method, then in-
troduce two novel sparse similarity modeling methods for high dimensional data
from the perspective of manifold learning and subspace learning. Our sparse
similarity modeling methods learn sparse similarity and consequently generate
a sparse graph over the data. The generated sparse graph leads to superior per-
formance in clustering and semi-supervised learning, compared to existing sparse
graph based methods such as `1-graph and Sparse Subspace Clustering (SSC).

More concretely, our discriminative similarity learning method adopts a novel
pairwise clustering framework by bridging the gap between clustering and multi-
class classification. This pairwise clustering framework learns an unsupervised
nonparametric classifier from each data partition, and searches for the optimal
partition of the data by minimizing the generalization error of the learned classi-
fiers associated with the data partitions.

Regarding to our sparse similarity modeling methods, we propose a novel `0

regularized `1-graph (`0-`1-graph) to improve `1-graph from the perspective of
manifold learning. Our `0-`1-graph generates a sparse graph that is aligned to
the manifold structure of the data for better clustering performance. From the
perspective of learning the subspace structures of the high dimensional data, we
propose `0-graph that generates a subspace-consistent sparse graph for cluster-
ing and semi-supervised learning. Subspace-consistent sparse graph is a sparse
graph where a data point is only connected to other data that lie in the same sub-
space, and the representative method Sparse Subspace Clustering (SSC) proves
to generate subspace-consistent sparse graph under certain assumptions on the
subspaces and the data, e.g. independent/disjoint subspaces and subspace inco-
herence/affinity. In contrast, our `0-graph can generate subspace-consistent sparse
graph for arbitrary distinct underlying subspaces under far less restrictive assump-
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tions, i.e. only i.i.d. random data generation according to arbitrary continuous
distribution. Extensive experimental results on various data sets demonstrate the
superiority of `0-graph compared to other methods including SSC for both clus-
tering and semi-supervised learning.

The proposed sparse similarity modeling methods require sparse coding using
the entire data as the dictionary, which can be inefficient especially in case of
large-scale data. In order to overcome this challenge, we propose Support Regu-
larized Sparse Coding (SRSC) where a compact dictionary is learned. The data
similarity induced by the support regularized sparse codes leads to compelling
clustering performance. Moreover, a feed-forward neural network, termed Deep-
SRSC, is designed as a fast encoder to approximate the codes generated by SRSC,
further improving the efficiency of SRSC.
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CHAPTER 1

INTRODUCTION

Similarity is the extent to which two objects resemble each other. Similarity mod-
eling is regarded as one of the most important topics in machine learning with
broad applications in computer vision exhibiting compelling performance in vari-
ous learning and vision tasks. In this dissertation, we first propose a discriminative
similarity learning method, then introduce two novel similarity modeling methods
for general high dimensional data from the perspective of manifold learning and
subspace learning with convincing theoretical and empirical results. We finally
propose Support Regularized Sparse Coding, which learns a compact dictionary
rather than using the entire data as the dictionary in the previous two methods.

A discriminative similarity learning method is proposed in Chapter 2, which
adopts a new framework for pairwise clustering wherein the pairwise similarity
is derived as the generalization error bound for the unsupervised nonparametric
classifier. The unsupervised classifier is learned from unlabeled data and the hy-
pothetical labeling. The quality of the hypothetical labeling is measured by the
associated generalization error of the learned classifier, and the hypothetical la-
beling with minimum associated generalization error bound is preferred. We con-
sider two nonparametric classifiers, i.e. the nearest neighbor classifier (NN) and
the plug-in classifier (or the kernel density classifier). The generalization error
bounds for both unsupervised classifiers are expressed as sum of pairwise terms
between the data points, which can be interpreted as nonparametric pairwise sim-
ilarity measure between the data points. Under uniform distribution, both non-
parametric similarity measures exhibit a well known form of kernel similarity.
We also prove that the generalization error bound for the unsupervised plug-in
classifier is asymptotically equal to the weighted volume of cluster boundary [1]
for Low Density Separation, a widely used criterion for semi-supervised learning
and clustering.

Sparse representation serves as the major tool for our sparse similarity modeling
methods. Chapter 3 and 4 describe our similarity learning models that learn sparse
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similarity and consequently generate a sparse graph over which superior cluster-
ing and semi-supervised learning performance are achieved. A sparse graph is a
graph which has only a few edges of nonzero weights for each vertex, wherein the
learned sparse similarity serves as the edge weight. Sparse graph is demonstrated
to be effective for clustering and semi-supervised learning, especially for high
dimensional data. Examples of sparse graph based machine learning methods in-
clude `1-graph [2, 3] and Sparse Subspace Clustering (SSC) [4]. Our similarity
learning models produce an improved sparse graph from the perspective of mani-
fold learning and subspace learning.

More concretely, Chapter 3 describes similarity learning from the perspective
of manifold learning. We propose a novel `0 regularized `1-graph (`0-`1-graph) to
improve `1-graph. Our `0-`1-graph generates a sparse graph that is aligned to the
manifold structure of the data for better clustering performance based on manifold
assumption [5, 6, 7, 8, 9]. `0-`1-graph employs manifold assumption on the local
structure of the sparse graph, which requires that nearby data in the manifold are
encouraged to have similar local sparse graph structure, i.e. they should have sim-
ilar neighbors and similar edge weights in the sparse graph. `0-`1-graph imposes
such manifold assumption by using `0-distance between the sparse codes in the
graph regularization term. We develop an iterative proximal method to solve the
nonconvex optimization problem of `0-`1-graph with proven guarantee of con-
vergence. Extensive experimental results on various real data sets demonstrate
the superiority of `0-`1-graph over other competing clustering methods including
`1-graph and its `2 regularized version, namely `2-`1-graph. `2-`1-graph uses `2-
distance for the sparse codes in the graph regularization term, a common choice
adopted broadly in existing graph regularized sparse representation methods.

Chapter 4 describes similarity learning from the perspective of learning the
subspace structures of the high dimensional data. We propose `0-graph, which
generates subspace consistent sparse graph for clustering and semi-supervised
learning. Sparse subspace learning methods, such as Sparse Subspace Cluster-
ing (SSC), assume that the high dimensional data lie in a union of subspaces, and
they aim to build a sparse graph where a data point is only connected to other
data that lie in the same subspace. Such sparse graph is called subspace con-
sistent sparse graph. Data belonging to different subspaces are disconnected in
the subspace consistent sparse graph; therefore, compelling clustering and semi-
supervised learning performance are achieved by applying standard graph based
machine learning methods, such as spectral clustering [10] and label propagation
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[11], over the subspace-consistent sparse graph. Most of sparse subspace cluster-
ing methods require certain assumptions, e.g. independence or disjointness, on the
subspaces to obtain the subspace consistent sparse graph. These assumptions are
not guaranteed to hold in practice and they limit the application of existing sparse
subspace learning methods on subspaces with general location. In this disserta-
tion, we propose `0-graph, which obtains the subspace-consistent sparse graph
for arbitrary distinct underlying subspaces almost surely under the mild i.i.d. as-
sumption on the data generation. Extensive experimental results on various data
sets demonstrate the superiority of `0-graph over other methods including SSC for
both clustering and semi-supervised learning.

The above two similarity modeling methods produce a sparse graph over the
data using the entire data as the dictionary in the sparse approximation procedure.
Therefore, their efficiency is hindered by the size of the data. In order to overcome
this challenge, we propose Support Regularized Sparse Coding (SRSC) in Chap-
ter 5, which learns a compact dictionary rather than using the entire data as the
dictionary. In contrast to ordinary sparse coding where the sparse code with fixed
dictionary is independent for each data point without considering the geometric
information and manifold structure of the entire data, SRSC produces sparse code
that accounts for the manifold structure of the data by encouraging nearby data in
the manifold to choose similar dictionary atoms. In this way, the obtained support
regularized sparse code captures the locally linear structure of the data manifold.
The similarity of two data points is intuitively set to the positive part of the inner
product of the corresponding support regularized sparse codes, leading to com-
pelling clustering performance. Moreover, we design a novel feed-forward neural
network named Deep Support Regularized Sparse Coding (Deep-SRSC) as a fast
encoder to approximate the sparse code generated by SRSC. Instead of the or-
dinary optimization method which requires time-consuming numerous iterations,
Deep-SRSC outputs the support regularized sparse codes by feeding the data into
a network which is comprised of only a few layers, and the architecture of the
layer is designed in an interpretable way according to the optimization of SRSC.
Experimental results on real data demonstrate the effectiveness of Deep-SRSC.
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CHAPTER 2

ON A THEORY OF NONPARAMETRIC
PAIRWISE SIMILARITY FOR
CLUSTERING: CONNECTING

CLUSTERING TO CLASSIFICATION

2.1 Introduction

Pairwise clustering methods partition the data into a set of self-similar clusters
based on the pairwise similarity between the data points. Representative cluster-
ing methods include K-means [12] which minimizes the within-cluster dissimilar-
ities, spectral clustering [10] which identifies clusters of more complex shapes ly-
ing on low dimensional manifolds, and the pairwise clustering method [13] using
message-passing algorithm to inference the cluster labels in a pairwise undirected
graphical model. Utilizing pairwise similarity, these pairwise clustering methods
often avoid estimating complex hidden variables or parameters, which is difficult
for high dimensional data.

However, most pairwise clustering methods assume that the pairwise similarity
is given [12, 10], or they learn a more complicated similarity measure based on
several given base similarities [13]. In this chapter, we present a new framework
for pairwise clustering where the pairwise similarity is derived as the generaliza-
tion error bound for the unsupervised nonparametric classifier. The unsupervised
classifier is learned from unlabeled data and the hypothetical labeling. The qual-
ity of the hypothetical labeling is measured by the associated generalization error
of the learned classifier, and the hypothetical labeling with minimum associated
generalization error bound is preferred. We consider two nonparametric classi-
fiers, i.e. the nearest neighbor classifier (NN) and the plug-in classifier (or the
kernel density classifier). The generalization error bounds for both unsupervised
classifiers are expressed as sum of pairwise terms between the data points, which
can be interpreted as a nonparametric pairwise similarity measure between the
data points. Under uniform distribution, both nonparametric similarity measures
exhibit a well-known form of kernel similarity. We also prove that the general-
ization error bound for the unsupervised plug-in classifier is asymptotically equal
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to the weighted volume of cluster boundary [1] for Low Density Separation, a
widely used criterion for semi-supervised learning and clustering.

Our work is closely related to discriminative clustering methods by unsuper-
vised classification, which searches for the cluster boundaries with the help of an
unsupervised classifier. For example, [14] learns a max-margin two-class classi-
fier to group unlabeled data in an unsupervised manner, known as unsupervised
SVM, whose theoretical property is further analyzed in [15]. Also, [16] learns
the kernel logistic regression classifier, and uses the entropy of the posterior dis-
tribution of the class label by the classifier to measure the quality of the learned
classifier. More recent work presented in [17] learns an unsupervised classifier
by maximizing the mutual information between cluster labels and the data, and
the Squared-Loss Mutual Information is employed to produce a convex optimiza-
tion problem. Although such discriminative methods produce satisfactory empir-
ical results, the optimization of complex parameters hampers their application in
high-dimensional data. Following the same principle of unsupervised classifica-
tion using nonparametric classifiers, we derive nonparametric pairwise similarity
and eliminate the need of estimating complicated parameters of the unsupervised
classifier. As an application, we develop a new nonparametric exemplar-based
clustering method with the derived nonparametric pairwise similarity induced by
the plug-in classifier, and our new method demonstrates better empirical cluster-
ing results than the existing exemplar-based clustering methods.

It should be emphasized that our generalization bounds are essentially different
from the literature. As nonparametric classification methods, the generalization
properties of the nearest neighbor classifier (NN) and the plug-in classifier are ex-
tensively studied. Previous research focuses on the average generalization error of
the NN [18, 19], which is the average error of the NN over all the random training
data sets, or the excess risk of the plug-in classifier [20, 21]. In [18], it is shown
that the average generalization error of the NN is bounded by twice the Bayes
error. Assuming that the class of the regression functions has a smooth parame-
ter β, [20] proves that the excess risk of the plug-in classifier converges to 0 of
the order n

−β
2β+d where d is the dimension of the data. [21] further shows that the

plug-in classifier attains faster convergence rate of the excess risk, namely n−
1
2 ,

under some margin assumption on the data distribution. All these generalization
error bounds depend on the unknown Bayes error. By virtue of kernel density esti-
mation and generalized kernel density estimation [22], our generalization bounds
are represented mostly in terms of the data, leading to the pairwise similarities for
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clustering.

2.2 Formulation of Pairwise Clustering by
Unsupervised Nonparametric Classification

The discriminative clustering literature [14, 16] has demonstrated the potential
of multi-class classification for the clustering problem. Inspired by the natural
connection between clustering and classification, we model the clustering problem
as a multi-class classification problem: a classifier is learned from the training data
built by a hypothetical labeling, which is a possible cluster labeling. The optimal
hypothetical labeling is supposed to be the one such that its associated classifier
has the minimum generalization error bound. To study the generalization bound
for the classifier learned from the hypothetical labeling, we define the concept of
classification model. Given unlabeled data {xl}nl=1, a classification model MY is
constructed for any hypothetical labeling Y = {yl}nl=1 as below:

Definition 1. The classification model corresponding to the hypothetical labeling

Y = {yl}nl=1 is defined as MY =
(
S, PXY , {πi, fi}Qi=1, F

)
. S = {xl,yl}nl=1 are

the labeled data by the hypothetical labeling, and S are assumed to be i.i.d. sam-

ples drawn from the joint distribution PXY = PX|Y PY , where (X, Y ) is a random

couple, X ∈ IRd represents the data and Y ∈ {1, 2, ..., Q} is the class label of X ,

Q is the number of classes determined by the hypothetical labeling. Furthermore,

PXY is specified by {π(i), f (i)}Qi=1 as follows: π(i) is the class prior for class i, i.e.

Pr [Y = i] = π(i); the conditional distribution PX|Y=i has probabilistic density

function f (i), i = 1, . . . , Q. F is a classifier trained using the training data S.

The generalization error of the classification model MY is defined as the general-

ization error of the classifier F in MY .

In this chapter, we study two types of classification models with the nearest
neighbor classifier and the plug-in classifier respectively, and derive their gen-
eralization error bounds as sum of pairwise similarity between the data. Given
a specific type of classification model, the optimal hypothetical labeling corre-
sponds to the classification model with minimum generalization error bound. The
optimal hypothetical labeling also generates a data partition where the sum of
pairwise similarity between the data from different clusters is minimized, which
is a common criterion for discriminative clustering.
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In the following text, we derive the generalization error bounds for the two types
of classification models. Before that, we introduce more notations and assump-
tions for the classification model. Denote by PX the induced marginal distribution
of X , and f is the probabilistic density function of PX which is a mixture of Q

class-conditional densities: f =
Q∑
i=1

π(i)f (i). η(i) (x) is the regression function

of Y on X = x, i.e. η(i) (x) = Pr [Y = i |X = x ] = π(i)f (i)(x)
f(x)

. For the sake
of the consistency of the kernel density estimators used in the sequel, there are
further assumptions on the marginal density and class-conditional densities in the
classification model for any hypothetical labeling:
(A) f is bounded from below, i.e. f ≥ fmin > 0.
(B) {f (i)} is bounded from above, i.e. f (i) ≤ f

(i)
max, and f (i) ∈ Σγ,ci , 1 ≤ i ≤ Q.

where Σγ,c is the class of Hölder-γ smooth functions with Hölder constant c:

Σγ,c , {f : IRd → IR | ∀x, y, |f (x)− f (y)| ≤ c‖x− y‖γ}, γ > 0

It follows from assumption (B) that f ∈ Σγ,c where c =
∑
i

π(i)ci. Assumptions

(A) and (B) are mild. The upper bound for the density functions is widely required
for the consistency of kernel density estimators [23, 24]; Hölder-γ smoothness is
required to bound the bias of such estimators, and it also appears in [21] for esti-
mating the excess risk of the plug-in classifier. The lower bound for the marginal
density is used to derive the consistency of the estimator of the regression func-
tion η(i) (Lemma 2) and the consistency of the generalized kernel density esti-
mator (Lemma 3). We denote by PX the collection of marginal distributions that
satisfy assumption (A), and denote by PX|Y the collection of class-conditional
distributions that satisfy assumption (B). We then define the collection of joint
distributions PXY that PXY belongs to, which requires the marginal density and
class-conditional densities satisfy assumption (A)-(B):

PXY , {PXY | PX ∈ PX , {PX|Y=i} ∈ PX|Y ,min
i
{π(i)} > 0} (2.1)

Given the joint distribution PXY , the generalization error of the classifier F
learned from the training data S is:

R (FS) , Pr [(X,Y ) : F (X) 6= Y ] (2.2)

Nonparametric kernel density estimator (KDE) serves as the primary tool of esti-
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mating the underlying probabilistic density functions in our generalization analy-
sis, and we introduce the KDE of f as follows:

f̂n,hn (x) =
1

n

n∑
l=1

Khn (x− xl) (2.3)

where Kh (x) = 1
hd
K
(
x
h

)
is the isotropic Gaussian kernel with bandwidth h and

K (x) , 1

(2π)d/2 e
− ‖x‖

2

2 . We have the following VC property of the Gaussian kernel
K. Define the class of functions

F , {K
(
t− ·
h

)
, t ∈ IRd, h 6= 0} (2.4)

The VC property appears in [23, 24, 25, 26, 27], and it is proved that F is a
bounded VC class of measurable functions with respect to the envelope function
F such that |u| ≤ F for any u ∈ F (e.g. F ≡ (2π)−

d
2 ). It follows that there exist

positive numbers A and v such that for every probability measure P on IRd for
which

∫
F 2dP <∞ and any 0 < τ < 1,

N
(
F , ‖·‖L2(P ) , τ ‖F‖L2(P )

)
≤
(
A

τ

)v
(2.5)

where N
(
T , d̂, ε

)
is defined as the minimal number of open d̂-balls of radius

ε required to cover T in the metric space
(
T , d̂

)
. A and v are called the VC

characteristics of F .
The VC property of K is required for the consistency of kernel density estima-

tors shown in Lemma 2. Also, we adopt the following kernel estimator of η(i):

η̂
(i)
n,hn

(x) =

n∑
l=1

Khn (x− xl)1I{yl=i}

nf̂n,hn (x)
(2.6)

Before stating Lemma 2, we introduce several frequently used quantities through-
out this chapter. Let L,C > 0 be constants which only depend on the VC charac-
teristics of the Gaussian kernel K. We define

f0 ,
Q∑
i=1

π(i)f (i)
max σ2

0 , ‖K‖22f0 (2.7)
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Also, for all positive numbers λ ≥ C and σ > 0, we define

Eσ2 ,
log (1 + λ/4L)

λLσ2
(2.8)

Based on Corollary 2.2 in [23], Lemma 2 and Lemma 3 in Section 2.6 show the
strong consistency (almost sure uniformly convergence) of several kernel density
estimators, i.e. f̂n,hn , {η̂(i)

n,hn
} and the generalized kernel density estimator, and

they form the basis for the derivation of the generalization error bounds for the
two types of classification models.

2.3 Generalization Bounds

We derive the generalization error bounds for the two types of classification mod-
els with the nearest neighbor classifier and the plug-in classifier respectively. Sub-
stituting these kernel density estimators for the corresponding true density func-
tions, Theorem 1 and 2 present the generalization error bounds for the classifi-
cation models with the plug-in classifier and the nearest neighbor classifier. The
dominant terms of both bounds are expressed as sum of pairwise similarity de-
pending solely on the data, which facilitates the application of clustering. We
also show the connection between the error bound for the plug-in classifier and
Low Density Separation in this section. The detailed proofs are included in the
supplementary.

2.3.1 Generalization Bound for the Classification Model with
Plug-In Classifier

The plug-in classifier resembles the Bayes classifier while it uses the kernel den-
sity estimator of the regression function η(i) instead of the true η(i). It has the
form

PI (X) = arg max
1≤i≤Q

η̂
(i)
n,hn

(X) (2.9)

where η̂(i)
n,hn

is the nonparametric kernel estimator of the regression function η(i)
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by (2.6). The generalization capability of the plug-in classifier has been studied
by the literature[20, 21]. Letting F ∗ be the Bayes classifier, it is proved that the
excess risk of PIS , namely IESR (PIS)−R (F ∗), converges to 0 of the order n

−β
2β+d

under some complexity assumption on the class of the regression functions with
smooth parameter β that {η(i)} belongs to [20, 21]. However, this result cannot be
used to derive the generalization error bound for the plug-in classifier comprising
of nonparametric pairwise similarities in our setting.

We show the upper bound for the generalization error of PIS in Lemma 1.

Lemma 1. For any PXY ∈ PXY , there exists a n0 which depends on σ0 and VC
characteristics of K such that when n > n0, with probability greater than 1 −
2QLh

E
σ2

0
n , the generalization error of the plug-in classifier satisfies

R (PIS) ≤ RPI
n +O

(√ log h−1
n

nhdn
+ hγn

)
(2.10)

RPI
n =

∑
i,j=1,...,Q,i 6=j

IEX

[
η̂

(i)
n,hn

(X) η̂
(j)
n,hn

(X)
]

(2.11)

where Eσ2 is defined by (A.2), hn is chosen such that hn → 0, log h−1
n

nhdn
→ 0, η̂(i)

n,hn

is the kernel estimator of the regression function. Moreover, the equality in (A.3)

holds when η̂(i)
n,hn
≡ 1

Q
for 1 ≤ i ≤ Q.

Based on Lemma 1, we can bound the error of the plug-in classifier from above
byRPI

n . Theorem 1 then gives the bound for the error of the plug-in classifier in the
corresponding classification model using the generalized kernel density estimator
in Lemma 3. The bound has a form of sum of pairwise similarity between the data
from different classes.

Theorem 1. (Error of the Plug-In Classifier) Given the classification modelMY =(
S, PXY , {πi, fi}Qi=1,PI

)
with PXY ∈ PXY , there exists a n1 which depends on

σ0, σ1 and the VC characteristics of K such that when n > n1, with probability

greater than 1− 2QLh
E
σ2

0
n −L(

√
2hn)

E
σ2

0 −QLh
E
σ2

1
n , the generalization error of

the plug-in classifier satisfies

R (PIS) ≤ R̂n (PIS) +O
(√ log h−1

n

nhdn
+ hγn

)
(2.12)
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where R̂n (PIS) = 1
n2

∑
l,m

θlmGlm,
√

2hn
, σ2

1 =
‖K‖22fmax

fmin
, θlm = 1I{yl 6=ym} is a class

indicator function and

Glm,h = Gh (xl,xm) , Gh (x, y) =
Kh (x− y)

f̂
1
2
n,h (x)f̂

1
2
n,h (y)

(2.13)

Eσ2 is defined by (A.2), hn is chosen such that hn → 0, log h−1
n

nhdn
→ 0, f̂n,hn is the

kernel density estimator of f defined by (2.3).

R̂n is the dominant term determined solely by the data and the excess error
O
(√

log h−1
n

nhdn
+hγn

)
goes to 0 with infinite n. In the following subsection, we show

the close connection between the error bound for the plug-in classifier and the
weighted volume of cluster boundary, and the latter is proposed by [1] for Low
Density Separation.

Connection to Low Density Separation

Low Density Separation [28], a well-known criterion for clustering, requires that
the cluster boundary should pass through regions of low density. It has been exten-
sively studied in unsupervised learning and semi-supervised learning [29, 30, 31].
Suppose the data {xl}nl=1 lies on a domain Ω ⊆ Rd. Let f be the probability den-
sity function on Ω, S be the cluster boundary which separates Ω into two parts S1

and S2. Following the Low Density Separation assumption, [1] suggests that the
cluster boundary S with low weighted volume

∫
S

f (s)ds should be preferable. [1]

also proves that a particular type of cut function converges to the weighted volume
of S. Based on their study, we obtain the following result relating the error of the
plug-in classifier to the weighted volume of the cluster boundary.

Corollary 1. Under the assumption of Theorem 1, for any kernel bandwidth se-
quence {hn}∞n=1 such that lim

n→∞
hn = 0 and hn > n−α where 0 < α < 1

2d+2
, with

probability 1,

lim
n→∞

√
π

2hn
R̂n (PIS) =

∫
S

f (s)ds (2.14)

11



2.3.2 Generalization Bound for the Classification Model with
Nearest Neighbor Classifier

Theorem 2 shows the generalization error bound for the classification model with
nearest neighbor classifier (NN), which has a form similar to that of (A.5).

Theorem 2. (Error of the NN)
Suppose the classification model is given as MY =

(
S, PXY , {πi, fi}Qi=1,NN

)
with PXY ∈ PXY and the support of PX is bounded by [−M0,M0]d, there exists
a n0 which depends on σ0 and VC characteristics of K such that when n > n0,

with probability greater than 1− 2QLh
E
σ2

0
n − (2M0)dndd0e−n

1−dd0fmin , the gener-
alization error of the NN satisfies:

R (NNS) ≤ R̂n (NNS) + c0

(√
d
)γ
n−d0γ +O

(√ log h−1
n

nhdn
+ hγn

)
(2.15)

where R̂n (NN) = 1
n

∑
1≤l<m≤n

Hlm,hnθlm,

Hlm,hn = Khn (xl − xm)
(∫
Vl f̂n,hn (x) dx

f̂n,hn (xl)
+

∫
Vm f̂n,hn (x) dx

f̂n,hn (xm)

)
(2.16)

Eσ2 is defined by (A.2), d0 is a constant such that dd0 < 1, f̂n,hn is the kernel

density estimator of f defined by (2.3) with the kernel bandwidth hn satisfying

hn → 0, log h−1
n

nhdn
→ 0, Vl is the Voronoi cell associated with xl, c0 is a constant,

θlm = 1I{yl 6=ym} is a class indicator function such that θlm = 1 if xl and xm

belongs to different classes, and 0 otherwise. Moreover, the equality in (A.8)

holds when η(i) ≡ 1
Q

for 1 ≤ i ≤ Q.

Glm,
√

2hn
in (A.6) and Hlm,hn in (A.9) are the new pairwise similarity functions

induced by the plug-in classifier and the nearest neighbor classifier respectively.
According to the proof of Theorem 1 and Theorem 2, the kernel density estimator
f̂ can be replaced by the true density f in the denominators of (A.6) and (A.9),
and the conclusions of Theorem 1 and 2 still hold. Therefore, both Glm,

√
2hn

and
Hlm,hn are equal to ordinary Gaussian kernels (up to a scale) with different kernel
bandwidth under uniform distribution, which explains the broadly used kernel
similarity in data clustering from an angle of supervised learning.
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2.4 Application to Exemplar-Based Clustering

We propose a nonparametric exemplar-based clustering algorithm using the de-
rived nonparametric pairwise similarity by the plug-in classifier. In exemplar-
based clustering, each xl is associated with a cluster indicator el (l ∈ {1, 2, ...n} , el ∈
{1, 2, ...n}), indicating that xl takes xel as the cluster exemplar. Data from the
same cluster share the same cluster exemplar. We define e , {el}nl=1. Moreover,
a configuration of the cluster indicators e is consistent iff el = l when em = l

for any l,m ∈ 1..n, meaning that xl should take itself as its exemplar if any xm

take xl as its exemplar. It is required that the cluster indicators e should always be
consistent. Affinity Propagation (AP) [32], a representative of the exemplar-based
clustering methods, solves the following optimization problem:

min
e

n∑
l=1

Sl,el s.t. e is consistent (2.17)

Sl,el is the dissimilarity between xl and xel , and note that Sl,l is set to be nonzero
to avoid the trivial minimizer of (2.17).

Now we aim to improve the discriminative capability of the exemplar-based
clustering (2.17) using the nonparametric pairwise similarity derived by the unsu-
pervised plug-in classifier. As mentioned before, the quality of the hypothetical la-
beling ŷ is evaluated by the generalization error bound for the nonparametric plug-
in classifier trained by Sŷ, and the hypothetical labeling ŷ with minimum associ-
ated error bound is preferred, i.e. arg minŷ R̂n (PIS) = arg minŷ

∑
l,m

θlmGlm,
√

2hn

where θlm = 1Iŷl 6=ŷm and Glm,
√

2hn
is defined in (A.6). By Lemma 3, minimiz-

ing
∑
l,m

θlmGlm,
√

2hn
also enforces minimization of the weighted volume of cluster

boundary asymptotically. To avoid the trivial clustering where all the data are
grouped into a single cluster, we use the sum of within-cluster dissimilarities term
n∑
l=1

exp
(
−Glel,

√
2hn

)
to control the size of clusters. Therefore, the objective func-

tion of our pairwise clustering method is

Ψ (e) =
n∑
l=1

exp
(
−Glel,

√
2hn

)
+ λ

∑
l,m

(
θ̃lmGlm,

√
2hn

+ ρlm (el, em)
)

(2.18)

where ρlm is a function to enforce the consistency of the cluster indicators:

ρlm (el, em) =

{
∞ em = l, el 6= l or el = m, em 6= m

0 otherwise
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and λ is a balancing parameter. Due to the form of (A.36), we construct a pair-
wise Markov Random Field (MRF) representing the unary term ul and the pair-
wise term θ̃lmGlm,

√
2hn

+ ρlm as the data likelihood and prior respectively. The
variables e are modeled as nodes and the unary term and pairwise term in (A.36)
are modeled as potential functions in the pairwise MRF. The minimization of the
objective function is then converted to a MAP (Maximum a Posterior) problem in
the pairwise MRF. (A.36) is minimized by Max-Product Belief Propagation (BP).

The computational complexity of our clustering algorithm is O(TEN), where
E is the number of edges in the pairwise MRF, T is the number of iterations of
message passing in the BP algorithm. We call our new algorithm Plug-In Exem-
plar Clustering (PIEC), and compare it to representative exemplar-based cluster-
ing methods, i.e. AP and Convex Clustering with Exemplar-Based Model (CEB)
[33], for clustering on three real data sets from the UCI repository, i.e. Iris, Verte-
bral Column (VC) and Breast Tissue (BT). We record the average clustering accu-
racy (AC) and the standard deviation of AC for all the exemplar-based clustering
methods when they produce the correct number of clusters for each data set with
different values of hn and λ, and the results are shown in Table 2.1. Although
AP produces better clustering accuracy on the VC data set, PIEC generates the
correct cluster numbers more often. The default value for the kernel bandwidth
hn is h∗n, which is set as the variance of the pairwise distance between data points{
‖xl − xm‖l<m

}
. The default value for the balancing parameter λ is 1. We let

hn = αh∗n, λ varies between [0.2, 1] and α varies between [0.2, 1.9] with step
0.2 and 0.05 respectively, resulting in 170 different parameter settings. We also
generate the same number of parameter settings for AP and CEB.

Table 2.1: Comparison between exemplar-based clustering methods. The number
in the bracket is the number of times when the corresponding algorithm produces
correct cluster numbers.

Data sets Iris VC BT

AP 0.8933 ± 0.0138 (16) 0.6677 (14) 0.4906 (1)

CEB 0.6929 ± 0.0168 (15) 0.4748 ± 0.0014 (5) 0.3868 ± 0.08 (2)

PIEC 0.9089 ± 0.0033 (15) 0.5263 ± 0.0173 (35) 0.6585 ± 0.0103 (5)
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2.5 Conclusion

We propose a new pairwise clustering framework where nonparametric pairwise
similarity is derived by minimizing the generalization error unsupervised nonpara-
metric classifier. Our framework bridges the gap between clustering and multi-
class classification, and explains the widely used kernel similarity for clustering.
In addition, we prove that the generalization error bound for the unsupervised
plug-in classifier is asymptotically equal to the weighted volume of cluster bound-
ary for Low Density Separation. Based on the derived nonparametric pairwise
similarity using the plug-in classifier, we propose a new nonparametric exemplar-
based clustering method with enhanced discriminative capability compared to the
exiting exemplar-based clustering methods.

2.6 Consistency of Kernel Density Estimator and the
Generalized Kernel Density Estimator

Lemma 2. (Consistency of Kernel Density Estimator) Let the kernel bandwidth
hn of the Gaussian kernel K be chosen such that hn → 0, log h−1

n

nhdn
→ 0. For any

PX ∈ PX , there exists a n0 which depends on σ0 and VC characteristics of K,

when n > n0, with probability greater than 1− Lh
E
σ2

0
n over the data {xl},

∥∥∥f̂n,hn (x)− f (x)
∥∥∥
∞

= O
(√ log h−1

n

nhdn
+ hγn

)
(2.19)

where f̂n,hn is the kernel density estimator of f . Furthermore, for any PXY ∈ PXY ,

when n > n0, then with probability greater than 1− 2Lh
E
σ2

0
n over the data {xl},

∥∥∥η̂(i)
n,hn

(x)− η(i) (x)
∥∥∥
∞

= O
(√ log h−1

n

nhdn
+ hγn

)
(2.20)

for each 1 ≤ i ≤ Q.

Lemma 3. (Consistency of the Generalized Kernel Density Estimator) Suppose
f is the probabilistic density function of PX ∈ PX , and f ≤ fmax. Let g be a
bounded function defined on X and g ∈ Σγ,g0 , 0 < gmin ≤ g ≤ gmax, and e = f

g
.
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Define the generalized kernel density estimator of e as

ên,h ,
1

n

n∑
l=1

Kh (x− xl)

g (xl)
(2.21)

Let σ2
g =

‖K‖22fmax

g2
min

. There exists ng which depends on σg and the VC character-

istics of K such that when n > ng, with probability greater than 1 − Lh
E
σ2
g

n over
the data {xl},

‖ên,hn (x)− e (x)‖∞ = O
(√ log h−1

n

nhdn
+ hγn

)
(2.22)

where hn is chosen such that hn → 0, log h−1
n

nhdn
→ 0.

Sketch of proof: For fixed h 6= 0, we consider the class of functions

Fg , {
K
(
t−·
h

)
g (·)

, t ∈ IRd, h 6= 0}

It can be verified that Fg is also a bounded VC class with the envelope function
Fg = F

gmin
, and

N
(
Fg, ‖·‖L2(P ) , τ ‖Fg‖L2(P )

)
≤
(
A

τ

)v
(2.23)

Then (A.13) follows from similar argument in the proof of Lemma 2 and Corol-
lary 2.2 in [23].

The generalized kernel density estimator (A.12) is also used in [22] to estimate
the Laplacian PDF Distance between two probabilistic density functions, and the
authors only provide the proof of pointwise weak consistency of this estimator in
[22]. Under mild conditions, our Lemma 2 and 3 show the strong consistency of
the generalized kernel density estimator and the traditional kernel density estima-
tor under the same theoretical framework of the VC property of the kernel.
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CHAPTER 3

MANIFOLD LEARNING WITH `0

REGULARIZED `1-GRAPH

3.1 Introduction

Clustering is a common unsupervised data analysis method which partitions data
into a set of self-similar clusters. The data clusters always serve as an indis-
pensable prerequisite for solving various machine learning and computer vision
problems by the disclosed grouping patters in the original data. Most cluster-
ing algorithms are either similarity-based or model-based methods. Model-based
clustering methods typically model the data distribution statistically, for exam-
ple, by a mixture of parametric distributions [34]. The parameters of the model
are estimated via fitting a statistical model to the data. However, difficulty on
the parameter estimation imposed by high dimensionality always hinders the ap-
plication of model-based methods; even in the case that parameter estimation is
feasible, the resultant parametric distribution is not guaranteed to match the un-
derlying true distribution of the data, especially in the case of high dimensionality,
which further restricts the feasibility of model-based methods.

In contrast, similarity-based clustering methods segment the data based on the
similarity measure between the data points, so they avoid the difficult problem
of parameter estimation. For example, K-means [35] searches for data clusters
by a local minimum of sum of within-cluster dissimilarities. Affinity Propagation
(AP) [36] uses the same principle and it automatically determines the cluster num-
ber, and [37] further improves its discriminative capability for pairwise clustering.
Spectral Clustering [10] identifies clusters of complex shapes lying on some low
dimensional manifolds by spectral embedding. Among various similarity-based
clustering methods, graph-based methods [38] are important, wherein the data
similarity is the edge weight of the graph, and sparse graph which has only a
few edges of nonzero weights for each vertex is demonstrated to be effective, es-
pecially for clustering high dimensional data. Examples of sparse graph based
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clustering methods include `1-graph [2, 3] and Sparse Subspace Clustering (SSC)
[4], which build the sparse graph by reconstructing each datum with all the other
data by sparse representation. In the sparse graph produced by `1-graph or SSC,
the vertices represent the data, and an edge is between two vertices whenever one
participates in the spare representation of the other. The weight of the edge is
the average of the associated elements in the sparse codes corresponding to the
two vertices. A theoretical explanation is provided by SSC, which shows that
such sparse representation recovers the underlying subspaces from which the data
are drawn under certain assumptions, such as the independence or disjointness
assumption on the subspaces. When such assumptions hold, data belonging to
different subspaces are disconnected in the sparse graph. A sparse similarity ma-
trix is then obtained as the weighted adjacency matrix of the constructed sparse
graph by `1-graph or SSC, and spectral clustering is performed on the sparse sim-
ilarity matrix to obtain the data clusters. `1-graph and SSC have been shown to
be robust to noise and capable of producing superior results for high dimensional
data, compared to spectral clustering on the similarity produced by the widely
used Gaussian kernel.

While `1-graph demonstrates compelling performance for clustering, it per-
forms sparse representation for each datum independently without considering
the geometric information of the data. High dimensional data always lie in low
dimensional submanifold. In this chapter, manifold assumption [5] is employed
to obtain the sparse representation complying to geometric information of the data
so as to improve the performance of `1-graph. Manifold assumption [5], which
assumes local smoothness of the embedding, has been employed in the literature
of sparse representations to obtain the regularized sparse representations that take
into account the geometric information and manifold structure of the data. Inter-
preting the sparse code of a data point as its embedding, the manifold assumption
in most sparse representation methods requires that if two data points are close
in the intrinsic geometry of the submanifold, their corresponding sparse codes
are also expected to be similar to each other measured by `2-distance, or varying
smoothly along the geometry of the submanifold. Graph Laplacian [39] is widely
used to impose such local smoothness requirement on the sparse codes, and the
associated graph regularization term mostly measures the distance between the
sparse codes by `2-norm [8, 9]. In [8, 9], both dictionary and the regularized
sparse code are learned, and the regularized sparse code is used as a feature rep-
resentation of the corresponding data point in classification, clustering and other
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learning tasks. However, in the context of sparse graph based clustering, the sparse
graph determines the clustering performance. The information of each data point
in the sparse graph is its associated local structure of the sparse graph, namely its
neighbors and the associated edge weights. Therefore, to obtain a sparse graph
in accordance with the manifold structure of the data, the local structure of the
sparse graph for a data point serves as the embedding for that point, and manifold
assumption in this context should impose local smoothness of the local structure
of the sparse graph. Namely:

Manifold assumption on the local structure of the sparse graph: nearby data

are encouraged to have similar local sparse graph structure, i.e. they should have

similar neighbors and similar edge weights in the sparse graph.

In this chapter, we restrict the information of the local sparse graph structure
for a data point to that contained in its sparse code, for the convenience of opti-
mization in terms of the sparse codes. The support of the sparse code of a data
point determines the neighbors it selects, and the nonzero elements of the sparse
code contribute to the corresponding edge weights (please refer to the details of
the sparse graph construction in Section 2). This also indicates that `2-distance is
not a suitable distance measure for sparse codes in our setting, and one can easily
imagine that two sparse codes can have very small `2-distance while their supports
are quite different, meaning that they choose different neighbors. Motivated by the
manifold assumption on the local sparse graph structure, we propose a novel `0

regularized `1-graph, abbreviated as `0-`1-graph, which uses `0-norm induced dis-
tance between the sparse codes to impose the local smoothness of the local sparse
graph structure, leading to a new `0 graph regularization. Compared to `2-norm,
`0-norm counts the number of nonzero elements in a vector and minimizing `0-
norm induced distance between two sparse codes in our new regularization term
encourages nearby data in the manifold to have similar local sparse graph struc-
ture in terms of their sparse codes. 1 Another benefit of the manifold assumption
on the local sparse graph structure is that, instead of choosing neighbors by itself,
each data point has to coordinate with its nearby data points in the manifold to
choose its neighbors, which makes the constructed sparse graph more robust to
outliers.

Although there are sparse representation methods [40, 41] that impose the spar-

1Note that for a data point, its nearby data points (in the manifold) are usually specified by
a K-nearest-neighbor graph, as will be illustrated in Section 3.2, and they are different from its
neighbors in the sparse graph for clustering.
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sity of the sparse codes by `0-norm, to the best of our knowledge, `0-`1-graph is the
first method that encourages the local smoothness of the sparse graph structure by
`0-norm so as to render sparse graph complying to the intrinsic geometric structure
of the data in the context of sparse graph based clustering. Although `0-norm is not
continuous, previous sparse representation methods such as [40] that directly opti-
mize objective function involving `0-norm demonstrate compelling performance.
In addition, instead of the greedy method such as Orthogonal Matching Pursuit
(OMP) [42], we develop a proximal method to optimize the nonconvex objective
function of `0-`1-graph with convergence guarantee.

The remainder of the chapter is organized as follows. Sparse coding, `1-graph
and `2-`1-graph are introduced in the next section, and then the detailed formu-
lation of `0-`1-graph is illustrated. We then show the clustering performance of
`0-`1-graph, and conclude the chapter. We use bold letters for matrices and vec-
tors, and regular lower letter for scalars throughout this chapter. The bold letter
with superscript indicates the corresponding column of a matrix, and the bold let-
ter with subscript indicates the corresponding element of a matrix or vector. ‖ · ‖F
and ‖ · ‖p denote the Frobenius norm and the `p-norm, and diag(·) indicates the
diagonal elements of a matrix. Also, `0-norm induced distance is abbreviated as
`0-distance throughout this chapter.

3.2 Preliminaries: Sparse Coding, `1-Graph and Its `2

Graph Regularization — `2-`1-Graph

The aim of sparse coding is to represent an input vector by a linear combination
of a few atoms of a dictionary which is usually over-complete, and the coeffi-
cients for the atoms are called sparse code. Sparse coding is widely applied in
machine learning and signal processing, and sparse code is extensively used as a
discriminative and robust feature representation with convincing performance for
classification and clustering [43, 44, 45]. Suppose the data X = [x1,x2, . . . ,xn]

lie in the d-dimensional Euclidean space IRd, and the dictionary matrix is D =

[d1,d2, . . . ,dp] ∈ IRd×p and each dk (k = 1, . . . , p) is the atom of the dictionary.
The sparse coding method seeks the linear sparse representation with respect to
the dictionary D for each vector xi by solving the following convex optimization
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problem:

αi = arg minαi ‖xi −Dαi‖2
2 + λ||αi||1 i = 1, . . . , n (3.1)

where λ is a weighting parameter for the sparsity of αi.
`1-graph [2, 3] and SSC [46, 4] apply the idea of sparse coding where the data

similarity is represented by the sparse codes. Given the data X = [x1, . . . ,xn] ∈
IRd×n, `1-graph and SSC solve the following optimization problem to obtain the
sparse representation for each data point:

min
αi
‖αi‖1 s.t. xi = Xαi (3.2)

In SSC [46, 4], it is proved that the sparse representation (4.1) for each datum
recovers the underlying subspaces from which the data are generated when the
subspaces are independent or disjoint, and certain conditions on the geometric
properties, such as the principle angle between different subspaces, hold. When
these required assumptions hold, data belonging to different subspaces are dis-
connected in the sparse graph, leading to the success of the subspace clustering.
In practice, however, one can often empirically try the same formulation to obtain
satisfactory results even without checking the assumptions.

Allowing some tolerance for inexact representation and robustness to noise [47,
48], the following Lasso-type problem is solved instead of (4.1):

min
α
‖α‖1 s.t. ‖X −Xα‖F ≤ δ, diag(α) = 0

which is equivalent to

min
αi
‖xi −Xαi‖2

2 + λ`1‖αi‖1 i = 1, . . . , n (3.3)

for some weighting parameter λ`1 > 0, and αi ∈ IRn×1, α = [α1, . . . ,αn] ∈
IRn×n is the coefficient matrix with the element αij = αji . The diagonal elements
of α are enforced to be zero, i.e. αii = 0 for 1 ≤ i ≤ n, so as to avoid trivial
solution α = In where In is a n× n identity matrix.
`1-graph constructs the sparse graph G = (X,W) where X is the set of

vertices, W is the weighted adjacency matrix of G and Wij indicates the edge
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weight, or the similarity, between xi and xj . W is set by the sparse codes:

Wij = (|αij |+ |αji|)/2 1 ≤ i, j ≤ n (3.4)

`1-graph then performs spectral clustering on the sparse similarity matrix W to
obtain the data clusters. It should be emphasized that the above sparse graph con-
struction method is used for almost all the sparse graph based clustering methods
[2, 3, 46, 4, 49] while the sparse codes could be learned in different ways.
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Figure 3.1: (a) Illustration of the manifold assumption used in our `0-`1-graph.
This figure shows an example of a two-dimensional submanifoldM in the
three-dimensional ambient space. Three neighboring points xi, xj and xk in the
submanifold are supposed to have similar sparse codes, i.e.
αi = [α1i, . . . ,αni]

>, αj = [α1j, . . . ,αnj]
> and αk = [α1k, . . . ,αnk]

>,
according to the manifold assumption. `0-distance ‖αi −αj‖0 is used to
measure the distance between sparse codes for `0-`1-graph, while `2-distance
‖αi −αj‖2 is used for most existing sparse representation methods using graph
regularization. (b) Illustration of the coefficient matrix α comprising the sparse
codes of all the data, where the black dots indicate nonzero elements, and the
inner dashed box specifies the scope of correct neighbors, i.e. the ones in the
same ground truth cluster. xk and xj choose the correct neighbors, and the local
smoothness on the local sparse graph structure would encourage xi to abandon
the two wrong neighbors encompassed by the dashed ellipse.

High dimensional data always lie on or close to a submanifold of low intrinsic
dimension, and clustering the data according to its underlying manifold structure
is important and challenging in computer vision and machine learning. While
`1-graph demonstrates better performance than many traditional similarity-based
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clustering methods, it performs sparse representation for each datum indepen-
dently without considering the geometric information and manifold structure of
the entire data. On the other hand, in order to obtain the data embedding that ac-
counts for the geometric information and manifold structure of the data, the mani-
fold assumption [5] is usually employed [6, 7, 8, 9]. Interpreting the sparse code of
a data point as its embedding, the manifold assumption in the case of sparse repre-
sentation for most existing methods requires that if two points xi and xj are close
in the intrinsic geometry of the submanifold, their corresponding sparse codes αi

and αj are also expected to be similar to each other in the sense of `2-distance
[8, 9]. In other words, α varies smoothly along the geodesics in the intrinsic ge-
ometry (see Figure 3.1(a)). Based on the spectral graph theory [39], extensive
literature uses graph Laplacian to impose local smoothness of the embedding and
preserve the local manifold structure [5, 8, 9]. Given a proper symmetric similar-
ity matrix S, the sparse code α that captures the local geometric structure of the
data in accordance with the manifold assumption by graph Laplacian minimizes
the following `2 regularization term:

1

2

n∑
i=1

n∑
j=1

Sij‖αi −αj‖2
2 = Tr(αLSα

>) (3.5)

where the `2-norm is used to measure the distance between sparse codes. LS =

DS − S is the graph Laplacian using the adjacency matrix S, the degree matrix
DS is a diagonal matrix with each diagonal element being the sum of the ele-

ments in the corresponding row of S, namely (DS)ii =
n∑
j=1

Sij . To the best of our

knowledge, such `2 regularization is employed by most methods that use graph
regularization for sparse representation. Incorporating the `2 regularization term
into the optimization problem of `1-graph, the formulation of `2 graph regulariza-
tion for `1-graph, which is also named `2-`1-graph, is

min
α
L(α) =

n∑
i=1

‖xi −Xαi‖22 + λ`1‖αi‖1 + γ`2Tr(αLSα
>) (3.6)

where γ`2 > 0 is the weighting parameter for the `2 regularization term. Fol-
lowing the representative `2 graph regularization method [8, 9], S is chosen as
the adjacency matrix of K-nearest-neighbor (KNN) graph, i.e. Sij = 1 if and
only if xi is among the K nearest neighbors of xj . Note that KNN is extensively
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used in the manifold learning literature, such as Locally Linear Embedding [50],
Laplacian Eigenmaps [51] and Sparse Manifold Clustering and Embedding [49],
to establish the local neighborhood in the manifold. Although S is not symmetric,
letting S′ = S+S>

2
, then a symmetric adjacency matrix can be used in the graph

regularization term without changing its value: Tr(αLS′α
>) = Tr(αLSα

>).
In the following subsection, we propose `0-`1-graph, which uses `0-norm to

measure the distance between the sparse codes in the graph regularization term in
(3.6) based on the manifold assumption on the local structure of the sparse graph,
leading to `0 graph regularization for `1-graph with superior clustering perfor-
mance.

Algorithm 1 Data Clustering by `0-`1-Graph
Input:

The data setX = {xi}ni=1, the number of clusters c, the parameter λ, γ, K for
`0-`1-graph, λ`1 for the initialization of the `0-`1-graph, maximum iteration
number Mc for coordinate descent, and maximum iteration number Mp for
the iterative proximal method, stopping threshold ε

1: r = 1, initialize the coefficient matrix as α(0) = α`1 .
2: while r ≤Mc do
3: Obtain α(r) from α(r−1) by coordinate descent. In i-th (1 ≤ i ≤ n) step of

the r-th iteration of coordinate descent, solve (3.8) using the iterative prox-
imal method (3.9) and (3.12) to update αi in each iteration of the proximal
method.

4: if |L(α(r))− L(α(r−1))| < ε then
5: break
6: else
7: r = r + 1.
8: end if
9: end while

10: Obtain the sub-optimal coefficient matrix α∗ when the above iterations con-
verge or maximum iteration number is achieved.

11: Build the pairwise similarity matrix by symmetrizing α∗: W∗ = |α∗|+|α∗|>
2

,
compute the corresponding normalized graph Laplacian L∗ = (D∗)−

1
2 (D∗ −

W∗)(D∗)−
1
2 , where D∗ is a diagonal matrix with D∗ii =

n∑
j=1

W∗
ij

12: Construct the matrix v = [v1, . . . ,vc] ∈ IRn×c, where {v1, . . . ,vc} are the
c eigenvectors of L∗ corresponding to its c smallest eigenvalues. Treat each
row of v as a data point in IRc, and run K-means clustering method to obtain
the cluster labels for all the rows of v.

Output: The cluster label of xi is set as the cluster label of the i-th row of v,
1 ≤ i ≤ n.
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3.3 The proposed `0-`1-Graph

Different from the previous graph regularized sparse representation methods [8, 9]
where the sparse code of a data point serves as feature representation of that point
for various learning tasks, the performance of sparse graph based clustering solely
depends on the sparse graph. Since the only information of each data point in
the sparse graph is its associated local structure of the sparse graph, rendering a
sparse graph in accordance to the geometric information and manifold structure
of the data requires the manifold assumption on the local sparse graph structure,
mentioned in the introduction. This new variant of the manifold assumption en-
courages local smoothness on the local sparse graph structure. Such local smooth-
ness is prone to produce the sparse graph complying to the manifold structure of
the data. It also encourages the data points to coordinate with each other in se-
lecting their neighbors. In the frequent case that most of the neighbors of a data
point have nearly correct neighbor selection, the said local smoothness effectively
advises this point to make a potentially better neighbor selection, compared to
choosing neighbors on its own, especially when this point is subject to noise or
itself is an outlier (see Figure 3.1(b)).

To facilitate optimization in terms of the sparse codes, we restrict the informa-
tion of the local sparse graph structure for a data point to be that contained in its
sparse code. Based on the construction of the sparse graph in Section 3.2, the local
sparse graph structure contained in the sparse code of a data point is its support
and nonzero elements: the support determines the neighbors it chooses and the
nonzero elements contribute to the edge weights. Note that if the sparse codes of
two data points have zero `0-distance, then they have similar local sparse graph
structure. This motivates us to propose `0-`1-graph which employs `0-norm to
measure the distance between sparse codes and promote local smoothness of the
sparse graph structure. The optimization problem of `0-`1-graph is

min
α
L(α) =

n∑
i=1

‖xi −Xαi‖22 + λ‖αi‖1 + γRS(α) (3.7)

where RS(α) =
n∑

i,j=1

Sij‖αi −αj‖0 is the `0 regularization term, S is the adja-

cency matrix of the KNN graph, γ > 0 is the weighting parameter for `0 graph
regularization term.

We use coordinate descent to optimize (3.7) with respect to αi, i.e. in each step
the i-th column of α, while fixing all the other sparse codes {αj}j 6=i. In each step
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of coordinate descent, the optimization problem for αi is

min
αi

F (αi) = ‖xi −Xαi‖22 + λ‖αi‖1 + γRS̃(αi) (3.8)

where RS̃(αi) =
n∑
j=1

S̃ij‖αi −αj‖0, S̃ = S + S>

Inspired by recent advances in solving non-convex optimization problems by
proximal linearized method [52], we propose an iterative proximal method to op-
timize the nonconvex problem (3.8). In the following text, the superscript with
bracket indicates the iteration number of the proposed proximal method or the
iteration number of the coordinate descent without confusion.

In t-th (t ≥ 1) iteration of our proximal method, gradient descent is performed
on the square loss term of (3.8), i.e. P (αi) = ‖xi −Xαi‖2

2:

α̃i
(t)

= αi
(t−1) − 2

τs
(X>Xαi

(t−1) −X>xi) (3.9)

where τ > 1 is a constant and s is the Lipschitz constant for the gradient of
function P (·), namely

‖∇P (Y)−∇P (Z)‖F ≤ s‖Y − Z‖F , ∀Y,Z ∈ IRn (3.10)

Then α(t) is obtained as the solution to the following `0-`1 regularized problem:

αi
(t)

= arg minv∈IRn,vi=0

τs

2
‖v − α̃(t)‖2

2 + λ‖v‖1 + γRS̃(v) (3.11)

Using the fact that max{|α̃(t)| − λ
τs
, 0} ◦ sign(α̃(t)) is the solution to

arg min
v

τs

2
‖v − α̃(t)‖2

2 + λ‖v‖1

where ◦ denotes element-wise multiplication, Proposition 1 below shows the closed
form solution to the `0-`1 regularized subproblem (3.11):

Proposition 1. Define F (vk) = τs
2
‖vi − α̃(t)

k ‖2
2 + λ|vk| + γRS̃(vk) for vk ∈ IR

and RS̃(vk) ,
n∑
j=1

S̃ij‖vk −αjk‖0. Let u = max{|α̃(t)| − λ
τs
, 0} ◦ sign(α̃(t)), and

let v∗ be the optimal solution to (3.11). Then the k-th element of v∗ is

v∗k =

 arg minvk∈{uk}∪{αjk}{j:S̃ij 6=0}
F (vk) : k 6= i

0 : k = i
(3.12)
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Proposition 1 suggests an efficient way of obtaining the solution to (3.11). Ac-
cording to (3.12), αi(t) = v∗ can be obtained by searching over a candidate set
of size K + 1, where K is the number of nearest neighbors to construct the KNN
graph S for `0-`1-graph.

The iterative proximal method starts from t = 1 and continues until the se-
quence {F (αi

(t)
)} converges or maximum iteration number is achieved. When

the proximal method converges or terminates for each αi, the step of coordinate
descent for αi is finished and the optimization algorithm proceeds to optimize
other sparse codes. We initialize α as α(0) = α`1 and α`1 is the sparse codes
generated by `1-graph by solving (3.3) with some proper weighting parameter
λ`1 . In all the experimental results shown in the next section, we empirically set
λ`1 = 0.1.

The data clustering algorithm by `0-`1-graph is described in Algorithm 1. Let-
ting the maximum iteration number for coordinate descent be Mc, and maximum
iteration number Mp for each step of the coordinate descent, then the time com-
plexity of running the coordinate descent for `0-`1-graph is O(McMpn

3). More-
over, the following theorem shows that with a properly chosen s for gradient de-
scent in (3.9), each iteration of the proposed proximal method decreases the value
of the objective function F (·) in (3.8). Since each step of coordinate descent
decreases the objective L, our coordinate descent method optimizing L always
converges.

Theorem 3. Let s = 2σmax(X>X) where σmax(·) indicates the largest eigen-

value of a matrix, then the sequence {F (αi
(t)

)} generated by the proximal method

with (3.9) and (3.12) decreases, and the following inequality holds for t ≥ 1:

F (αi
(t)

) ≤ F (αi
(t−1)

)− (τ − 1)s

2
‖αi(t) −αi(t−1)‖2

F (3.13)

It follows that the sequence {F (αi
(t)

)}t converges as a sequence indexed by t
for each 1 ≤ i ≤ n, so our proximal method converges.

Table 3.1: Clustering Results on Three UCI Data Sets

Data Set Measure KM SC `1-graph SMCE `2-`1-graph `0-`1-graph

Heart AC 0.5889 0.6037 0.6370 0.5963 0.6259 0.6481
NMI 0.0182 0.0269 0.0529 0.0255 0.0475 0.0637

Ionosphere AC 0.7095 0.7350 0.5071 0.6809 0.7236 0.7635
NMI 0.1285 0.2155 0.1117 0.0871 0.1621 0.2355

Breast AC 0.8541 0.8822 0.9033 0.8190 0.9051 0.9051
NMI 0.4223 0.4810 0.5258 0.3995 0.5249 0.5333
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Table 3.2: Clustering Results on COIL-20 Database

COIL-20
# Clusters

Measure KM SC `1-graph SMCE `2-`1-graph `0-`1-graph

K = 4 AC 0.6625 0.6701 1.0000 0.7639 0.7188 1.0000
NMI 0.5100 0.5455 1.0000 0.6741 0.6129 1.0000

K = 8 AC 0.5157 0.4514 0.7986 0.5365 0.6858 0.9705
NMI 0.5342 0.4994 0.8950 0.6786 0.6927 0.9581

K = 12 AC 0.5823 0.4954 0.7697 0.6806 0.7512 0.8333
NMI 0.6653 0.6096 0.8960 0.8066 0.7836 0.9160

K = 16 AC 0.6689 0.4401 0.8264 0.7622 0.8142 0.8750
NMI 0.7552 0.6032 0.9294 0.8730 0.8511 0.9435

K = 20 AC 0.6504 0.4271 0.7854 0.7549 0.7771 0.8208
NMI 0.7616 0.6202 0.9148 0.8754 0.8534 0.9297

Table 3.3: Clustering Results on COIL-100 Database

COIL-100
# Clusters

Measure KM SC `1-graph SMCE `2-`1-graph `0-`1-graph

K = 20 AC 0.5875 0.4493 0.5340 0.6208 0.6681 0.9250
NMI 0.7448 0.6680 0.7681 0.7993 0.7933 0.9682

K = 40 AC 0.5774 0.4160 0.5819 0.6028 0.5944 0.8465
NMI 0.7662 0.6682 0.7911 0.7919 0.7991 0.9484

K = 60 AC 0.5330 0.3225 0.5824 0.5877 0.6009 0.7968
NMI 0.7603 0.6254 0.8310 0.7971 0.8059 0.9323

K = 80 AC 0.5062 0.3135 0.5380 0.5740 0.5632 0.7970
NMI 0.7458 0.6071 0.8034 0.7931 0.7934 0.9240

K = 100 AC 0.4928 0.2833 0.5310 0.5625 0.5493 0.7425
NMI 0.7522 0.5913 0.8015 0.8057 0.8055 0.9105

Figure 3.2: The comparison between the weighed adjacency matrix W of the
sparse graph produced by `1-graph (right) and `0-`1-graph (left) on the Extended
Yale Face Database B, where each white dot indicates an edge in the sparse
graph.

3.4 Experimental Results

The superior clustering performance of `0-`1-graph is demonstrated by extensive
experimental results on various data sets. `0-`1-graph is compared to K-means
(KM), Spectral Clustering (SC), `1-graph, Sparse Manifold Clustering and Em-
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Table 3.4: Clustering Results on the Extended Yale Face Database B.

Yale-B
# Clusters

Measure KM SC `1-graph SMCE `2-`1-graph `0-`1-graph

c = 10 AC 0.1780 0.1937 0.7580 0.3672 0.4563 0.8750
NMI 0.0911 0.1278 0.7380 0.3264 0.4578 0.8134

c = 15 AC 0.1549 0.1748 0.7620 0.3761 0.4778 0.7754
NMI 0.1066 0.1383 0.7590 0.3593 0.5069 0.7814

c = 20 AC 0.1227 0.1490 0.7930 0.3542 0.4635 0.8376
NMI 0.0924 0.1223 0.7860 0.3789 0.5046 0.8357

c = 30 AC 0.1035 0.1225 0.8210 0.3601 0.5216 0.8475
NMI 0.1105 0.1340 0.8030 0.3947 0.5628 0.8652

c = 38 AC 0.0948 0.1060 0.7850 0.3409 0.5091 0.8500
NMI 0.1254 0.1524 0.7760 0.3909 0.5514 0.8627

Table 3.5: Clustering Results on CMU PIE Data

CMU PIE
# Clusters

Measure KM SC `1-graph SMCE `2-`1-graph `0-`1-graph

c = 20 AC 0.1327 0.1288 0.2329 0.2450 0.3076 0.3294
NMI 0.1220 0.1342 0.2807 0.3047 0.3996 0.4205

c = 40 AC 0.1054 0.0867 0.2236 0.1931 0.3412 0.3525
NMI 0.1534 0.1422 0.3354 0.3038 0.4789 0.4814

c = 68 AC 0.0829 0.0718 0.2262 0.1731 0.3012 0.3156
NMI 0.1865 0.1760 0.3571 0.3301 0.5121 0.4800
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Figure 3.3: Clustering performance with different values of γ, i.e. the weight for
the regularization term in `0-`1-graph, on the UMIST Face Data. Left: Accuracy;
Right: NMI.

bedding (SMCE) [49], and `2-`1-graph introduced in Section 3.2.

3.4.1 Evaluation Metric

Two measures are used to evaluate the performance of the clustering methods: the
accuracy and the Normalized Mutual Information (NMI) [53]. Let the predicted
label of the datum xi be ŷi which is produced by the clustering method, and yi is
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Table 3.6: Clustering Results on CMU Multi-PIE which Contains the Facial Images
Captured in Four Sessions (S1 to S4)

Data Measure KM SC `1-graph SMCE `2-`1-graph `0-`1-graph

MPIE S1
AC 0.1167 0.1309 0.5892 0.1721 0.4173 0.6815

NMI 0.5021 0.5289 0.7653 0.5514 0.7750 0.8854

MPIE S2
AC 0.1330 0.1437 0.6994 0.1898 0.5009 0.7364

NMI 0.4847 0.5145 0.8149 0.5293 0.7917 0.9048

MPIE S3
AC 0.1322 0.1441 0.6316 0.1856 0.4853 0.7138

NMI 0.4837 0.5150 0.7858 0.5155 0.7837 0.8963

MPIE S4
AC 0.1313 0.1469 0.6803 0.1823 0.5246 0.7649

NMI 0.4876 0.5251 0.8063 0.5294 0.8056 0.9220

Table 3.7: Clustering Results on UMIST Face Data

UMIST Face
# Clusters

Measure KM SC `1-graph SMCE `2-`1-graph `0-`1-graph

K = 4 AC 0.4848 0.5691 0.4390 0.5203 0.5854 0.5854
NMI 0.2889 0.4351 0.4645 0.3314 0.4686 0.4640

K = 8 AC 0.4330 0.4789 0.4836 0.4695 0.5399 0.6948
NMI 0.5373 0.5236 0.5654 0.5744 0.5721 0.7333

K = 12 AC 0.4478 0.4655 0.4505 0.4955 0.5706 0.6967
NMI 0.6121 0.6049 0.5860 0.6445 0.6994 0.7929

K = 16 AC 0.4297 0.4539 0.4124 0.4747 0.4700 0.6544
NMI 0.6343 0.6453 0.6199 0.6909 0.6714 0.7668

K = 20 AC 0.4216 0.4174 0.4087 0.4452 0.4991 0.7026
NMI 0.6377 0.6095 0.6111 0.6641 0.6893 0.8038
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Figure 3.4: Clustering performance with different values of K, i.e. the number of
nearest neighbors for the regularization term in `0-`1-graph, on the UMIST Face
Data. Left: Accuracy; Right: NMI.

its ground truth label. The accuracy is defined as

Accuracy =
1IΩ(ŷi)6=yi

n
(3.14)

where 1I is the indicator function, and Ω is the best permutation mapping function
by the Kuhn-Munkres algorithm [54]. The more predicted labels match the ground
truth ones, the more accuracy value is obtained.
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Let X̂ be the index set obtained from the predicted labels {ŷi}ni=1 and X be the
index set from the ground truth labels {yi}ni=1. The mutual information between
X̂ and X is

MI(X̂,X) =
∑

x̂∈X̂,x∈X

p(x̂, x)log2(
p(x̂, x)

p(x̂)p(x)
) (3.15)

where p(x̂) and p(x) are the margined distribution of X̂ and X respectively, in-
duced from the joint distribution p(x̂, x) over X̂ and X . Letting H(X̂) and H(X)

be the entropy of X̂ and X , then the normalized mutual information (NMI) is
defined as

NMI(X̂,X) =
MI(X̂,X)

max{H(X̂), H(X)}
(3.16)

It can be verified that the normalized mutual information takes values in [0, 1].
The accuracy and the normalized mutual information have been widely used for
evaluating the performance of the clustering methods [8, 3, 53].

3.4.2 Clustering on UCI Data Sets

We conduct experiments on three real data sets from UCI machine learning repos-
itory [55], i.e. Heart, Ionosphere and Breast Cancer (Breast), to reveal the clus-
tering performance of `0-`1-graph on general data sets. The clustering results on
these three data sets are shown in Table 3.1.

3.4.3 Clustering On COIL-20 and COIL-100 Data

COIL-20 Database has 1440 images of resolution 32 × 32 for 20 objects, and
the background is removed in all images. The dimension of this data is 1024.
Its enlarged version, COIL-100 Database, contains 100 objects with 72 images
of resolution 32 × 32 for each object. The images of each object were taken 5

degrees apart when each object was rotated on a turntable. The clustering results
on these two data sets are shown in Tables 3.2 and 3.3 respectively. It can be
observed that `2-`1-graph produces better clustering accuracy than `1-graph, since
graph regularization produces locally smooth sparse codes aligned to the local
manifold structure of the data. Using the `0-norm in the graph regularization term
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to render the sparse graph that is better aligned to the geometric structure of the
data, `0-`1-graph always performs better than all other competing methods.

3.4.4 Clustering on Yale-B, CMU PIE, CMU Multi-PIE, UMIST
Face Data

The Extended Yale Face Database B contains face images for 38 subjects with 64

frontal face images taken under different illuminations for each subject. CMU PIE
face data contains cropped face images of size 32×32 for 68 persons, and there are
around 170 facial images for each person under different illumination and expres-
sions, with a total number of 11554 images. CMU Multi-PIE (MPIE) data [56]
contains the facial images captured in four sessions. The UMIST Face Database
consists of 575 images of size 112× 92 for 20 people. Each person is shown in a
range of poses from profile to frontal views, each in a separate directory labelled
1a, 1b, . . . , 1t, and images are numbered consecutively as they were taken. The
clustering results on these four face data sets are shown in Table 3.4, Table 3.5,
Table 3.6 and Table 3.7 respectively. We conduct an extensive experiment on
the popular face data sets in this subsection, and we observe that `0-`1-graph al-
ways achieves the highest accuracy, and best NMI for most cases, revealing the
outstanding performance of our method and the effectiveness of manifold regu-
larization on the local sparse graph structure. Figure 3.2 demonstrates that the
sparse graph generated by `0-`1-graph effectively removes many incorrect neigh-
bors for many data points through local smoothness of the sparse graph structure,
compared to `1-graph.

3.4.5 Parameter Setting

There are two essential parameters for `0-`1-graph, i.e. γ for the `0 regularization
term and K for building the adjacency matrix of the KNN graph. We use the
sparse codes generated by `1-graph with weighting parameter λ`1 = 0.1 in (3.3)
to initialize both `0-`1-graph and `2-`1-graph, and set λ = γ = 0.1 in (3.7) and
K = 5 for `0-`1-graph empirically throughout all the experiments. The maximum
iteration number M = 100 and the stopping threshold ε = 10−5.

In order to investigate how the performance of `0-`1-graph varies with param-
eter γ and K, we vary the weighting parameter γ and K, and illustrate the result
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in Figures 3.3 and 3.4 respectively. The performance of `0-`1-graph is noticeably
better than other competing algorithms over a relatively large range of both λ and
K, which demonstrates the robustness of our algorithm with respect to the param-
eter settings. We also note that a too small K (near to 1) or too big K (near to 10)
results in under regularization and over regularization.

3.4.6 Efficient Parallel Computing by CUDA Implementation

We have implemented `0-`1-graph in both MATLAB and CUDA C programming
language on the cutting edge GPU, NVIDIA K40. Although the coordinate de-
scent algorithm employed in Algorithm 1 cannot be parallelized since the result
of each step of coordinate descent depends on other steps, we manage to imple-
ment all the matrix operations in the proposed proximal method by CUDA C.
Throughout all the experiments, we consistently observe a speedup of around 20

times by our CUDA C implementation, compared to the well designed MATLAB
implementation. Both the MATLAB and CUDA C code will be available for
downloading.

3.5 Conclusion

We propose a novel `0-`1-graph for data clustering, which employs manifold as-
sumption to align the sparse codes of `1-graph to the manifold structure of the
original data. In contrast to most existing methods that use `2-norm to measure
the distance between sparse codes in graph regularization for sparse representa-
tion, `0-`1-graph employs `0-norm to measure the distance between sparse codes
so as to impose the local smoothness of the local sparse graph structure, leading
to a sparse graph better aligned to the manifold structure of the data. We use co-
ordinate descent to optimize the objective function of `0-`1-graph and propose an
iterative proximal method to perform each step of the coordinate. The effective-
ness of `0-`1-graph for data clustering is demonstrated by extensive experiment
on various real data sets.
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3.6 Proof of Theorem 3

Proof. First of all, when s is twice the maximum eigenvalue of X>X , then s is
the Lipschitz constant for the gradient of function P . To see this, with P (Y) =

‖xi −XY‖2
2, we have∇P (Y) = 2(X>XY −X>xi), and

‖P (Y)−∇P (Z)‖2 = 2‖X>X(Y − Z)‖2 (3.17)

≤ 2σmax(X>X) · ‖(Y − Z)‖2

Define f(v) = λ‖v‖1 + γRS(v).

Since αi(t) = arg min
v∈IRn,vi=0

γs
2
‖v − α̃i

(t)
‖2

2 + f(v),

τs

2
‖αi(t) − α̃i

(t)
‖22 + f(αi

(t)
) (3.18)

≤ τs

2
‖∇P (αi

(t−1)
)

τs
‖22 + f(αi

(t−1)
)

which is equivalent to

〈∇P (αi
(t−1)

),αi
(t) −αi(t−1)〉+

τs

2
‖αi(t) −αi(t−1)‖2F + f(αi

(t)
) (3.19)

≤ f(αi
(t−1)

)

Also, since s is the Lipschitz constant for∇P ,

P (αi
(t)

) ≤ P (αi
(t−1)

) + 〈∇P (αi
(t−1)

),αi
(t) −αi(t−1)〉 (3.20)

+
s

2
‖αi(t) −αi(t−1)‖22

Combining (3.19) and (3.20), we have

F (αi
(t)

) ≤ F (αi
(t−1)

) (3.21)

− (τ − 1)s

2
‖αi(t) −αi(t−1)‖22

And (A.46) is verified. Since the sequence {F (αi
(t)

)}t is decreasing as se-
quence indexed by t with lower bound 0, it must converge.
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CHAPTER 4

SUBSPACE LEARNING WITH `0-GRAPH

4.1 Introduction

High-dimensional data often lie in a set of low-dimensional subspaces in many
practical scenarios. Based on this observation, subspace clustering algorithms
[57] aim to partition the data such that data belonging to the same subspace are
identified as one cluster. Among various subspace clustering algorithms, the ones
that employ sparsity prior, such as Sparse Subspace Clustering (SSC) [4], have
been proven to be effective in separating the data in accordance with the subspaces
that the data lie in under certain assumptions.

Sparse subspace clustering methods construct a sparse graph by sparse rep-
resentation of the data, where the vertices represent the data. Subspace-sparse

representation ensures that vertices corresponding to different subspaces are dis-

connected in the sparse graph, and such a sparse graph is named a subspace-

consistent sparse graph. A subspace-consistent sparse graph produces compelling
performance with standard graph based learning methods such as spectral cluster-
ing [10] and label propagation [11] for semi-supervised learning. [4] proves that
when the subspaces are independent or disjoint, then subspace-sparse representa-
tions can be obtained by solving the canonical sparse coding problem using data
as the dictionary under certain conditions on the rank, or singular value of the data
matrix and the principle angle between the subspaces respectively. Under the in-
dependence assumption on the subspaces, low rank representation [58, 59] is also
proposed to recover the subspace structures. Relaxing the assumptions on the sub-
spaces to allow overlapping subspaces, the Greedy Subspace Clustering [60] and
the Low-Rank Sparse Subspace Clustering [61] achieve subspace-sparse represen-
tation with high probability. However, their results rely on the semi-random model
or full-random model which assumes that the data in each subspace are generated
i.i.d. uniformly on the unit sphere in that subspace as well as certain additional
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conditions on the size and dimensionality of the data. In addition, the geometric
analysis in [62] also adopts the semi-random model and it handles overlapping
subspaces. Noisy SSC proposed in [47] handles noisy data that lie in disjoint or
overlapping subspaces.

To avoid the non-convex optimization problem incurred by `0-norm, most of
the sparse subspace clustering or sparse graph based clustering methods use `1-
norm [2, 3, 49, 4, 63] or `2-norm with thresholding [64] to impose the sparsity on
the constructed similarity graph. In addition, `1-norm has been widely used as a
convex relaxation of `0-norm for efficient sparse coding algorithms [65, 66, 67].
On the other hand, sparse representation methods such as [40] that directly opti-
mize objective function involving `0-norm demonstrate compelling performance
compared to its `1-norm counterpart. It remains an interesting question whether
sparse subspace clustering equipped with `0-norm, which is the origination of the
sparsity that counts the number of nonzero elements, has an advantage in obtain-
ing the subspace-sparse representation. In this chapter, we propose `0-induced
sparse subspace clustering which employs `0-norm to enforce the sparsity of rep-
resentation, and we present a novel `0-graph for optimization. This chapter offers
two major contributions:

Theoretical Results on `0-Induced Almost Surely Subspace-Sparse Rep-
resentation We present the theory of the `0-induced sparse subspace clus-
tering (`0-SSC), which shows that `0-SSC renders subspace-sparse repre-
sentation, and consequently the subspace-consistent sparse graph, almost
surely under minimum assumptions on the underlying subspaces the data
lie in, i.e. subspaces are distinct. To the best of our knowledge, this is the
mildest assumption on the subspaces compared to most existing sparse sub-
space clustering methods. Furthermore, our theory presented in Theorem 8
assumes that the data in each subspace are generated i.i.d. from arbitrary
continuous distribution supported on that subspace, which is milder than the
assumption of semi-random model in [60] and [61] that assume the data are
i.i.d. uniformly distributed on the unit sphere in each subspace. Moreover,
we prove that under the general conditions in Theorem 8, finding subspace
representation cannot be computationally cheaper than solving the corre-
sponding `0 problem. In fact, if there is an algorithm that obtains subspace
representation for each data point, then it can be used to get the optimal
solution to the `0 problem for `0-SSC by an additional step of polynomial
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complexity.

Efficient Optimization With Theoretical Guarantee The optimization
problem of `0-SSC is NP-hard and it is impractical to directly pursue the
global optimal solution. Instead, we develop a novel algorithm named `0-
graph which obtains a sub-optimal solution by a new efficient proximal
method which converges to the critical point of the original objective, and
`0-graph uses the sub-optimal solution to build a sparse similarity matrix for
clustering. The bound for the distance between the sub-optimal solution and
the global optimal solution under the assumption of the sparse eigenvalue
on the data is given.

Note that SSC-OMP [68] adopts Orthogonal Matching Pursuit (OMP) [42] to
choose neighbors for each datum in the sparse graph, which can be interpreted as
approximately solving a `0 problem. We implement SSC-OMP and name it OMP-
graph which solves the `0 problem of `0-SSC by OMP. However, SSC-OMP does
not present the nice theoretical properties of the `0-SSC. In contrast, `0-graph ob-
tains a sub-optimal solution to the objective of `0-SSC, and we give theory about
the distance between the sub-optimal solution and the global optimal solution to
the `0-SSC problem under the assumption of sparse eigenvalues on the data ma-
trix. Moreover, extensive experimental results show the significant performance
advantage of `0-graph over the OMP-graph.

The remaining parts of the chapter are organized as follows. The representative
subspace clustering methods, SSC [4], are introduced in the next subsection. The
theoretical property of `0-SSC, detailed formulation of `0-graph and theoretical
guarantee on the obtained sub-optimal solution are illustrated. We then show the
clustering and semi-supervised learning performance of the proposed `0-graph,
and conclude the chapter. We use bold letters for matrices and vectors, and regular
lowercase letters for scalars throughout this chapter. A bold letter with superscript
indicates the corresponding column of a matrix, and a bold letter with subscript
indicates the corresponding element of a matrix or vector. ‖ · ‖F and ‖ · ‖p denote
the Frobenius norm and the `p-norm, and diag(·) indicates the diagonal elements
of a matrix.
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4.1.1 Sparse Subspace Clustering and `1-Graph

SSC [4] and `1-graph [2, 3] employ the broadly used sparse representation [43, 44,
45, 63] of the data to construct the sparse graph. With the dataX = [x1, . . . ,xn] ∈
IRd×n where n is the size of the data and d is the dimensionality, SSC and `1-graph
solves the following sparse coding problem:

min
α
‖α‖1 s.t.X = Xα, diag(α) = 0 (4.1)

Both SSC and `1-graph construct a sparse graph G = (X,W) where the data
X are represented as vertices, W of size n × n is the weighed adjacency matrix
of the sparse graph G and Wij indicates the edge weight, or similarity between
xi and xj . Note that there is an edge between xi and xj iff Wij 6= 0. W is set by
the sparse codes α as

Wij = (|αij |+ |αji|)/2 1 ≤ i, j ≤ n (4.2)

Furthermore, if the underlying subspaces that the data lie in are independent
or disjoint, [4] proves that the optimal solution to (4.1) is the subspace-sparse
representation under several additional conditions. The sparse representation α

is called subspace-sparse representation if the nonzero elements of αi, namely

the sparse representation of the datum xi, correspond to the data points in the

same subspace as xi. Therefore, vertices corresponding to different subspaces
are disconnected in the sparse graph. With the subsequent spectral clustering [10]
applied on such sparse graph, compelling clustering performance is achieved.

Allowing some tolerance for inexact representation, robust sparse subspace
clustering methods such as [47, 48] turn to solve the following Lasso-type prob-
lem for SSC and `1-graph:

min
α
‖α‖1 s.t. ‖X −Xα‖F ≤ δ, diag(α) = 0

which is equivalent to the following problem

min
α
‖X −Xα‖2F + λ`1‖α‖1 s.t. diag(α) = 0 (4.3)

where λ`1 > 0 is a weighting parameter for the `1 term.
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Table 4.1: Assumptions on the subspaces and random data generation (for
randomized part of the algorithm) for different subspace clustering methods.
Note that S1 < S2 < S3 < S4, D1 < D2, where the assumption on the right hand
side of < is milder than that on the left hand side. The methods that are based on
these assumptions are listed as follows. S1: [58, 59]; S2:[4]; S3:[60, 61, 47, 62];
D1: The data in each subspace are generated i.i.d. uniformly on the unit sphere in
that subspace [60, 61, 62, 48]. D2: The data in each subspace are generated i.i.d.
from arbitrary continuous distribution supported on that subspace.

Assumption on Subspaces Explanation
S1:Independent Subspaces Dim[S1 ⊗ S2 . . .SK ] =

∑
k

Dim[Sk]

S2:Disjoint Subspaces Sk ∩ Sk′ = 0 for k 6= k′

S3:Overlapping Subspaces 1 ≤ Dim[Sk ∩ Sk′ ] < min{Dim[Sk],Dim[Sk′ ]} for k 6= k′

S4:Distinct Subspaces (`0-Graph) Sk 6= Sk′ for k 6= k′

Assumption on Random Data Generation Explanation
D1:Semi-Random Model or Full-Random Model See caption above

D2:IID (`0-Graph) See caption above

4.2 `0-Induced Sparse Subspace Clustering

In this chapter, we investigate `0-induced sparse subspace clustering method, which
solves the following `0 problem:

min
α
‖α‖0 s.t.X = Xα, diag(α) = 0 (4.4)

And the solution to the above problem is used to build a sparse graph for cluster-
ing as that for `1-graph. We then give the theorem about `0-induced almost surely
subspace-sparse representation, and the proof is presented in the supplementary
document for this chapter.

Theorem 4. (`0-Induced Almost Surely Subspace-Sparse Representation) Sup-

pose the data X = [x1, . . . ,xn] ∈ IRd×n lie in a union of K distinct subspaces

{Sk}Kk=1 of dimensions {dk}Kk=1, i.e. Sk 6= Sk′ for k 6= k′. Let X(k) ∈ IRd×nk

denote the data that belong to subspace Sk, and
K∑
k=1

nk = n. When nk ≥ dk + 1, if

the data belonging to each subspace are generated i.i.d. from arbitrary unknown

continuous distribution supported on that subspace,1 then with probability 1, the

optimal solution to (A.39), denoted by α∗, is a subspace-sparse representation,

i.e. nonzero elements in α∗i corresponds to the data that lie in the same subspace

as xi.
1Continuous distribution here indicates that the data distribution is non-degenerate in the sense that the probability

measure of any hyperplane of dimension less than that of the subspace is 0.
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According to Theorem 8, `0-SSC (A.39) obtains the subspace-sparse represen-
tation almost surely under minimum assumption on the subspaces; i.e. it only
requires that the subspaces be distinct. To the best of our knowledge, this is the
mildest assumption on the subspaces for most existing sparse subspace cluster-
ing methods. Moreover, the only assumption on the data generation is that the
data in each subspace are i.i.d. random samples from arbitrary continuous dis-
tributions supported on that subspace. In the light of assumed data distribution,
such assumption on the data generation is much milder than the assumption of
the semi-random model in ([60, 61, 62]) (note that the data can always be nor-
malized to have unit norm and reside on the unit sphere). Table 4.1 summarizes
different assumptions on the subspaces and random data generation for different
subspace clustering methods including sparse subspace clustering methods. It can
be seen that `0-SSC has mildest assumption on both subspaces and the random
data generation.

The `0 sparse representation problem (A.39) is known to be NP-hard. One may
ask if there is a shortcut to the almost surely subspace-sparse representation under
the very mild assumption in Theorem 8. We show that such shortcut is almost
surely impossible. Interestingly, the inverse of Theorem 8 also holds. Namely,
suppose there is an algorithm which, for each data point xi, can find the data from
the same subspace as xi that linearly represent xi; then such representation almost
surely leads to the solution to the corresponding `0 problem as

min
αi
‖αi‖0 s.t. xi = Xαi, αii = 0 (4.5)

Theorem 5. (There is “no free lunch” for obtaining subspace representation un-
der the general conditions of Theorem 8) Under the assumptions of Theorem 8, if
there is an algorithm which, for any data point xi ∈ Sk, i ∈ [n], k ∈ [K], can find
the data from the same subspace as xi that linearly represent xi, i.e.

xi = Xβ (βi = 0) (4.6)

where nonzero elements of β correspond to the data that lie in the subspace Sk,
then, with probability 1, the solution to the `0 problem (A.41) can be obtained

from β in O(n̂3) time, where n̂ is the number of nonzero elements in β.

Therefore, we have the interesting “no free lunch” conclusion: With proba-
bility 1, finding the subspace representation for each data point cannot be much
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computationally cheaper than solving the `0 sparse representation (A.39).

4.3 Optimization of `0-Graph

Similar to the case of SSC and `1-graph, by allowing tolerance for inexact repre-
sentation, we turn to optimize the following `0 problem 2 for `0-SSC.

min
α∈IRn×n,diag(α)=0

L(α) = ‖X −Xα‖2F + λ‖α‖0 (4.7)

Problem (4.7) is NP-hard, and it is impractical to seek its global optimal solu-
tion. The literature extensively resorts to approximate algorithms, such as Orthog-
onal Matching Pursuit [42], or algorithms that use surrogate functions [69], for `0

problems. In this chapter we present `0-graph for data clustering, and `0-graph
employs an iterative proximal method to optimize (4.7) and obtains a sub-optimal
solution with theoretical guarantee. The sub-optimal solution is used to build a
sparse similarity matrix for clustering in `0-graph. In the following text, the su-
perscript with bracket indicates the iteration number of the proposed proximal
method. Note that problem (4.7) is equivalent to a set of problems

min
αi∈IRn,αii=0

L(αi) = ‖xi −Xαi‖22 + λ‖αi‖0 (4.8)

for 1 ≤ i ≤ n. We describe the iterative proximal method for optimizing L(αi)

with respect to the sparse code of the i-th data point, i.e. αi, for any 1 ≤ i ≤ n.
We initialize α as α(0) = α`1 and α`1 is the sparse codes generated by SSC or
`1-graph via solving (4.3) with λ`1 = λ. The data matrix X is normalized such
that each column has unit `2-norm.

In t-th iteration of our proximal method for t ≥ 1, gradient descent is performed
on the squared loss term of L(αi), i.e. Q(αi) = ‖xi −Xαi‖2

2, to obtain

α̃i
(t)

= αi
(t−1) − 2

τs
(X>Xαi

(t−1) −X>X) (4.9)

where τ is any constant that is greater than 1. s is the Lipschitz constant for the

2Even if one sticks to the very original formulation without noise tolerance, (A.39) is still
equivalent to (4.7) with some Lagrangian multiplier λ.
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gradient of function Q(·), namely

‖∇Q(y)−∇Q(z)‖2 ≤ s‖y − z‖2, ∀y, z ∈ IRn (4.10)

s is usually chosen as two times the largest eigenvalue of X>X . Due to the
sparsity of αi, s can be much smaller which ensures the shrinkage of the support
of the sequence {αi(t)}t and the sparsity of the sub-optimal solution. αi(t) is then
the solution to the following `0 regularized problem:

αi
(t)

= arg min
v∈IRn

τs

2
‖v − α̃i

(t)
‖22 + λ‖v‖0 (4.11)

s.t. vi = 0

It can be verified that (4.11) has closed-form solution, and the j-th element of
αi

(t) is

αij
(t)

=

 0 : |α̃ij
(t)
| <

√
2λ
τs or i = j

α̃ij
(t)

: otherwise
(4.12)

for 1 ≤ j ≤ n. The iterations start from t = 1 and continue until the sequence
{L(αi

(t)
)}t or {αi(t)}t converges or maximum iteration number is achieved. With

the obtained sub-optimal solution, a sparse similarity matrix is built as the weighted
adjacency matrix of a sparse graph. Spectral clustering is performed upon such
sparse graph to get the clustering result, as described in Algorithm 2 for `0-graph.
The time complexity of our iterative proximal method isO(n2Mmax) whereMmax

is the number of iterations (or maximum number of iterations) for the iterative
proximal method.

4.4 Theoretical Analysis

In this section we present the bound for the distance between the sub-optimal so-
lution by by `0-graph and the global optimal solution to the objective problem
(A.52). We first prove that the sequence {αi(t)}t produced by our iterative prox-
imal method has shrinking support and the objective sequence {L(αi

(t)
)}t is de-

creasing so that it always converges in Lemma 7. Under the assumptions of sparse
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eigenvalues on the data X , we show that the sub-optimal solution by `0-graph is
actually a critical point, namely {αi(t)}t converges to a critical point of the ob-
jective (A.52); and this sub-optimal solution and the global optimal solution to
(A.52) are local solutions of a carefully designed capped-`1 regularized problem.
Based on established theory in [70] that deals with the distance between different
local solutions, the bound for distance between the sub-optimal solution and the
global optimal solution is presented in Theorem 10, again under the assumption
of sparse eigenvalues onX . Note that our analysis is valid for all 1 ≤ i ≤ n.

In the following analysis, we let βI denote the vector formed by the elements
of β with indices in I when β is a vector, or matrix formed by columns of β with
indices in I when β is a matrix. Also, we let Si = supp(αi

(0)
) and |Si| = Ai for

1 ≤ i ≤ n.

Lemma 4. (Support Shrinkage in the Proximal Iterations and Sufficient Decrease
of the Objective) When s > max{2Ai, 2(1+λAi)

λτ
}, then the sequence {αi(t)}t gen-

erated by the proximal method with (A.43) and (A.44) satisfies

supp(αi
(t)

) ⊆ supp(αi
(t−1)

), t ≥ 1 (4.13)

namely the support of the sequence {αi(t)}t shrinks when the iterative proximal
proceeds. Moreover, the sequence of the objective {L(αi

(t)
)}t decreases, and the

following inequality holds for t ≥ 1:

L(αi
(t)

) ≤ L(αi
(t−1)

)− (τ − 1)s

2
‖αi(t) −αi(t−1)‖22 (4.14)

And it follows that the sequence {L(αi
(t)

)}t converges. The above results hold

for any 1 ≤ i ≤ n.

Before stating Lemma 8, the following definitions are introduced which are
essential for our analysis.

Definition 2. (Critical Points) Given the non-convex function f : IRn → R ∪
{+∞} which is a proper and lower semi-continuous function:

• For a given x ∈ domf , its Frechet subdifferential of f at x, denoted by
∂̃f(x), is the set of all vectors u ∈ IRn which satisfy

lim
y 6=x

inf
y→x

f(y)− f(x)− 〈u,y − x〉
‖y − x‖

≥ 0
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• The limiting-subdifferential of f at x ∈ IRn, denoted by written ∂f(x), is
defined by

∂f(x) = {u ∈ IRn : ∃xk → x, f(xk)→ f(x),

ũk ∈ ∂̃f(xk)→ u}

The point x is a critical point of f if 0 ∈ ∂f(x).

Also, we are considering the following capped-`1 regularized problem, which
replaces the noncontinuous `0-norm with the continuous capped-`1 regularization
term:

min
β∈IRn,βi=0

Lcapped−`1(β) = ‖xi −Xβ‖22 + R(β; b) (4.15)

where R(β; b) =
n∑
j=1

R(βj; b), R(t; b) = λmin{|t|,b}
b

for some b > 0. It can be

seen that R(t; b) approaches the `0 term when b→ 0+.
Now we define the local solution of the problem (4.15).

Definition 3. (Local Solution) A vector β̃ is a local solution to the problem (4.15)
if

‖X>(X>β̃ − xi) + Ṙ(β̃; b)‖2 = 0 (4.16)

where Ṙ(β̃; b) = [Ṙ(β̃1; b), Ṙ(β̃2; b), . . . , Ṙ(β̃n; b)]>.

Note that in the above definition and the following text, Ṙ(t; b) can be cho-
sen as any value between the right differential ∂R

∂t
(t+; b) (or Ṙ(t+; b)) and left

differential ∂R
∂t

(t−; b) (or Ṙ(t−; b)).

Definition 4. (Sparse Eigenvalues) The lower and upper sparse eigenvalues of a
matrix A is defined as

κ−(m) := min
‖u‖0≤m;‖u‖2=1

‖Au‖22

κ+(m) := max
‖u‖0≤m,‖u‖2=1

‖Au‖22

It is worthwhile mentioning that eigenvalues are closely related to the Restricted
Isometry Property (RIP) [71] used frequently in the compressive sensing litera-
ture. Typical RIP requires bounds such as δτ + δ2τ + δ3τ < 1 or δ2τ <

√
2 − 1
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[72] for stably recovering the signal from measurements and τ is the sparsity of
the signal, where δτ = max{κ+(τ)− 1, 1−κ−(τ)}. Similar to [70], we use more
general conditions on the sparse eigenvalues in this chapter (in the sense of not
requiring bounds in terms of δ) to obtain theoretical results.

Definition 5. (Degree of Nonconvexity of a Regularizer) For κ ≥ 0 and t ∈ IR,

define

θ(t, κ) := sup
s
{−sgn(s− t)(Ṗ (s; b)− Ṗ (t; b))− κ|s− t|}

as the degree of nonconvexity for function P . If u = (u1, . . . , un)> ∈ IRn,

θ(u, κ) = [θ(u1, κ), . . . , θ(up, κ)].

Note that θ(t, κ) = 0 for convex function P .
In the following lemma, we show that the sequence {αi(t)}t generated by our

proximal method converges to a critical point of L(αi), which is denoted by α̂i.
And we denote by αi∗ the global optimal solution to (A.52), the `0-SSC problem
for point xi. Let Ŝi = supp(α̂i), S∗i = supp(α̂i), then the following lemma
also shows that both α̂i and αi∗ are local solutions to the capped-`1 regularized
problem (4.15).

Lemma 5. (Solution by our proximal method and the global optimal solution
to the `0 problem are local solutions of capped-`1 regularized problem) For any
1 ≤ i ≤ n, suppose κ−(Ai) > 0; then the sequence {αi(t)}t generated by the
proximal method with (A.43) and (A.44) converges to a critical point of L(αi),
which is denoted by α̂i. Moreover, if

0 < b < min{min
j∈Ŝi
|α̂ij |,

λ

maxj /∈Ŝi |
∂Q
∂αij
|
αi=α̂i

|
, (4.17)

min
j∈S∗i
|αij
∗|, λ

maxj /∈S∗i |
∂Q
∂αij
|αi=αi∗ |

} (4.18)

(if the denominator is 0, λ
0

is defined to be +∞ in this inequality), then both

α̂i and αi∗, i.e. the global optimal solution to (A.52), are local solutions to the

capped-`1 regularized problem (4.15).

Theorem 5 in [70] gives the estimation on the distance between two local solu-
tions of the capped-`1 regularized problem, based on which we have the follow-
ing theorem showing that the sub-optimal solution α̂i obtained by our proximal
method is close to the global optimal solution to the original `0 problem (A.52),
i.e. αi∗.
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Theorem 6. (Sub-optimal solution is close to the global optimal solution) For any
1 ≤ i ≤ n, suppose κ−(Ai) > 0 and κ−(|Ŝi ∪ S∗i |) > κ > 0, and b is chosen
according to (5.24) as in Lemma 8. Then

‖X(α̂i −αi∗)‖22 ≤
2κ−(|Ŝi ∪ S∗i |)

(κ−(|Ŝi ∪ S∗i |)− κ)2
(4.19)

(∑
j∈Ŝi

(max{0, λ
b
− κ|α̂ij − b|})2 + |S∗i \ Ŝi|(max{0, λ

b
− κb})2

)
In addition,

‖(α̂i −αi∗)‖22 ≤
2

(κ−(|Ŝi ∪ S∗i |)− κ)2
(4.20)

(∑
j∈Ŝi

(max{0, λ
b
− κ|α̂ij − b|})2 + |S∗i \ Ŝi|(max{0, λ

b
− κb})2

)
Remark 1. This result follows from Lemma 8 and Theorem 5 in [70]. The prop-

erty of support shrinkage in Lemma 7 guarantees that Ŝi ⊆ Si, indicating that

sub-optimal solution α̂i is sparse, so we can expect that |Ŝi ∪ S∗i | is reasonably

small. Also note that the bound for distance between the sub-optimal solution and

the global optimal solution presented in Theorem 10 does not require typical RIP

conditions. Also, when λ
b
− κ|α̂ij − b| for nonzero α̂ij and λ

b
− κb are no greater

than 0, or they are small positive numbers, the sub-optimal solution α̂i is equal to

or very close to the global optimal solution.

The detailed proofs of the theorems and lemmas in this chapter are included in
the supplementary document (Section A.1).

Table 4.2: Clustering Results on UCI Ionosphere and Heart

Data Set Measure KM SC SSC SMCE SSC-OMP A`0-SSC

Ionosphere AC 0.7097 0.7350 0.5128 0.6809 0.6353 0.7692
NMI 0.1287 0.2155 0.1165 0.0871 0.0299 0.2609

Heart AC 0.5889 0.6037 0.6370 0.5963 0.5519 0.6444
NMI 0.0182 0.0269 0.0529 0.0255 0.0058 0.0590

4.5 Experimental Results

The superior clustering and semi-supervised learning performance of `0-graph is
demonstrated in this section. We compare our `0-graph to K-means (KM), Spec-
tral Clustering (SC), SSC, Sparse Manifold Clustering and Embedding (SMCE)

46



Table 4.3: Clustering results on COIL-20 Database. c in the left column is the cluster
number, i.e. the first c clusters of the entire data are used for clustering. c has the same
meaning in Table 4.4 and Table 4.5.

COIL-20
# Clusters

Measure KM SC SSC SMCE OMP-Graph `0-Graph

c = 4 AC 0.6632 0.6701 1.0000 0.7639 0.9271 1.0000
NMI 0.5106 0.5455 1.0000 0.6741 0.8397 1.0000

c = 8 AC 0.5130 0.4462 0.7986 0.5365 0.6753 0.9705
NMI 0.5354 0.4947 0.8950 0.6786 0.7656 0.9638

c = 12 AC 0.5885 0.4965 0.7697 0.6806 0.5475 0.8310
NMI 0.6707 0.6096 0.8960 0.8066 0.6316 0.9149

c = 16 AC 0.6579 0.4271 0.8273 0.7622 0.3481 0.9002
NMI 0.7555 0.6031 0.9301 0.8730 0.4520 0.9552

c = 20 AC 0.6554 0.4278 0.7854 0.7549 0.3389 0.8472
NMI 0.7630 0.6217 0.9148 0.8754 0.4853 0.9428

Table 4.4: Clustering Results on COIL-100 Database.

COIL-100
# Clusters

Measure KM SC SSC SMCE OMP-Graph `0-Graph

c = 20 AC 0.5850 0.4514 0.5757 0.6208 0.4243 0.9264
NMI 0.7456 0.6700 0.7980 0.7993 0.5258 0.9681

c = 40 AC 0.5791 0.4139 0.5934 0.6038 0.2340 0.8472
NMI 0.7691 0.6681 0.7962 0.7918 0.4378 0.9471

c = 60 AC 0.5371 0.3389 0.5657 0.5887 0.1905 0.8326
NMI 0.7622 0.6343 0.8162 0.7973 0.3690 0.9352

c = 80 AC 0.5048 0.3115 0.5271 0.5835 0.2247 0.7899
NMI 0.7474 0.6088 0.8006 0.8006 0.4173 0.9218

c = 100 AC 0.4996 0.2835 0.5275 0.5639 0.1667 0.7683
NMI 0.7539 0.5923 0.8041 0.8064 0.3757 0.9182

[49]. Moreover, we derive the OMP-graph, which builds the sparse graph in the
same way as `0-graph except that it solves the following optimization problem by
Orthogonal Matching Pursuit (OMP) to obtain the sparse code for 1 ≤ i ≤ n:

min
αi
‖xi −Xαi‖2F s.t. ‖αi‖0 ≤ T,αii = 0 (4.21)

`0-graph is also compared to OMP-graph to show the advantage of the proposed
proximal method in the previous sections. By adjusting the parameters, `1-graph
and SSC solve the same problem and generate equivalent results, so we report
their performance under the same name “SSC”. Two measures are used to evaluate
the performance of the clustering methods, i.e. the accuracy and the Normalized
Mutual Information (NMI) [53].

4.5.1 Clustering on UCI Data

In this subsection, we conduct experiments on the Ionosphere and Heart data from
UCI machine learning repository [55], revealing the performance of A`0-SSC on
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Table 4.5: Clustering Results on the Extended Yale Face Database B.

Yale-B
# Clusters

Measure KM SC SSC SMCE OMP-Graph `0-Graph

c = 10 AC 0.1782 0.1922 0.7580 0.3672 0.7375 0.8406
NMI 0.0897 0.1310 0.7380 0.3266 0.7468 0.7695

c = 15 AC 0.1554 0.1706 0.7620 0.3761 0.7532 0.7987
NMI 0.1083 0.1390 0.7590 0.3593 0.7943 0.8183

c = 20 AC 0.1200 0.1466 0.7930 0.3526 0.7813 0.8273
NMI 0.0872 0.1183 0.7860 0.3771 0.8172 0.8429

c = 30 AC 0.1096 0.1209 0.8210 0.3470 0.7156 0.8633
NMI 0.1159 0.1338 0.8030 0.3927 0.7260 0.8762

c = 38 AC 0.0954 0.1077 0.7850 0.3293 0.6529 0.8480
NMI 0.1258 0.1485 0.7760 0.3812 0.7024 0.8612

Table 4.6: Clustering results on UMIST Face, CMU PIE, AR Face, CMU Multi-PIE
and Georgia Tech Face database. Note that the CMU Multi-PIE contains the facial
images captured in four sessions (S1 to S4).

Data Measure KM SC SSC SMCE OMP-Graph `0-Graph

UMIST Face AC 0.4275 0.4052 0.4904 0.4487 0.4835 0.6730
NMI 0.6426 0.6159 0.6885 0.6696 0.6310 0.7924

CMU PIE AC 0.0845 0.0729 0.2287 0.1733 0.0821 0.2591
NMI 0.1884 0.1789 0.3659 0.3343 0.1494 0.4435

AR Face AC 0.2752 0.2957 0.5914 0.3543 0.4229 0.6086
NMI 0.5941 0.6248 0.8060 0.6573 0.6835 0.8117

MPIE S1
AC 0.1164 0.1285 0.5892 0.1721 0.1695 0.6741

NMI 0.5049 0.5292 0.7653 0.5514 0.3395 0.8622

MPIE S2
AC 0.1315 0.1410 0.6994 0.1898 0.2093 0.7527

NMI 0.4834 0.5128 0.8149 0.5293 0.4292 0.8939

MPIE S3
AC 0.1291 0.1459 0.6316 0.1856 0.1787 0.7050

NMI 0.4811 0.5185 0.7858 0.5155 0.3415 0.8750

MPIE S4
AC 0.1308 0.1463 0.6803 0.1823 0.1680 0.7246

NMI 0.4866 0.5280 0.8063 0.5294 0.3345 0.8837

Georgia Face AC 0.4987 0.5187 0.5413 0.6053 0.4733 0.6187
NMI 0.6856 0.7014 0.6968 0.7394 0.6622 0.7400

general machine learning data. The Ionosphere data contains 351 points of di-
mensionality 34. The Heart data contains 270 points of dimensionality 13. The
clustering results on the two data sets are shown in Table 4.2.

4.5.2 Clustering On COIL-20 and COIL-100 Database

COIL-20 Database has 1440 images of 20 objects in which the background has
been removed, and the size of each image is 32 × 32, so the dimension of this
data is 1024. COIL-100 Database contains 100 objects with 72 images of size
32 × 32 for each object. The images of each object were taken 5 degrees apart
when the object was rotated on a turntable. The clustering results on these two
data sets are shown in Tables 4.3 and 4.4 respectively. We observe that `0-graph
performs consistently better than all other competing methods. On COIL-100
Database, SMCE renders slightly better results than SSC on the entire data due to
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Algorithm 2 Data Clustering by `0-Graph
Input:

The data set X = {xi}ni=1, the number of clusters c, the parameter λ for
`0-graph, maximum iteration number M , stopping threshold ε.

1: Initialize the coefficient matrix as α(0) = α`1 .
2: for 1 ≤ i ≤ n do
3: Obtain the sub-optimal solution α̂i by the iterative proximal method with

(A.43) and (A.44) starting from t = 1. The iteration terminates either
{αi(t)}t or {L(αi

(t)
)}t converges under the threshold ε or maximum it-

eration number is achieved (note that the optimization for 1 ≤ i ≤ n is
performed in parallel).

4: end for
5: Obtain the sub-optimal coefficient matrix α̂ where the i − th column is α̂i

when the above iterations converge or maximum iteration number is achieved.
6: Build the sparse similarity matrix by symmetrizing α̂: Ŵ = |α̂|+|α̂>|

2
,

compute the corresponding normalized graph Laplacian L̂ = (D̂)−
1
2 (D̂ −

Ŵ)(D̂)−
1
2 , where D̂ is a diagonal matrix with D̂ii =

n∑
j=1

Ŵij

7: Construct the matrix v = [v1, . . . ,vc] ∈ IRn×c, where {v1, . . . ,vc} are the
c eigenvectors of L∗ corresponding to its c smallest eigenvalues. Treat each
row of v as a data point in IRc, and run K-means clustering method to obtain
the cluster labels for all the rows of v.

Output: The cluster label of xi is set as the cluster label of the i-th row of v,
1 ≤ i ≤ n.

its capability of modeling non-linear manifolds.

4.5.3 Clustering On Extended Yale Face Database B

The Extended Yale Face Database B contains face images for 38 subjects with
64 frontal face images taken under different illuminations for each subject. The
clustering results are shown in Table 4.5. We can see that `0-graph achieves sig-
nificantly better clustering result than SSC, which is the second best method on
this data.

4.5.4 Clustering On More Face Data Sets

We demonstrate more experimental results on UMIST Face, CMU PIE, AR Face,
CMU Multi-PIE and Georgia Tech Face Database in Table 4.6. The introduction
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Figure 4.1: Clustering performance with different values of λ, i.e. the weight for
the `0-norm, on the Extended Yale Face Database B. Left: Accuracy; Right:
NMI.
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Figure 4.2: Semi-Supervised Learning by Label Propagation using Gaussian
kernel graph (LP) [11], Manifold-based Similarity for Label Propagation
(MBSLP) [73], Label Propagation using `1-graph (LP-`1-Graph), Label
Propagation using `0-graph (LP-`0-Graph). The horizontal axis indicates the
number of labeled samples for each class, and the vertical axis indicates the error
rate of different methods.

to the data used in this table can be found at http://www.face-rec.org/
databases/.

4.5.5 Parameter Setting

We set λ = 0.5 for `0-graph empirically throughout all the experiments in this sec-
tion. The parameter T for OMP-graph in (4.21) is tuned to control the sparsity of
the generated sparse codes such that the aforementioned average number of non-
zero elements of the sparse code matches that of `0-graph. For SSC, the weighting
parameter for the `1-norm is chosen from [0.1, 1] for the best performance.

We investigate how the clustering performance on the Extended Yale Face
Database B changes by varying the weighting parameter λ for `0-graph, and il-
lustrate the result in Figure 4.1. The parameter sensitivity result on the COIL-20
Database is presented in the supplementary document (Section A.1). We observe
that the performance of `0-graph is much better than other algorithms over a rel-
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atively large range of λ, revealing the robustness of our algorithm with respect to
the weighting parameter λ.

4.5.6 Semi-Supervised Learning Using `0-Graph

We demonstrate the performance of semi-supervised learning using SSC and `0-
graph via Label Propagation [11], a widely used semi-supervised learning method
which predicts the labels for unlabeled data by encouraging local smoothness of
the labels in accordance with the similarity graph over the data. The performance
of label propagation depends on the similarity graph. The comparison results for
different semi-supervised learning methods on Extended Yale Face Database B
are shown in Figure 4.2, which evidences the effectiveness of `0-graph for semi-
supervised learning.

4.6 Conclusion

We propose a novel `0-graph for data clustering in this chapter under the princi-
ple of `0-induced sparse subspace clustering (`0-SSC). In contrast to the existing
sparse subspace clustering method such as Sparse Subspace Clustering, `0-SSC
features `0-induced almost surely subspace-sparse representation under milder as-
sumptions on the subspaces and random data generation. The objective function
of `0-SSC is optimized using a proposed proximal method in our novel `0-graph
algorithm with theoretical guarantee. Extensive experimental results on various
real data sets demonstrate the effectiveness and superiority of `0-graph over other
competing methods.
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CHAPTER 5

SUPPORT REGULARIZED SPARSE
CODING AND ITS FAST ENCODER

5.1 Introduction

The aim of sparse coding is to represent an input vector by a linear combination
of a few atoms of a learned dictionary which is usually over-complete, and the
coefficients for the atoms are called sparse code. Sparse coding is widely applied
in machine learning and signal processing, and sparse code is extensively used as a
discriminative and robust feature representation with convincing performance for
classification and clustering [43, 44, 45]. Suppose the data D = [x1,x2, . . . ,xn] ∈
IRd×n lie in the d-dimensional Euclidean space IRd, and the dictionary matrix is
D = [d1,d2, . . . ,dp] ∈ IRd×p and each dk (k = 1, . . . , p) is an atom of the
dictionary. Sparse coding seeks the linear sparse representation with respect to the
dictionary D for each vector x ∈ D by solving the following convex optimization
problem:

min
D,Z

n∑
i=1

1

2
‖xi −DZi‖22 + λ‖Zi‖1 (5.1)

s.t.‖Dk‖2 ≤ c0, k = 1, . . . , p

where λ is a weighting parameter for the `1-norm of z, and c0 is a positive con-
straint that bounds the `2-norm of each dictionary atom. In [74], a feed-forward

S + +S

x

( )1
z

( )2
z

z

W

Figure 5.1: Illustration of LISTA network for approximate sparse coding.
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neural network named Learned Iterative Shrinkage and Thresholding Algorithm
(LISTA) is proposed to produce the approximation for sparse coding (5.1). The
architecture of LISTA is illustrated in Figure 5.1. The LISTA network involves an
finite number of stages wherein each stage performs the following operation on
the intermediate sparse code:

z(k+1) = hθ(Wx + Sz(k)), z(0) = 0 (5.2)

where hθ is an element-wise shrinkage function defined as

[hθ(u)]k = sign(uk)(|uk| − θ)+, k = 1, . . . , p (5.3)

Let f indicate the LISTA network and it generates the approximate sparse
code z = f(x,Θ), where Θ = (W,S, θ) collectively denotes the parameters
of the LISTA network. Supposing the optimal sparse codes for the training data
x1, . . . ,xm are Z∗1, . . . ,Z∗m, then the parameters Θ are learned by minimizing
the following cost function which measures the distance between the predicted

approximate sparse codes and the optimal sparse codes: L(Θ) = 1
m

m∑
i=1

‖Z∗i −

f(xi,Θ)‖2
2. And the optimization is performed by stochastic gradient descent and

back-propagation.
Sparse coding is widely used to model high-dimensional data. Based on the for-

mulation of sparse coding (5.1), it can be observed that the sparse code for each
data point is obtained independently when the dictionary is fixed, which ignores
the geometric information and manifold structure of the high-dimensional data.
In order to obtain the sparse code that accounts for the geometric information and
manifold structure of the data, many regularized sparse coding methods, such as
[6, 7, 8, 9], employ manifold assumption [5]. Manifold assumption in these meth-
ods imposes local smoothness on the sparse codes for nearby data; namely, nearby
data are encouraged to have similar sparse codes in the sense of `2-distance, and
they are termed `2-Regularized Sparse Coding (`2-RSC). In this paper, we pro-
pose Support Regularized Sparse Coding (SRSC). Compared to `2-RSC, SRSC
captures the locally linear structure of the data manifold by encouraging nearby
data to share dictionary atoms. In addition, SRSC preserves freedom in the spare
representation of data without constraints on the magnitude of the sparse code,
and it enjoys robustness to noise in the data.

The remainder of the chapter is organized as follows. SRSC and its optimiza-
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tion algorithm, together with `2-RSC, are introduced in the next section. The
theoretical property of the optimization of SRSC is shown in Section 5.3 with the
theoretical guarantee on the obtained sub-optimal solution for each step of the co-
ordinate descent for obtaining the support regularized sparse code. We then show
the performance of the SRSC on data clustering, and conclude the chapter. We
use bold letters for matrices and vectors, and regular lowercase letters for scalars
throughout this chapter. A bold letter with superscript indicates the corresponding
column of a matrix, and a bold letter with subscript indicates the corresponding
element of a matrix or vector. ‖ · ‖F and ‖ · ‖p denote the Frobenius norm and the
`p-norm, and diag(·) indicates the diagonal elements of a matrix.

5.2 Support Regularized Sparse Coding

5.2.1 Capturing Local Linear Structure: Support Regularized
Sparse Coding

ix

jx

M

kx

tx
1
S

2
S

Figure 5.2: Illustration of capturing the locally linear structure of the data
manifold by Support Regularized Sparse Coding. Nearby data are encouraged to
share dictionary atoms. In this example, xi and xj choose three common
dictionary atoms so they lie on or close to the local subspace S1 spanned by the
common atoms, and it is the similar case for xt and xk with local subspace S2.
Due to the smoothness of the support of the sparse codes, neighboring local
subspaces, such as S1 and S2, can share dictionary atoms. In this example, the
two local subspaces share two dictionary atoms marked in red.

In this section, we introduce Support Regularized Sparse Coding (SRSC) which
is designed to capture the locally linear structure of the data manifold for sparse
coding. One of the most important properties of manifold is that it is locally
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Euclidean, and each data point in the manifold has a neighborhood that is homeo-
morphic to a Euclidean space. The success of several manifold learning methods,
including LLE [50], SMCE [49] and Locally Linear Hashing [75], is built on
exploiting the locally linear structure of manifold. The locally linear structure as-
sociated with each data point is a linear representation of that point by a set of
its nearest neighbors in a nonparametric manner, from which the low-dimensional
embedding complying to the manifold structure of the original data is obtained
and used for various learning tasks. In the context of sparse coding, the data lie on
or close to the subspace spanned by the dictionary atoms specified by nonzero ele-
ments of the corresponding sparse codes. Inspired by this observation, we propose
to capture the locally linear structure of the data manifold for sparse coding by en-
couraging nearby data to share the atoms of the dictionary, so that nearby data are
on or close to the local subspace spanned by the common dictionary atoms (see
Figure 5.2).

In order to obtain the sparse codes with similar support and nonzero elements so
as to capture the locally linear structure of the data manifold, we propose Support
Regularized Sparse Coding (SRSC), which uses support distance to measure the
distance between the sparse codes of nearby data. Given a proper symmetric
similarity matrix A, the sparse code Z that captures the locally linear structure of
the manifold minimizes the following support regularization term:

RA(Z) =
1

2

n∑
i=1

n∑
j=1

Aijd(Zi,Zj) (5.4)

A is usually the adjacency matrix of K-nearest-neighbor (KNN) graph; i.e.,
Aij = 1 if and only if xi is among the K nearest neighbors of xj or xj is among
the K nearest neighbors of xi. Note that KNN is extensively used in the mani-
fold learning literature, such as Locally Linear Embedding (LLE) [50], Laplacian
Eigenmaps [51] and Sparse Manifold Clustering and Embedding (SMCE) [49], to
establish the local neighborhood in the manifold. d indicates the support distance.
For two vectors u,v of the same size, their support distance is defined below:

d(u,v) =

|u|∑
t=1

(1Iut=0,vt 6=0 + 1Iut 6=0,vt=0) (5.5)

When the support distance between Zi and Zj is small for nonzero Aij , xi
and xj choose similar atoms of the dictionary for sparse representation. There-
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fore, SRSC captures the locally linear structure of the data manifold by encourag-
ing nearby data to share dictionary atoms, wherein the common atoms shared by
nearby data serve as the basis of the locally linear space.

The optimization problem of SRSC is

min
D,Z

L(D,Z) =
n∑
i=1

1

2
‖xi −DZi‖22 + λ‖Zi‖1 + γRA(Z) (5.6)

s.t.‖Dk‖2 ≤ 1, k = 1, . . . , p

where γ > 0 is the weighting parameter for the support regularization term. Sim-
ilar to [76], the problem (5.6) is optimized alternatingly with respect to the dictio-
nary D and the sparse code Z respectively with the other variable fixed.

Optimizing with respect to D with fixed Z

The optimization with respect to D with fixed Z is a quadratic programming prob-
lem:

min
D

1

2
‖X −DZ‖2F (5.7)

s.t.‖Dk‖2 ≤ 1, k = 1, . . . , p

which can be solved using Lagrangian dual [76].

Optimizing with respect to Z with fixed D

We use coordinate descent to optimize (5.6) with respect to Z with fixed D:

min
Z

n∑
i=1

1

2
‖xi −DZi‖22 + λ‖Zi‖1 + γRA(Z) (5.8)

In each step of coordinate descent, the optimization is performed over the i-th
column of Z, while fixing all the other sparse codes {Zj}j 6=i. For each 1 ≤ i ≤ n,
the optimization problem for Zi is

min
Zi

F (Zi) =
1

2
‖xi −DZi‖22 + λ‖Zi‖1 + γRA(Zi) (5.9)
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where RA(Zi) =
n∑
j=1

Aijd(Zi,Zj).

Inspired by recent advances in solving non-convex optimization problems by
proximal linearized method [52], iterative proximal gradient descent method (PGD)
is used to optimize the nonconvex problem (5.9). Although the proximal mapping
is typically associated with a lower semicontinuous function [52] and it can be ver-
ified that RA is not always lower semicontinuous, we can still derive a PGD-style
iterative method to optimize (5.9).

Define GA ∈ IRp×n as GA
ki =

∑
j=1

Aij1IZkj=0 −
∑
j=1

Aij1IZkj 6=0 where 1I is the

indicator function; then GA
ki indicates the degree to which Zki is encouraged to be

nonzero and it can be verified that

RA(Zi) =

p∑
k=1

GA
ki1IZki 6=0 (5.10)

Since each indicator function 1IZki 6=0 is lower semicontinuous, RA is lower
semicontinuous if GA

ki ≥ 0 for k = 1, . . . , p. In the following text, we let
Q(Zi) = 1

2
‖xi−DZi‖2

2. The superscript with bracket indicates the iteration num-
ber of PGD or the iteration number of the coordinate descent without confusion.
The PGD-style iterative method for optimizing (5.9) is

Z̃i
(t)

= Zi
(t−1) − 1

τs
(D>DZi

(t−1) −D>xi) (5.11)

Zki
(t) =

 arg min
v∈{uk,0}

Hk(v) : uk 6= 0 or uk = 0 and GA
ki ≥ 0

ε : uk = 0 and GA
ki < 0

(5.12)

for k = 1, . . . , p and ε is any real number such that ε 6= 0 andHk(ε) ≤ Hk(Z
(t−1)
ki ).

Hk and u are defined as

Hk(v) =
τs

2
(v − Z̃

(t)
ki )2 + λ|v|+ γGA

ki1Iv 6=0 (5.13)

for v ∈ IR and each 1 ≤ k ≤ p, and

u = max{|Z̃i
(t)
| − λ

τs
, 0} ◦ sign(Z̃i

(t)
) (5.14)
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where ◦ means element-wise multiplication.
Proposition 2 shows that the PGD-style iterative method decreases the value of

the objective function in each iteration.

Proposition 2. Letting the sequence {Zi(t)}t be generated by the PGD-style it-
erative method with (5.11) and (5.12) in each t ≥ 1, then the sequence of the
objective {F (Zi

(t)
)}t decreases, and the following inequality holds for t ≥ 1:

F (Zi
(t)

) ≤ F (Zi
(t−1)

)− (τ − 1)s

2
‖Zi(t) − Zi

(t−1)‖22 (5.15)

And it follows that the sequence {F (Zi
(t)

)}t converges.

Remark 2. (5.11) and (5.12) in each iteration of the proposed PGD-style iterative

method in Proposition 2 resemble that of the ordinary PGD. (5.11) performs gra-

dient descent on the differential part, and (5.12) can be viewed as an approximate

solution to the proximal mapping

min
v∈IRp

H(v) =
τs

2
‖v − Z̃i

(t)
‖2

2 + λ‖v‖1 + γRA(v).

Since RA(Zi) is not always lower semicontinuous, arg minv∈IRp H(v) is not guar-

anteed to exist. One can see a simple example where this happens when uk = 0

and GA
ki < 0 for some k = 1, . . . , p, and in this case infv∈IR Hk(v) = GA

ki but this

infinitum cannot be achieved.

In (5.11), τ > 1 is a constant and s is the Lipschitz constant for the gradient of
function Q(·), namely

‖∇Q(y)−∇Q(z)‖2 ≤ s‖y − z‖2, ∀y, z ∈ IRp (5.16)

The PGD-style iterative method starts from t = 1 and continues until the se-
quence {F (Zi

(t)
)} converges or maximum iteration number is achieved. When

the proximal method converges or terminates for each Zi, the step of coordinate
descent for Zi is finished and the optimization algorithm proceed to optimize other
sparse codes.

Algorithm 3 describes the algorithm of SRSC. We solve the ordinary sparse
coding problem (5.1) by the online dictionary learning method ([77]) and use the
dictionary and the sparse code as the initialization D(0) and Z(0) for the alternating
method in Algorithm 3.
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Algorithm 3 Support Regularized Sparse Coding
Input:

The data setX = {xi}ni=1, the parameter λ, γ, maximum iteration number M for the
alternating method over D and Z, and maximum iteration number Mz for coordinate
descent on Z, maximum iteration number Mp for the PGD-style iterative method on
each Zi (i = 1,. . . ,n).
and stopping threshold ε.

1: m = 0
2: while m ≤M do
3: Perform coordinate descent to optimize (5.8) and obtain Z(m) with fixed D(m−1).

In i-th (1 ≤ i ≤ n) step of each iteration of coordinate descent, solve (5.9) using
the PGD-style iterative method (5.11) and (5.12) to update Zi in each iteration of
the PGD-style iterative method.

4: if |L(D(m),Z(m))− L(D(m−1),Z(m−1))| < ε then
5: break
6: else
7: m = m+ 1.
8: end if
9: end while

Output: the support regularized sparse code Ẑ when the above iterations converge or
maximum iteration number is achieved.

5.2.2 Related work: `2 Regularized Sparse Coding

The manifold assumption [5] is usually employed by existing regularized sparse
coding methods [6, 7, 8, 9] to obtain the sparse code according to the manifold
structure of the data. Interpreting the sparse code of a data point as its embedding,
the manifold assumption in the case of sparse coding for most existing meth-
ods requires that if two points xi and xj are close in the intrinsic geometry of
the submanifold, their corresponding sparse codes Zi and Zj are also expected
to be similar to each other in the sense of `2-distance [8, 9]. In other words, z
varies smoothly along the geodesics in the intrinsic geometry. Based on the spec-
tral graph theory [39], extensive literature uses graph Laplacian to impose local
smoothness of the embedding and preserve the local manifold structure [5, 8, 9].

The sparse code Z that captures the local geometric structure of the data in
accordance with the manifold assumption by graph Laplacian minimizes the fol-
lowing `2 regularization term:

R
(`2)
A (Z) =

1

2

n∑
i=1

n∑
j=1

Aij‖Zi − Zj‖22 (5.17)
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where the `2-norm is used to measure the distance between sparse codes, and A is
the same as that in Section 5.2.1. LA = DA−A is the graph Laplacian associated
with the similarity matrix A, the degree matrix DA is a diagonal matrix with each
diagonal element being the sum of the elements in the corresponding row of S,

namely (DA)ii =
n∑
j=1

Aij . To the best of our knowledge, such `2 regularization

is employed by most methods that use graph regularization for sparse coding.
Incorporating the `2 regularization term into the optimization problem of sparse
coding (5.1), the formulation of `2 Regularized Sparse Coding (`2-RSC) is

min
Z
L(`2)(Z) =

n∑
i=1

‖xi −DZi‖22 + λ‖Zi‖1 + γ(`2)R
(`2)
A (Z) (5.18)

Although `2-RSC imposes the local smoothness on the sparse codes, it does
not capture the locally linear structure of the data manifold. By promoting the
smoothness on the support of the sparse codes rather than their `2-distance, SRSC
encodes the locally linear structure of the manifold in the sparse codes while re-
serving freedom in the sparse representation of the data with no constraints on the
magnitude of the sparse codes. Moreover, as pointed out by [78], support regular-
ization offers robustness to noise for sparse coding. In SRSC, all the data consult
their neighbors for choosing the dictionary atoms rather than choosing the atoms
on their own, and the sparse codes of the noisy data are suppressed since they are
forced to choose similar or the same atoms as the nearby clean data instead of
choosing the atoms in the interests of representing themselves.

5.3 Theoretical Analysis

It can be observed that optimization by coordinate descent over the sparse code in
Section 5.2.1 is important for the overall optimization of SRSC, and each step of
the coordinate descent (5.9) is a difficult nonconvex problem and crucial for ob-
taining the support regularized sparse code, where the nonconvexity comes from
the support regularization term RA(Zi) (5.10). Therefore, the optimization of
(5.9) plays an important role in the overall optimization of SRSC. In the previous
section, a PGD-style iterative method is proposed to decrease the value of the ob-
jective in each iteration. In this section, we provide further theoretical analysis on
the optimization of problem (5.9) when GA

ki ≥ 0 for k = 1, . . . , p. This condition
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is equivalent to the condition that the support regularization function

Rc(v) ,=

p∑
k=1

ck1Ivk 6=0 (5.19)

is lower semicontinuous, where c ∈ IRp is the coefficients and ck = GA
ki. We

prove that the sequence {Zi(t)}t produced by PGD converges to the sub-optimal
solution which is a critical point of the objective (5.9). By connecting the support
regularized function to the capped-`1 norm and the nonconvexity analysis of the
support regularization term, we present the bound for `2-distance between the sub-
optimal solution and the global optimal solution to (5.9) in Theorem 10. Note that
our analysis is valid for all 1 ≤ i ≤ n.

We first have the following result that the support regularization function (5.19)
is lower semicontinuous if and only if all the coefficients c are nonnegative.

Proposition 3. The support regularization function (5.19) is lower semicontinu-

ous if and only if all the coefficients c are nonnegative.

Therefore, if GA
ki ≥ 0 for k = 1, . . . , p, the support regularization term RA(Zi)

is lower semicontinuous with respect to Zi in (5.10). In this case, the PGD-style
iterative method proposed in Section 5.2.1 for each iteration t ≥ 1 becomes

Z̃i
(t)

= Zi
(t−1) − 1

τs
(D>DZi

(t−1) −D>xi) (5.20)

Zki
(t) = arg min

v∈{uk,0}
Hk(v), k = 1, . . . , p (5.21)

which is equivalent to the updates rules in ordinary proximal gradient descent
method. In the following lemma, we show that the sequence {Zi(t)}t generated
by (5.20) and (5.21) converges to a critical point of F (Zi), denoted by Ẑi. Denote
by Zi

∗ the global optimal solution to the original optimization problem (5.9). The
following lemma also shows that both α̂i andαi∗ are local solutions to the capped-
`1 regularized problem (5.22). Before stating the lemma, the following definitions
are introduced which are essential for our analysis.

Definition 6. (Critical points) Given the non-convex function f : IRn → R ∪
{+∞} which is a proper and lower semi-continuous function.
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• For a given x ∈ domf , its Frechet subdifferential of f at x, denoted by
∂̃f(x), is the set of all vectors u ∈ IRn which satisfy

lim sup
y 6=x,y→x

f(y)− f(x)− 〈u,y − x〉
‖y − x‖

≥ 0

• The limiting-subdifferential of f at x ∈ IRn, denoted by written ∂f(x), is
defined by

∂f(x) = {u ∈ IRn : ∃xk → x, f(xk)→ f(x),

ũk ∈ ∂̃f(xk)→ u}

The point x is a critical point of f if 0 ∈ ∂f(x).

Also, we are considering the following capped-`1 regularized problem, which
replaces the indicator function in the support regularization term RA(Zi) with the
continuous capped-`1 regularization term T:

min
β∈IRn

Lcapped−`1(β) =
1

2
‖xi −Dβ‖22 + λ‖β‖1 + T(β; b) (5.22)

where T(β; b) =
p∑

k=1

Tk(βk; b), Tk(t; b) = γGA
ki

min{|t|,b}
b

for some b > 0. It can

be seen that the objective function of the capped-`1 problem approaches that of
(5.9) when min{|t|,b}

b
approaches the indicator function 1It6=0, as b→ 0+. Defining

P(·; b) = λ‖·‖1+T(·; b), the location solution to the capped-`1 problem is defined
as follows:

Definition 7. (Local solution) A vector β̃ is a local solution to the problem (5.22)
if

‖D>(Dβ̃ − xi) + Ṗ(β̃; b)‖2 = 0 (5.23)

where Ṗ(β̃; b) = [Ṗ1(β̃1; b), Ṗ2(β̃2; b), . . . , Ṗp(β̃p; b)]
>, Pk(t; b) = λ|t| + Tk(t; b)

for k = 1, . . . , p.

Note that in the above definition and the following text, Ṗk(t; b) can be cho-
sen as any value between the right differential ∂Pk

∂t
(t+; b) (or Ṗk(t+; b)) and left

differential ∂Pk
∂t

(t−; b) (or Ṗk(t−; b)) for k = 1, . . . , p.
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Definition 8. (Degree of Nonconvexity of a Regularizer) For κ ≥ 0 and t ∈ IR,

define

θ(t, κ) := sup
s
{−sgn(s− t)(Ṗ (s; b)− Ṗ (t; b))− κ|s− t|}

as the degree of nonconvexity for function P . If u = (u1, . . . , up)
> ∈ IRp,

θ(u, κ) = [θ(u1, κ), . . . , θ(up, κ)]. sgn is a sign function defined as

sgn(x) =


−1 x < 0

0 x = 0

1 x > 0

Note that θ(t, κ) = 0 for convex function P .
Let Ŝi = supp(Ẑi), Zi∗ be the globally optimal solution to (5.9), and S∗i =

supp(Zi
∗
).

Lemma 6. For any 1 ≤ i ≤ n, if GA
ki ≥ 0 for k = 1, . . . , p, the sequence {Zi(t)}t

generated by (5.11) and (5.12) converges to a critical point of F (Zi), which is
denoted by Ẑi. Moreover, if

0 < b < min{min
j∈Ŝi
|α̂ij |, max

k/∈Ŝi,GA
ki 6=0

γGA
ki

( ∂Q
∂αik
|αi=α̂i − λ, 0)+

, (5.24)

min
j∈S∗i
|αij
∗|, max

k/∈S∗i ,GA
ki 6=0

γGA
ki

( ∂Q
∂αij
|αi=αi∗ − λ, 0)+

}

(if the denominator is 0, ·
0

is defined to be +∞ in the above inequality), then both

α̂i and αi∗ are local solutions to the capped-`1 regularized problem (5.22).

Using the degree of nonconvexity of the regularizer P, we have the follow-
ing theorem showing that the sub-optimal solution Ẑi obtained by our proximal
method is close to the globally optimal solution to the original problem (5.9), i.e.
Zi
∗.

Theorem 7. (Sub-optimal solution is close to the globally optimal solution) For
any 1 ≤ i ≤ n, let Ei = Ŝi ∪ S∗i , and suppose DEi is not singular with κ0 ,
σmin(DEi) > 0. When κ2

0 > κ > 0 and b is chosen according to (5.24) as in
Lemma 8, let S̃i = (Ŝi \ S∗i ) ∪ (S∗i \ Ŝi) be the symmetric difference between Ŝi
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and S∗i ; then

‖∆‖2 ≤
1

κ20 − κ
( ∑
k∈S̃i∩Ŝi

(max{0, γG
A
ki

b
− κ|t− b|})2+

∑
k∈S̃i\Ŝi

(max{0, γG
A
ki

b
− κb})2

) 1
2 (5.25)

Remark 3. Note that the bound for distance between the sub-optimal solution and

the globally optimal solution presented in Theorem 10 does not require typical RIP

conditions. Also, when γGA
ki

b
− κ|t − b| and γGA

ki

b
− κb are no greater than 0, or

they are small positive numbers, the sub-optimal solution α̂i is equal to or very

close to the globally optimal solution.

5.4 Deep Support Regularized Sparse Coding

S + +

x

( )1z z

W

min pooling
( )2z

Smin pooling min pooling

Figure 5.3: Illustration of Deep-SRSC for approximate Support Regularized
Sparse Coding.

Inspired by LISTA network and the PGD-style iterative method (5.11) and
(5.12) for SRSC, we propose Deep Support Regularized Sparse Coding (Deep-
SRSC) illustrated in Figure 5.3, which is a neural network that produces the
approximate support regularized sparse code for SRSC. Letting W = 1

L
D>,

S = I − 1
L
D>D where L = τs, then each stage in the recurrent structure of

Deep-SRSC implements one iteration of PGD-style iterative method, i.e. (5.11)
and (5.12). W, S and L are to be learned by the network rather than computed
from a pre-computed dictionary D, and S is shared over different layers. The min-
pooling neuron in Deep-SRSC outputs the result of arg min

v∈{uk,0}
Hk(v) or ε, according

to the update rule (5.12). Figure 5.3 shows Deep-SRSC with 3 layers.
Denote the training data by x1, . . . ,xm, and let Zsr be the ground truth support

regularized sparse codes of the training data which are obtained by the optimiza-
tion method introduced in the previous section. Let fsr be the Deep-SRSC encoder
which produces the approximate support regularized sparse code z = fsr(x,Θsr),
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where Θsr = (W,S, L) denotes the parameters of Deep-SRSC. Then the pa-
rameters of Deep-SRSC are learned by minimizing the following cost function
which measures the distance between the predicted approximate support regular-

ized sparse codes and the ground truth ones: 1
m

m∑
i=1

‖Zisr − fsr(xi,Θsr)‖2
2. Similar

to the LISTA network, the above optimization is performed by stochastic gradient
descent and back-propagation.

In the experimental results shown in the next section, Deep-SRSC with different
number of layers are employed to produce the approximate support regularized
sparse code.

Table 5.1: Clustering Results on USPS Handwritten Digits Database

USPS
# Clusters

Measure KM SC Sparse Coding `2-RSC SRSC

c = 4 AC 0.9243 0.4514 0.9869 0.9869 0.9880
NMI 0.7782 0.4160 0.9429 0.9429 0.9467

c = 6 AC 0.7130 0.4325 0.7781 0.7781 0.9723
NMI 0.6845 0.4865 0.8507 0.8507 0.9135

c = 8 AC 0.7294 0.4227 0.8163 0.8163 0.9645
NMI 0.6851 0.4811 0.8669 0.8669 0.9027

c = 10 AC 0.6878 0.4041 0.8178 0.8287 0.8293
NMI 0.6312 0.4765 0.8321 0.8398 0.8471

Table 5.2: Clustering Results on Various Data Sets

Data Set Measure KM SC Sparse Coding `2-RSC SRSC

COIL-20 AC 0.6274 0.3347 0.9903 0.9903 0.9944
NMI 0.7533 0.5667 0.9879 0.9879 0.9933

COIL-100 AC 0.5221 0.2372 0.6979 0.6979 0.7267
NMI 0.7633 0.5410 0.8837 0.8837 0.8876

UCI Gesture Phase Segmentation AC 0.3868 0.3375 0.4003 0.4023 0.4123
NMI 0.1191 0.1300 0.1164 0.1164 0.1187

Table 5.3: Prediction Error (Squared Error Between the Predicted Codes and the
Ground Truth Codes) of Deep-SRSC with Different Layers

Deep-SRSC 1-layer 2-layer 6-layer
Error 0.14 0.09 0.07

Table 5.4: Clustering Results on the Test Data of USPS Data Set

Measure KM SC Sparse Coding `2-RSC SRSC 6-layer Deep-SRSC
AC 0.6020 0.3279 0.6408 0.6462 0.7225 0.7000

NMI 0.5522 0.4372 0.7011 0.7011 0.7045 0.6817
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Figure 5.4: Training and test error for Deep-SRSC with 1 layers.
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Figure 5.5: Training and test error for Deep-SRSC with 2 layers.
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Figure 5.6: Training and test error for Deep-SRSC with 6 layers.

5.5 Experimental Results

5.5.1 Clustering Performance

In this subsection, the superiority of SRSC is demonstrated by its performance in
data clustering on various data sets, e.g. USPS handwritten digits data set, COIL-
20, COIL-100 and UCI Gesture Phase Segmentation data set. Two measures are
used to evaluate the performance of the clustering methods, i.e. the Accuracy

67



(AC) and the Normalized Mutual Information (NMI) [53]. SRSC is compared to
K-means (KM), Spectral Clustering (SC), and `2-RSC in Section 5.2.2. We set
K = 3 for building the adjacency matrix A of KNN graph for both `2-RSC and
SRSC, dictionary size p = 300, and set γ(`2) = 1 which is the suggested default
value in [8]. The default value for the support regularization term for SRSC is
γ = 0.5. SRSC is implemented by both MATLAB and CUDA C++ with extreme
efficiency.

The USPS handwritten digits data set is comprised of n = 9298 handwritten
images of nine digits 0− 9, and each image is of size 16× 16 and represented by
a 256-dimensional vector. The whole data set is divided into training set of 7291

images and test set of 2007 images. We run Algorithm 3 to obtain the support
regularized sparse code Ẑ, then build a n×n similarity matrix Y over all the data.
Two similarity measure are employed: the first similarity is the positive part of the
inner product of their corresponding sparse codes, namely Yij = max{0, Ẑi

>
Ẑj},

the second one is Yij = Aijq
>
Ẑi
q
Ẑj

where qv is a binary vector of the same
size as v with element 1 at the indices of nonzero elements of v. The second
similarity measure considers the number of common dictionary atoms chosen by
the sparse codes. Spectral clustering is performed on the similarity matrix Y to
obtain the clustering result of SRSC, and the best performance among the two
similarity measures is reported. The same procedure is performed by all the other
sparse coding based methods to obtain clustering results. The clustering results of
various methods are shown in Table 5.1. c in the left column of Table 5.1 is the
cluster number, i.e. the first c clusters of the entire data are used for clustering.

COIL-20 Database has 1440 images of resolution 32 × 32 for 20 objects, and
the background is removed in all images. The dimension of this data is 1024.
Its enlarged version, COIL-100 Database, contains 100 objects with 72 images
of resolution 32 × 32 for each object. The images of each object were taken
5 degrees apart when each object was rotated on a turntable. The UCI Gesture
Phase Segmentation data set contains the gesture information of three users when
they told stories of some comic strips in front of the Microsoft Kinect sensor. We
use the processed file provided by the original data consisting of 9873 frames, and
the gesture information in each frame is the vectorial velocity and acceleration of
left hand, right hand, left wrist, and right wrist, represented by a 32-dimensional
vector. The clustering results on these three data sets are shown in Table 5.2.

It can be observed from Tables 5.1 and 5.2 that SRSC always produces better
clustering accuracy than other competing methods, due to its capability of captur-
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ing the locally linear manifold structure of the data.

5.5.2 Approximation by Deep-SRSC

In this subsection, Deep-SRSC is employed as a fast encoder to approximate the
support regularized sparse code of SRSC on the USPS data set. We adopt three
settings wherein Deep-SRSC has 1 layers, 2 layers, and 6 layers respectively.
The training and test error of Deep-SRSC with respect to the epoch number for
different number of layers are shown in Figures 5.4, 5.5 and 5.6. We first run
SRSC on the training set of USPS data to obtain the dictionary Dsr and the support
regularized sparse code Zsr. Then the optimization problem (5.8) is solved by the
PGD-style iterative method in Section 5.2.1, where X is the test data and A is
the adjacency matrix of the KNN graph over the test data, to obtain the support
regularized sparse code Zsr,test of the test data with dictionary Dsr. Zsr is used as
the ground truth support regularized sparse code to train Deep-SRSC.

Table 5.3 shows the squared error between the predicted support regularized
sparse codes and the ground truth codes of the test data, i.e. Zsr,test. It can be
observed that Deep-SRSC with more layers demonstrates smaller prediction er-
ror due to its better representation capability. Moreover, the codes predicted by
6-layer Deep-SRSC are used to perform clustering on the test data, with compar-
ison to the performance of sparse coding and `2-RSC shown in Table 5.4. For
either sparse coding or `2-RSC, the dictionary is first learned on the training data,
then the sparse codes of the test data are obtained with respect to that dictionary.
We can see that SRSC and its approximation, 6-layer Deep-SRSC, achieves the
highest accuracy and NMI respectively.

5.6 Conclusion

We propose Support Regularized Sparse Coding (SRSC) which exploits the lo-
cally linear manifold structure for high-dimensional data while performing sparse
coding, and SRSC achieves this goal by encouraging nearby data in the manifold
to share dictionary atoms through a support regularization term in the formula-
tion of regular sparse coding. Similar to LISTA which is a fast encoder for sparse
coding, we also propose Deep-SRSC, a feed-forward neural network, as a fast
encoder to approximate the support regularized sparse code produce by SRSC.
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Experimental results demonstrate the effectiveness of SRSC by its application to
data clustering. We also show that Deep-SRSC renders the approximate codes for
SRSC with low prediction error, and the approximate codes generated by 6-layer
Deep-SRSC also deliver compelling empirical performance on data clustering.
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APPENDIX SUPPLEMENTARY
DOCUMENTS FOR CHAPTER 2 AND

CHAPTER 4

A.1 Supplementary Document for On a Theory of
Nonparametric Pairwise Similarity for Clustering:
Connecting Clustering to Classification

A.1.1 Proofs of Theorems and Lemmas

We provide detailed proofs of the theorems and lemmas. As stated in the Chap-
ter 2, we define

f0 ,
Q∑
i=1

π(i)f (i)
max σ2

0 , ‖K‖22f0 (A.1)

Let L,C > 0 be constants which only depend on the VC characteristics of the
Gaussian kernel K. For all λ ≥ C and σ > 0, we define

Eσ2 ,
log (1 + λ/4L)

λLσ2
(A.2)

Lemma. For any PXY ∈ PXY , there exists a n0 which depends on σ0 and VC
characteristics of K such that when n > n0, with probability greater than 1 −
2QLh

E
σ2

0
n , the generalization error of the plug-in classifier satisfies

R (PIS) ≤ RPI
n +O

(√ log h−1
n

nhdn
+ hγn

)
(A.3)

RPI
n =

∑
i,j=1,...,Q,i 6=j

IEX

[
η̂

(i)
n,hn

(X) η̂
(j)
n,hn

(X)
]

(A.4)
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where Eσ2 is defined by (A.2), hn is chosen such that hn → 0, log h−1
n

nhdn
→ 0, η̂(i)

n,hn

is the kernel estimator of the regression function. Moreover, the equality in (A.3)

holds when η̂(i)
n,hn
≡ 1

Q
for 1 ≤ i ≤ Q.

Theorem. (Error of the Plug-In Classifier) Given the classification model MY =(
S, PXY , {πi, fi}Qi=1,PI

)
with PXY ∈ PXY , there exists a n1 which depends on

σ0, σ1 and the VC characteristics of K such that when n > n1, with probability

greater than 1− 2QLh
E
σ2

0
n −L(

√
2hn)

E
σ2

0 −QLh
E
σ2

1
n , the generalization error of

the plug-in classifier satisfies

R (PIS) ≤ R̂n (PIS) +O
(√ log h−1

n

nhdn
+ hγn

)
(A.5)

where R̂n (PIS) = 1
n2

∑
l,m

θlmGlm,
√

2hn
, σ2

1 =
‖K‖22fmax

fmin
, θlm = 1I{yl 6=ym} is a class

indicator function and

Glm,h = Gh (xl,xm) , Gh (x, y) =
Kh (x− y)

f̂
1
2
n,h (x)f̂

1
2
n,h (y)

(A.6)

Eσ2 is defined by (A.2), hn is chosen such that hn → 0, log h−1
n

nhdn
→ 0, f̂n,hn is the

kernel density estimator of f defined by (2.3).

Corollary. Under the assumption of Theorem 1, for any kernel bandwidth se-
quence {hn}∞n=1 such that lim

n→∞
hn = 0 and hn > n−α where 0 < α < 1

2d+2
, with

probability 1,

lim
n→∞

√
π

2hn
R̂n (PIS) =

∫
S

f (s)ds (A.7)

Theorem. (Error of the NN)
Suppose the classification model is given as MY =

(
S, PXY , {πi, fi}Qi=1,NN

)
with PXY ∈ PXY and the support of PX is bounded by [−M0,M0]d, there exists
a n0 which depends on σ0 and VC characteristics of K such that when n > n0,

with probability greater than 1− 2QLh
E
σ2

0
n − (2M0)dndd0e−n

1−dd0fmin , the gener-
alization error of the NN satisfies:

R (NNS) ≤ R̂n (NNS) + c0

(√
d
)γ
n−d0γ +O

(√ log h−1
n

nhdn
+ hγn

)
(A.8)
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where R̂n (NN) = 1
n

∑
1≤l<m≤n

Hlm,hnθlm,

Hlm,hn = Khn (xl − xm)
(∫
Vl f̂n,hn (x) dx

f̂n,hn (xl)
+

∫
Vm f̂n,hn (x) dx

f̂n,hn (xm)

)
(A.9)

Eσ2 is defined by (A.2), d0 is a constant such that dd0 < 1, f̂n,hn is the kernel

density estimator of f defined by (2.3) with the kernel bandwidth hn satisfying

hn → 0, log h−1
n

nhdn
→ 0, Vl is the Voronoi cell associated with xl, c0 is a constant,

θlm = 1I{yl 6=ym} is a class indicator function such that θlm = 1 if xl and xm

belongs to different classes, and 0 otherwise. Moreover, the equality in (A.8)

holds when η(i) ≡ 1
Q

for 1 ≤ i ≤ Q.

Lemma. (Consistency of Kernel Density Estimator) Let the kernel bandwidth hn
of the Gaussian kernel K be chosen such that hn → 0, log h−1

n

nhdn
→ 0. For any

PX ∈ PX , there exists a n0 which depends on σ0 and VC characteristics of K,

when n > n0, with probability greater than 1− Lh
E
σ2

0
n over the data {xl},

∥∥∥f̂n,hn (x)− f (x)
∥∥∥
∞

= O
(√ log h−1

n

nhdn
+ hγn

)
(A.10)

where f̂n,hn is the kernel density estimator of f . Furthermore, for any PXY ∈ PXY ,

when n > n0, then with probability greater than 1− 2Lh
E
σ2

0
n over the data {xl},

∥∥∥η̂(i)
n,hn

(x)− η(i) (x)
∥∥∥
∞

= O
(√ log h−1

n

nhdn
+ hγn

)
(A.11)

for each 1 ≤ i ≤ Q.

Lemma. (Consistency of the Generalized Kernel Density Estimator) Suppose f is
the probabilistic density function of PX ∈ PX , and f ≤ fmax. Let g be a bounded
function defined on X and g ∈ Σγ,g0 , 0 < gmin ≤ g ≤ gmax, and e = f

g
. Define

the generalized kernel density estimator of e as

ên,h ,
1

n

n∑
l=1

Kh (x− xl)

g (xl)
(A.12)
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Let σ2
g =

‖K‖22fmax

g2
min

. There exists ng which depends on σg and the VC character-

istics of K such that when n > ng, with probability greater than 1 − Lh
E
σ2
g

n over
the data {xl},

‖ên,hn (x)− e (x)‖∞ = O
(√ log h−1

n

nhdn
+ hγn

)
(A.13)

where hn is chosen such that hn → 0, log h−1
n

nhdn
→ 0.

Proof of Lemma 2

Proof. Since f satisfies assumption (A), applying Corollary 2.2 in [23], forL,C >

0 that depend solely on the VC characteristics ofK and any λ > C, when n > n0,

Pr
[∥∥∥f̂n,hn − IE

[
f̂n,hn

]∥∥∥
∞
≥ τn

]
≤ L exp

(
− 1

L

log (1 + λ/4L)

λ

nhdnτ
2
n

σ2
0

)
(A.14)

where τn = τ
√

log h−1
n

nhdn
, τ > max{1, Cσ0

√
d/2 + 1}.

Also, ∥∥∥IE
[
f̂n,hn

]
− f (x)

∥∥∥
∞

= ‖IEZ [Kh (x− Z)]− f (x)‖∞

=

∥∥∥∥∫
X
f (x− hnz)K (z) dz − f (x)

∫
X
K (z) dz

∥∥∥∥
∞

≤
∫
X
‖f (x− hnz)− f (x)‖∞K (z) dz

≤ chγn
∫
X
‖z‖γ K (z) dx = chγnKγ (A.15)

because f is a Hölder-γ smooth function with Hölder constant c =
∑
i

π(i)ci, and

X = IRd. Based on (A.14) and (A.15), with probability greater than 1 − Lh
E
σ2

0
n

(since h
τ2E

σ2
0

n < h
E
σ2

0
n when hn < 1 for sufficiently large n) over the data {xl},

(A.10) holds.

74



Moreover,∥∥∥η̂(i)
n,hn

(x)− η(i) (x)
∥∥∥
∞

≤
∥∥∥η̂(i)

n,hn
(x)−

n∑
l=1

Khn (x− xl)1I{yl=i}

nf (x)

∥∥∥
∞

+
∥∥∥

n∑
l=1

Khn (x− xl)1I{yl=i}

nf (x)
− η(i) (x)

∥∥∥
∞

≤
∥∥∥

n∑
l=1

Khn (x− xl)1I{yl=i}

n

f (x)− f̂n,hn (x)

f (x) f̂n,hn (x)

∥∥∥
∞

+

∥∥∥ 1

f (x)

( n∑
l=1

Khn (x− xl)1I{yl=i}

n
− π(i)f (i) (x)

)∥∥∥
∞

≤ 1

fmin

∥∥∥f (x)− f̂n,hn (x)
∥∥∥
∞

+
1

fmin

∥∥∥
n∑
l=1

Khn (x− xl)1I{yl=i}

n
− π(i)f (i) (x)

∥∥∥
∞

Similar to the proof of (A.10), with probability greater than 1 − Lh
E
σ2

0
n over

the data {xl},

∥∥∥∥∥∥
n∑
l=1

Khn (x−xl)1I{yl=i}

n
− π(i)f (i) (x)

∥∥∥∥∥∥
∞

= O
(√

log h−1
n

nhdn
+ hγn

)
. Also,

with probability greater than 1−Lh
E
σ2

0
n ,

∥∥∥f̂n,hn (x)− f (x)
∥∥∥
∞

= O
(√

log h−1
n

nhdn
+ hγn

)
.

Therefore, with probability greater than 1− 2Lh
E
σ2

0
n , (A.11) holds.

Note that when
∑
n

h
τ2E

σ2
0

n <∞, with probability 1,

lim
n→∞

∥∥∥f̂n,hn (x)− f (x)
∥∥∥
∞

= O
(√ log h−1

n

nhdn
+ hγn

)
(A.16)

and

lim
n→∞

∥∥∥η̂(i)
n,hn

(x)− η(i) (x)
∥∥∥
∞

= O
(√ log h−1

n

nhdn
+ hγn

)
(A.17)

for each 1 ≤ i ≤ Q, which follow from the Borel-Cantelli lemma.
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Proof of Lemma 3

Proof. We consider the class of functions

F , {K
(
t− ·
h

)
, t ∈ IRd, h 6= 0} Fg , {

K
(
t−·
h

)
g (·)

, t ∈ IRd, h 6= 0}

Since F is a bounded VC class of measurable functions, there exist positive
numbers A and v such that for every probability measure P on IRd for which∫
F 2dP <∞ and any 0 < τ < 1,

N
(
F , ‖·‖L2(P ) , τ ‖F‖L2(P )

)
≤
(
A

τ

)v
(A.18)

For any t1, t2 ∈ IRd and h1, h2 > 0,

∥∥∥∥∥∥
K
(
t1−·
h1

)
g (·)

−
K
(
t2−·
h2

)
g (·)

∥∥∥∥∥∥
L2(P )

≤ 1

gmin

∥∥∥∥K (t1 − ·h1

)
−K

(
t2 − ·
h2

)∥∥∥∥
L2(P )

Let BF (t0, h0, δ) , {(t, h) :
∥∥∥K ( t−·h )−K ( t0−·h0

)∥∥∥
L2(P )

≤ δ, h 6= 0}, and

BFg (t0, h0, δ) , {(t, h) :

∥∥∥∥K( t−·h )
g(·) −

K
(
t0−·
h0

)
g(·)

∥∥∥∥
L2(P )

≤ δ}. Then BF (t0, h0, δ) ⊆

BFg

(
t0, h0,

δ
gmin

)
.

We choose the envelope function for Fg as Fg = F
gmin

and |ug| ≤ Fg for any
ug ∈ Fg. There is a bijection between F and Fg, so

N
(
Fg, ‖·‖L2(P ) , τ ‖Fg‖L2(P )

)
≤
(
A

τ

)v
(A.19)

So that Fg is also a bounded VC class. The conclusion (A.13) follows from an
argument similar to that in the proof of Theorem 1 and Corollary 2.2 in [23].

Similarly, when
∑
n

h
τ2E

σ2
g

n < ∞ (here τ > max{1, Cσg
√
d/2 + 1}), with

probability 1,

lim
n→∞

‖ên,hn (x)− e (x)‖∞ = O
(√ log h−1

n

nhdn
+ hγn

)
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Proof of Lemma 1

Proof. Let PXY ∈ PXY . It can be verified that

R (PIS) =
∑

i,j=1,...,Q,i 6=j
IEX

[
η(i) (X) Pr [PIS (X) = j]

]
(A.20)

According to Lemma 2 and (A.20), with probability greater than 1− 2QLh
E
σ2

0
n ,

R (PIS) =
∑
i 6=j

IEX

[
η̂

(i)
n,hn

(X) Pr [PIS (X) = j]
]

+O

√ log h−1
n

nhdn
+ hγn


Denote by {R1,R2, . . .RQ} the decision regions of PIS , then η̂(i)

n,hn
≥ η̂

(i
′
)

n,hn
for

all i′ 6= i on each Ri, and∑
i,j=1,...,Q,i 6=j

IEX

[
η̂

(i)
n,hn

(X) Pr [PIS (X) = j]
]

=
∑

i,j=1,...,Q,i 6=j
IEX∈Rj

[
η̂

(i)
n,hn

(X) ·
Q∑
k=1

η̂
(k)
n,hn

(X)

]

= IEX

( Q∑
k=1

η̂
(k)
n,hn

(X)

)2
− Q∑

i=1

IEX∈Ri

[
η̂

(i)
n,hn

(X) ·
Q∑
k=1

η̂
(k)
n,hn

(X)

]

≤ IEX

( Q∑
k=1

η̂
(k)
n,hn

(X)

)2
− Q∑

i=1

IEX

[(
η̂

(i)
n,hn

(X)
)2
]

=
∑

i,j=1,...,Q,i 6=j
IEX

[
η̂

(i)
n,hn

(X) η̂
(j)
n,hn

(X)
]

(A.21)

Therefore we obtain (A.3), and the equality in (A.3) holds when η̂(i)
n,hn
≡ 1

Q
for

1 ≤ i ≤ Q.

Proof of Theorem 1

Proof. By Lemma 1 and 2, there exists an n(1) which depends on σ0 and the VC

characteristics of K, when n > n(1), with probability greater than 1− 2QLh
E
σ2

0
n ,

RPI
n =

∑
i 6=j

IEX

[
η̂

(i)
n,hn

(X) η̂
(j)
n,hn

(X)
]
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=
∑
i 6=j

IEX

[
η(i) (X) η(j) (X)

]
+O

√ log h−1
n

nhdn
+ hγn

 (A.22)

Note that

IEX

[
η(i) (X) η(j) (X)

]
=

∫
X

π(i)f (i) (x)

f
1
2 (x)

· π
(j)f (j) (x)

f
1
2 (x)

dx,

Using the generalized kernel density estimator (A.12), we obtain the kernel
estimator η̃(i)

n,hn
of π(i)f (i)(x)

f
1
2 (x)

as below:

η̃
(i)
n,hn

(x) =
1

n

n∑
l=1

Khn (x− xl) 1I{yl=i}

f
1
2 (xl)

(A.23)

By Lemma 3, there exists an n(2) which depends on σ1 and the VC characteris-

tics of K, when n > n(2), with probability greater than 1−QLh
E
σ2

1
n ,

∑
i 6=j

IEX

[
η(i) (X) η(j) (X)

]
=
∑
i 6=j

IEX

[
η̃

(i)
n,hn

(X) η̃
(j)
n,hn

(X)
]

+O

√ log h−1
n

nhdn
+ hγn


(A.24)

By convolution theorem of Gaussian kernels,

∑
i 6=j

IEX

[
η̃

(i)
n,hn

(X) η̃
(j)
n,hn

(X)
]

=
1

n2

∑
l,m

K√2hn
(xl − xm)

f
1
2 (xl) f

1
2 (xm)

θlm

Letting h̃n =
√

2hn, there exists n(3) depending on σ0 and the VC characteris-

tics of K, when n > n(3), with probability greater than 1 − Lh̃
E
σ2

0
n , ‖f̂n,h̃n (x) −

f (x) ‖∞ = O
(√

log h̃−1
n

nh̃dn
+ h̃γn

)
and ‖f̂n,h̃n (x)− f (x) ‖∞ ≤ fmin

2
. It follows that

supx∈IRd f̂n,h̃n (x) ≤ fmax + fmin

2
, infx∈IRd f̂n,h̃n (x) ≥ fmin

2
, and

∣∣∣∣∣∣
∑
i 6=j

IEX

[
η̃

(i)
n,hn

(X) η̃
(j)
n,hn

(X)
]
− 1

n2

∑
l,m

Glm,h̃nθlm

∣∣∣∣∣∣
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≤ 1

n2

∑
l,m

Kh̃n
(xl − xm)

∣∣∣∣f 1
2 (xl) f

1
2 (xm)− f̂

1
2

n,h̃n
(xl) f̂

1
2

n,h̃n
(xm)

∣∣∣∣
f̂

1
2

n,h̃n
(xl) f̂

1
2

n,h̃n
(xm) f

1
2 (xl) f

1
2 (xm)

= O

(√
log h̃−1

n

nh̃dn
+ h̃γn

)
· 1

n

n∑
l=1

f̂n,h̃n(xl)

= O

(√
log h̃−1

n

nh̃dn
+ h̃γn

)
= O

√ log hn
−1

nhdn
+ hγn

 (A.25)

since h̃n =
√

2hn. Taking n1 = max{n(1), n(2), n(3)}, it follows from (A.22),

(A.24) and (A.25) that with probability greater than 1−2QLh
E
σ2

0
n −L(

√
2hn)

E
σ2

0−
QLh

E
σ2

1
n ,

RPI
n =

1

n2

∑
l,m

Glm,
√

2hn
θlm +O

√ log h−1
n

nhdn
+ hn

γ

 (A.26)

and (A.5) is verified by (A.26).

Proof of Corollary 1

Suppose the data {xi}ni=1 lies on a domain Ω ⊆ Rd. Let f be the probability
density function on Ω, S be the cluster boundary which separates Ω into two parts
S1 and S2 (see Figure A.1). Let the domain of f be restricted to Ω in assumption
(A) and (B). Based on the analysis in the beginning of this document, Theorem
1− 4 and Lemma 1− 2 still hold and the proofs remain almost unchanged.

The Low Density Separation assumption favors the cluster boundary with low
volume, i.e.

∫
S
f (s)ds. Corollary 1 reveals the relationship between the error of

the plug-in classifier and the weighted volume of the cluster boundary.

S

Ω

1
x

2
x

n
x…

1
S

2
S

Figure A.1: Illustration of the hyperplane S for Low Density Separation.
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Proof. Firstly, we show that when restricting the support of the marginal distribu-
tion PX to a subset Ω ⊂ IRd which is not necessarily full-dimensional, Theorem
1 and lemma 1-3 still hold and our derived bounds are still valid. To see this, we
only need to show that the following class of functions FΩ is a bounded VC class
of measurable functions.

FΩ , {K
(
t− ·
h

)
, t ∈ Ω, h 6= 0} (A.27)

Since we already know that the class of functions F defined below (also in
the chapter) is a bounded VC class of measurable functions with respect to the
envelope function F ,

F , {K
(
t− ·
h

)
, t ∈ IRd, h 6= 0} (A.28)

we have N
(
F , ‖·‖L2(P ) , τ ‖F‖L2(P )

)
≤
(
A
τ

)v for every probability measure P

on IRd for which
∫
F 2dP < ∞ and any 0 < τ < 1. N

(
T , d̂, ε

)
is defined as the

minimal number of open d̂-balls of radius ε required to cover T in the metric space(
T , d̂

)
. Letting {Bi} be theN

(
F , ‖·‖L2(P ) , τ ‖F‖L2(P )

)
open balls which cover

F , then {Bi ∩ FΩ} is the set of balls which cover FΩ since FΩ ⊂ F . It follows
that FΩ is also a bounded VC class of measurable functions with respect to the
envelope function F .

According to Theorem 3 in [1], for any ε ∈
(
0, 1

2

)
, there exists constant C such

that for all h satisfying 0 < h <
√
τ(2d)−

e
2(e−1) ,∣∣∣∣√πh

∫
S2

∫
S1

K√2h (x− y)ψ√2h (x)ψ√2h (y)dxdy −
∫
S
f (s) ds

∣∣∣∣ < Ch2ε (A.29)

where ψh (x) = f(x)√∫
ΩKh(x−z)f(z)dz

, τ is the radius of the largest ball that can be

placed tangent to the manifold Ω.
Let τn = C0 for some constant C0 <

fmin

2
in equation (A.14) in the proof of

Lemma 2. Then there exists n0 depending on σ0 and the VC characteristics of K,
when n > n0, with probability greater than 1−L exp

(
− 1
L

log(1+λ/4L)
λ

n(
√

2hn)dC2
0

σ2
0

)
,

‖f̂n,√2hn
(x) − f (x) ‖∞ ≤ fmin

2
. Denote by A the event that ‖f̂n,√2hn

(x) −
f (x) ‖∞ ≤ fmin

2
.
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Define

R
(
(x1,y1), . . . , (xn,yn)

)
=

√
π

2hn
R̂n (PIS)

=
1

n2

√
π

2hn

∑
l,m

K√2hn
(xl − xm)

f̂
1
2

n,
√

2hn
(xl) f̂

1
2

n,
√

2hn
(xm)

θlm

with θlm = 1I{yl 6=ym}, then the bounded difference is verified when A holds:∣∣∣R((x1,y1), . . . , (xl,yl), . . . , (xn,yn)
)
−R

(
(x1,y1), . . . , (x

′
l,y

′
l), . . . , (xn,yn)

)∣∣∣
≤ 1

n2

√
π

hn

∑
m

 K√2hn
(xl − xm)

f̂
1
2

n,
√

2hn
(xl) f̂

1
2

n,
√

2hn
(xm)

+
K√2hn

(x
′
l − xm)

f̂
1
2

n,
√

2hn

(
x
′
l

)
f̂

1
2

n,
√

2hn
(xm)


=

1

n2

√
π

hn

∑
m

f̂
1
2

n,
√

2hn
(x
′
l)K
√

2hn
(xl − xm) + f̂

1
2

n,
√

2hn
(xl)K√2hn

(x
′
l − xm)

f̂
1
2

n,
√

2hn
(x
′
l)f̂

1
2

n,
√

2hn
(xl)f̂

1
2

n,
√

2hn
(xm)

≤ C1

nhd+1
n

(A.30)

where C1 a constant determined by fmin, fmax, d. According to McDiarmid’s in-
equality,

Pr
[∣∣R((x1,y1), . . . , (xn,yn)

)
− IER

(
(x1,y1), . . . , (xn,yn)

)∣∣ ≥ ε1 | A
]

≤ 2 exp

(
−2nh2d+2

n ε2
1

C2
1

)
(A.31)

Also, the expectation of R
(
(x1,y1), . . . , (xn,yn)

)
satisfies

IER
(
(x1,y1), . . . , (xn,yn)

)
=

√
π

2hn

∫
S2

∫
S1

K√2hn
(x− y)

f̂
1
2

n,
√

2hn
(x) f̂

1
2

n,
√

2hn
(y)

f (x) f (y)dxdy

+

√
π

2hn

∫
S1

∫
S2

K√2hn
(x− y)

f̂
1
2

n,
√

2hn
(x) f̂

1
2

n,
√

2hn
(y)

f (x) f (y)dxdy

=

√
π

hn

∫
S2

∫
S1

K√2hn
(x− y)

f̂
1
2

n,
√

2hn
(x) f̂

1
2

n,
√

2hn
(y)

f (x) f (y)dxdy

Moreover, the square of the denominator of ψh is the expectation of f̂n,hn , i.e.
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∫
Ω
Kh (x− z) f (z) dz = IE

[
f̂n,h

]
. Again, by equation (A.14) in the proof of

Lemma 2,

Pr
[∣∣ ∫

S2

∫
S1

K√2hn
(x− y)

f̂
1
2

n,
√

2hn
(x) f̂

1
2

n,
√

2hn
(y)

f (x) f (y)dxdy−

∫
S2

∫
S1

K√2hn
(x− y)ψ√2hn

(x)ψ√2hn
(y)dxdy

∣∣ ≥ ε2 | A
]

≤ Pr
[∥∥IE

[
f̂n,
√

2hn
(x)
]
− f̂n,√2hn

(x)
∥∥
∞ ≥ C2ε2

]
≤ L exp

(
− 1

L

log (1 + λ/4L)

λ

n(
√

2hn)dC2
2ε

2
2

σ2
0

)
(A.32)

where C2 is a constant. Note that Pr[A] ≥ 1− L exp
(
− 1
L

log(1+λ/4L)
λ

n(
√

2hn)dC2
0

σ2
0

)
,

by (A.29), (A.31) and (A.32) and the application of the Borel-Cantelli lemma,
(A.7) is verified.

Proof of Theorem 2

Proof. Denote the support of PX by X . Since X is bounded in IRd, we construct
the τ -cover of X which is a sequence of sets {Ω1,Ω2, ...,ΩR} such that X ⊆
R⋃
r=1

Ωr and each Ωr is a box of length τ in IRd, 1 ≤ r ≤ R, R =
(

2M0

τ

)d. Let

A =
R⋂
r=1

{Ωr

⋂
{xl}nl=1 6= ∅} indicate the event that each Ωr contains at least one

data point from {xl}nl=1, then,

Pr[A] ≥ 1−R(1− Pr [Ω1])n = 1−Ren log (1−Pr[Ω1])

≥ 1−Re−nPr[Ω1] ≥ 1− (
2M0

τ
)de−nfminτ

d

So A holds with probability greater than 1 − (2M0

τ
)de−nfminτ

d . Denote by X̃
the nearest neighbor of X among {xl}nl=1, and Ỹ is the label of X̃ . Note that∥∥∥X − X̃∥∥∥

2
≤
√
dτ if X ∈ Ωr for each r. For any PXY ∈ PXY , some calculation

shows that ∃c̃i > 0,
∣∣η(i)(x)− η(i)(y)

∣∣ ≤ c̃i ‖x− y‖γ , so that η(i) is also Hölder-γ
smooth with Hölder constant c̃i. We then have

R (NNS) = IE(X,Y )

[
Y 6= Ỹ

]
(A.33)
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=

R∑
r=1

IEX

[(
1− η(Ỹ ) (X)

)
1I{X∈Ωr}

]
≤
R∑
r=1

IEX

[(
1− η(Ỹ )

(
X̃
)

+ c̃Ỹ

(√
dτ
)γ)

1I{X∈Ωr}

]
≤
R∑
r=1

IEX

[(
1− η(Ỹ )

(
X̃
))

1I{X∈Ωr}

]
+ max

i
c̃i︸ ︷︷ ︸

,c0

(√
dτ
)γ

Let Nr = {xs ∈ {xl}nl=1 | xs = X̃ for some X ∈ Ωr} wherein each element is
the nearest neighbor of some X ∈ Ωr, and Ωrs = {X ∈ Ωr | X̃ = xs,xs ∈ Nr}
which is a subregion of Ωr such that all X ∈ Ωrs takes xs as its nearest neighbor.

Then Ωr =
⋃

s:xs∈Nr
Ωrs, and X̃ = xs for X ∈ Ωrs. Since {xl}nl=1 ⊂

R⋃
r=1

Ωr,

each xl should be the nearest neighbor of some X ∈ Ωr, 1 ≤ r ≤ R, so that

{xl}nl=1 =
R⋃
r=1

Nr.

Based on Theorem 1, with probability greater than 1− 2QLh
E
σ2

0
n ,

R∑
r=1

IEX

[(
1− η(Ỹ )

(
X̃
))

1I{X∈Ωr}

]
=

n∑
s=1

[
1− η(ys) (xs)

] ∫
Vs
f (x) dx

=

n∑
s=1

{[
1− η̂(ys)

n,hn
(xs)

] ∫
Vs
f̂n,hn (x) dx

}
+O

√ log h−1
n

nhdn
+ hγn


=

1

n

∑
l<m

Hlmθlm +O

√ log h−1
n

nhdn
+ hγn

 (A.34)

where Vs is the Voronoi cell associated with xs, which is the set of points whose
nearest neighbor is xs: Vs =

⋂
l:l 6=s
{x ∈ X | ‖x− xs‖2 ≤ ‖x− xl‖2}. Combining

(A.33) and (A.34),

R (NNS) ≤ 1

n

∑
l<m

Hlmθlm + c0

(√
dτ
)γ

+O

√ log h−1
n

nhdn
+ hγn

 (A.35)

Moreover, the equality in (A.35) holds if the equality in (A.33) holds, e.g. η(i) ≡
1
Q

for 1 ≤ i ≤ Q.
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A.1.2 Algorithm and Experiments

The objective function of our pairwise clustering method PIEC is

Ψ (e) =

n∑
l=1

exp
(
−Glel,

√
2hn

)
+ λ

∑
l,m

(
θ̃lmGlm,

√
2hn

+ ρlm (el, em)
)

(A.36)

where ρlm is a function to enforce the consistency of the cluster indicators:

ρlm (el, em) =

{
∞ em = l, el 6= l or el = m, em 6= m

0 otherwise

The minimization of the objective function is converted to a MAP (Maximum
a Posterior) problem in the pairwise MRF. (A.36) is minimized by Max-Product
Belief Propagation (BP) in two steps:

Message Passing: BP iteratively passes messages along each edge according
to

mt
lm (em) = min

el

(
M t−1
lm (el) + θ̃lmGlm,

√
2hn

+ ρlm (el, em)
)

(A.37)

M t
lm (el) ,

∑
k∈N (l)\m

mt
kl (el) + ul (el) (A.38)

where mt
lm is the message sent from node l to node m in iteration t, N (l) is the

set of neighbors of node l.
Inferring the optimal label: After the message passing converges or the max-

imal number of iterations is achieved, the final belief for each node is bl (el) =∑
k∈N (l)

mT
kl (el) + ul (el), T is the number of iterations of message passing. The

resultant optimal e∗l is e∗l = arg min
el

bl (el).

AP (Affinity Propagation) controls the cluster numbers by a parameter called
preference. We first estimate the lower bound and upper bound for the preference
using the routine functions provided by the authors [32], then evenly sample 170

preference values between its upper bound and lower bound, and run AP with
each sampled preference value. CEB (Convex Clustering with Exemplar-Based
Model) produces different cluster numbers by varying the scale ββ0 which con-
trols the shape of the mixture components. Likewise, we evenly sample 170 values
between [0.1, 2] for β, and β0 = n2log n/

∑
i,j

‖xi − xj‖2
2 according to [33]. Also,
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we normalize the BT data set so that it has unit column variance, since the column
variances of BT vary significantly (the largest column variance is 18580 while the
smallest one is 0.0686).

A.2 Supplementary Document for Subspace Learning
with `0-Graph

We present detailed proof of theorems and lemmas in Chapter 4, and provide
additional experimental results in this supplementary.

A.2.1 Proof of Theorem 8

The `0-induced sparse subspace clustering solves the following problem:

min
α
‖α‖0 s.t.X = Xα, diag(α) = 0 (A.39)

Theorem 8. (`0-Induced Almost Surely Subspace-Sparse Representation) Sup-

pose the data X = [x1, . . . ,xn] ∈ IRd×n lie in a union of K distinct subspaces

{Sk}Kk=1 of dimensions {dk}Kk=1, i.e. Sk 6= Sk′ for k 6= k′. Let X(k) ∈ IRd×nk

denote the data that belong to subspace Sk, and
K∑
k=1

nk = n. When nk ≥ dk + 1, if

the data belonging to each subspace are generated i.i.d. from arbitrary unknown

continuous distribution supported on that subspace,1 then with probability 1, the

optimal solution to (A.39), denoted by α∗, is a subspace-sparse representation,

i.e. nonzero elements in α∗i corresponds to the data that lie in the same subspace

as xi.

To prove Theorem 8, we need the claims below, which show that the probability
that a point lies in a low dimensional subspace in any subspace Sk for k = 1 . . . K

is 0, and any L ≤ dk points in X(k) are most surely linearly independent, under
the assumptions of Theorem 8.

Claim 1. Under the assumptions of Theorem 8, for a random data point x ∈
Sk that is generated according to a continuous distribution supported on Sk, the

probability that x lies in a hyperplane H in Sk which has dimension less than dk
is zero, i.e. Pr[x ∈ H] = 0 for subspace H ⊂ Sk and Dim[H] < dk.

1Continuous distribution here indicates that the data distribution is non-degenerate in the sense that the probability
measure of any hyperplane of dimension less than that of the subspace is 0.
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Claim 2. Under the assumptions of Theorem 8, with probability 1, any L ≤ dk

points in the dataX(k) ∈ IRd×nk that lie in Sk are linearly independent.

Proof. For any set {xj`}L`=1 ⊆ X(k) that are linearly dependent, let HA be the
subspace spanned by point set A. Then at least one point in {xj`}L`=1 ⊆X(k) can
be linearly represented by the others, and

Pr[{xj`}L`=1 : {xj`}L`=1 are linearly dependent]

≤
L∑

`′=1

Pr[xj
`
′ ∈ H{x−`′j`

}
] = 0 (A.40)

where {x−`
′

j`
} indicates all the elements of {xj`}L`=1 except xj

`
′ .

Since Dim[H
{x(−`′ )
j`

}
] < L ≤ dk, Pr[xj

`
′ ∈ H

{x−`
′

j`
}
] = 0 for each 1 ≤ `

′ ≤

L.

Proof. According to Claim 2, for any fixed 1 ≤ k ≤ K, any L ≤ dk points in the
data X(k) ∈ IRd×nk are almost surely linearly independent. Therefore, at least dk
points inX(k) are required to linearly represent any point xi in Sk. Let αi∗ be the
optimal solution to the following `0 problem

min
αi
‖αi‖0 s.t. xi = [X(k) \ xi X(−k)]αi, αii = 0 (A.41)

where X(−k) denotes the data that lie in all subspaces except Sk. Let αi∗ =[
β∗

β−1∗

]
where β∗ and β−1∗ are sparse codes corresponding to X(k) \ xi and

X(−k) respectively. Suppose β−1∗ 6= 0, then xi belongs to a subspace S ′ spanned
by the data points corresponding to nonzero elements of αi∗, and S ′ 6= Sk,
Dim[S ′ ] ≤ dk. To see this, if S ′ = Sk, then the data corresponding to nonzero
elements of β−1∗ belong to Sk, which is contrary to the definition ofX(−k). Also,
if Dim[S ′ ] > dk, then a sparser solution can be obtained withinX(k), i.e. one can
find dk points in Sk to represent xi almost surely.

Let S ′′ = S ′ ∩Sk, then Dim[S ′′ ] ≤ dk. S ′′ is “inter-subspace hyperplane” since
it intersects with at least two subspaces. We now derive the following results
according to dimension of S ′′:

• Dim[S ′′ ] < dk. For each configuration of the generated data

{x1, . . . ,xi−1,xi+1, . . . ,xn},
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S ′′ is the intersection of Sk and S ′ . A configuration of the data is a specific
set of data points generated from the corresponding distributions. S ′ can
only be spanned from a subset of these data points, so there are only finite
possible choices for S ′ regardless of xi, and there are also finite possible
choices for the hyperplane S ′′ . According to Claim 1, the probability of the
event that xi lies in the hyperplane S ′′ is zero, i.e. Pr[xi ∈ S

′′ |{xj}j 6=i] =

0. Now we compute the integral of this probability over the domain of
{x1, . . . ,xi−1,xi+1, . . . ,xn} (their corresponding subspaces) with respect
to their corresponding probabilistic measures, we conclude that the proba-
bility that xi ∈ S

′′ is zero, i.e.

Pr[xi ∈ S
′′
] =

∫
×n
t=1S(t)

1Ixi∈S′′⊗
n
t=1dµ

(t)

=

∫
×t6=iS(t)

Pr[xi ∈ S
′′ |{xt}t6=i] ⊗t6=idµ(t) = 0

where S(t) is the subspace that xt lies in, and µ(t) is the probabilistic mea-
sure of the distribution in S(t).

• Dim[S ′′ ] = dk. In this case, S ′′ = S ′ = Sk, which indicates that the data
points corresponding to nonzero elements of β−1∗ belong to Sk, contradict-
ing with the definition ofX(−k).

Therefore, with probability 1, β−1∗ = 0, and the conclusion of Theorem 8
holds.

A.2.2 Discussion of the Assumptions on the Subspaces

The only assumption on the subspaces in Theorem 8 is that all subspaces are dis-
tinct, which is the mildest assumption on the underlying subspaces compared to
most existing sparse subspace clustering methods. Note that the difference be-
tween assumption S3, i.e. overlapping subspaces, and assumption S4 in Table 4.1,
i.e. distinct subspaces, is that distinctness of subspaces allows the case that one
small subspace Sk is contained in another big subspace Sk′ . `0-induced sparse
subspace clustering can even produce subspace spare representation for the points
in the small subspace, i.e. the nonzero elements of the optimal solution to the `0

problem (A.41) for any point xi ∈ Sk only correspond to data in subspace Sk. One
can intuitively obtain this result by noting that Dim[Sk] = dk < Dim[Sk′ ] = dk′ ,
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otherwise Sk = Sk′ , and it contradicts the assumption that Sk 6= Sk′ . Also, dk
points in Sk other than xi can linearly represent xi almost surely, which forms
the most sparse representation of xi and constitutes the solution to the problem
(A.41). In contrast, with probability 1, at least dk′ > dk points from Xk′ other
than xi are needed to linearly represent xi (note that the probability that a point
fromXk′ lies in a low dimensional subspace Sk is zero). Figure A.2 illustrates the
example that a two-dimensional subspace S1 is contained in a three dimensional
subspace S2. Two points x2 and x3 in S1 can linearly represent x1 ∈ S1, while
at least three points in S2 are required to linear represent x1 with probability 1

almost surely. Although it is possible that two points in S2 can linear represent
x1, the probability that this event happens is 0.

1
x

2
x

1
S

3
x

4
x

5
x

6
x

2
S

O

7
x

Figure A.2: A two-dimensional subspace S1 (a plane) is contained in a three
dimensional subspace S2. x1 lies in S1, two points x2 and x3 in S1 can linearly
represent x1. With probability 1, at least three points in S2, e.g. x4,x5,x6, are
required to linear represent x1. Note that it is possible that two points x5 and
x7 ∈ S2 can linear represent x1, but it happens only if x1 lies in the red line
which is the intersection of the plane S1 and the plane spanned by x5 and x7, and
the probability of such event is 0.

A.2.3 Proof of Theorem 9

Theorem 9. (Algorithm that renders subspace representation solves `0 sparse
representation) Under the assumptions of Theorem 8, if there is an algorithm
which, for any data point xi ∈ Sk, i ∈ [n], k ∈ [K], can find the data from
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the same subspace as xi that linearly represent xi, i.e.

xi = Xβ (βi = 0) (A.42)

where nonzero elements of β correspond to the data that lie in the subspace

Sk, then, with probability 1, the solution to the `0 problem (A.41) can be obtained

from β in O(n̂3) time, where n̂ is the number of nonzero elements in β.

Proof. Let X̂ be the data corresponding to the nonzero elements of β. By Gaus-
sian elimination, the maximal linearly independent columns of X̂ , denoted by X̃ ,
can be obtained in O(n̂3) time where n̂ is the number of columns of X̂ . Then, xi
can be linearly represented by X̃ and suppose xi = Xβ̃ where nonzero elements
of β̃ correspond to columns of X̃ . Then we will prove that β̃ is the solution to the
`0 problem (A.41) with probability 1. To see this, suppose β̃ is not the sparest so-
lution to (A.41), and denote by β∗ the optimal solution to (A.41). Then xi = Xβ∗

and ‖β∗‖0 < ‖β̃‖0.
Since xi lies in subspace Sk, d∗ , ‖β∗‖0 < ‖β̃‖0 ≤ dk with probability 1.

Let X∗ = {xjm}d
∗
m=1 be the d∗ data points corresponding to nonzero elements

of β∗. Then X∗ must be linearly independent; otherwise, a sparser solution to
(A.41) can be obtained by searching for the maximal linearly independent subset
of X∗. Denote by S∗ the subspace spanned by X∗ with Dim[S∗] = d∗, and
S ′ = S∗∩Sk. It follows that S ′ is a subspace contained in Sk with dimensionality
Dim[S ′ ] ≤ Dim[S∗] < dk. Note that the probability that xi ∈ S

′ is zero since S ′

is a low dimensional subspace in Sk and xi is distributed according to continuous
distribution supported on Sk.

A.2.4 Proof of Lemma 7

Before proving Lemma 7, we review the iterative proximal method for optimizing
`0-graph, which obtains αi(t) from αi

(t−1) for t ≥ 1 by the following two steps:

α̃i
(t)

= αi
(t−1) − 2

τs
(X>Xαi

(t−1) −X>X) (A.43)
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αij
(t)

=

 0 : |α̃ij
(t)
| <

√
2λ
τs or i = j

α̃ij
(t)

: otherwise
(A.44)

In the following text, we let σmax(·) and σmin(·) indicate the largest and smallest
eigenvalues of a matrix in magnitude.

Lemma 7. (Support Shrinkage in the Proximal Iterations and Sufficient Decrease
of the Objective) When s > max{2Ai, 2(1+λAi)

λτ
}, then the sequence {αi(t)}t gen-

erated by the proximal method with (A.43) and (A.44) satisfies

supp(αi
(t)

) ⊆ supp(αi
(t−1)

), t ≥ 1 (A.45)

namely the support of the sequence {αi(t)}t shrinks when the iterative proximal
proceeds. Moreover, the sequence of the objective {L(αi

(t)
)}t decreases, and the

following inequality holds for t ≥ 1:

L(αi
(t)

) ≤ L(αi
(t−1)

)− (τ − 1)s

2
‖αi(t) −αi(t−1)‖22 (A.46)

And it follows that the sequence {L(αi
(t)

)}t converges. The above results hold

for any 1 ≤ i ≤ n.

Proof. We prove this Lemma by mathematical induction.
When t = 1, we first show that supp(αi

(1)
) ⊆ supp(αi

(0)
), i.e. the support of

αi shrinks after the first iteration. To see this, α̃i
(t)

= αi
(t−1)− 2

τs
(X>Xαi

(t−1)−
X>X). Since αi(t−1)

= arg minαi∈IRn,αii=0 ‖xi −Xαi‖2
2 + λ‖α‖1 is the opti-

mal solution to the `1-graph problem, and the data are normalized to have unit
`2-norm,

‖xi −Xαi
(t−1)‖22 + λ‖αi(t−1)‖1 ≤ ‖xi‖22 = 1

which indicates that ‖xi−Xαi
(t−1)‖2

2 ≤ 1. Letting g(t−1) = − 2
τs

(X>Xαi
(t−1)−

X>xi), then

|α̃ij
(t)
| ≤ ‖g(t−1)‖∞ ≤

2

τs
‖X>(Xαi

(t−1) − xi)‖∞ ≤
2

τs
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where j is the index for any zero element ofαi(t−1), 1 ≤ j ≤ n, j /∈ supp(αi
(t−1)

).

Now |α̃ij
(t)
| <

√
2λ
τs

, and it follows that and αij
(t)

= 0 due to the update rule in

(A.44). Therefore, the zero elements of αi(t−1) remain unchanged in αi(t), and
supp(αi

(t)
) ⊆ supp(αi

(t−1)
) for t = 1.

Letting QSi(y) = ‖xi −XSiy‖2
2 for y ∈ IRAi , we show that s > 2Ai is the

Lipschitz constant for the gradient of function QSi . To see this, we have

σmax(X>SiXSi) =
(
σmax(XSi)

)2 ≤ Tr(X>SiXSi) = Ai

Also, ∇QSi(y) = 2(X>SiXSiy −X>Sixi), and

‖∇QSi(y)−∇QSi(z)‖2 = 2‖X>SiXSi(y − z)‖2 (A.47)

≤ 2σmax(X>SiXSi) · ‖(y − z)‖2
≤ 2Ai‖(y − z)‖2 < s‖(y − z)‖2

Note that when t = 1, since

αi
(t)

= arg min
v∈IRn,vi=0

τs

2
‖v − α̃i

(t)
‖2

2 + λ‖v‖0

we have

τs

2
‖αi(t) − α̃i

(t)
‖22 + λ‖αi(t)‖0 (A.48)

≤ τs

2
‖∇Q(αi

(t−1)
)

τs
‖22 + λ‖αi(t−1)‖0

which is equivalent to

〈∇QSi(α
i
Si

(t−1)
),αiSi

(t) −αiSi
(t−1)〉+

τs

2
‖αi(t) −αi(t−1)‖22 (A.49)

+ λ‖αi(t)‖0 ≤ λ‖α(t−1)‖0

due to the fact that

〈∇Q(αi
(t−1)

),αi
(t) −αi

(t−1)〉 = 〈∇QSi
(αiSi

(t−1)
),αiSi

(t) −αiSi

(t−1)〉
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Also, since s is the Lipschitz constant for∇QSi ,

QSi(α
i
Si

(t)
) ≤ QSi(α

i
Si

(t−1)
) + 〈∇QSi(α

i
Si

(t−1)
),αiSi

(t) −αiSi
(t−1)〉 (A.50)

+
s

2
‖αiSi

(t) −αiSi
(t−1)‖22

Combining (A.49) and (A.50) and noting that ‖αiSi
(t) −αiSi

(t−1)‖2 = ‖αi(t) −
αi

(t−1)‖2, QSi(α
i
Si

(t)
) = Q(αi

(t)
) and QSi(α

i
Si

(t−1)
) = Q(αi

(t−1)
), we have

Q(αi
(t)

) + λ‖αi(t)‖0 ≤ Q(αi
(t−1)

) + λ‖αi(t−1)‖0 (A.51)

− (τ − 1)s

2
‖αi(t) −αi(t−1)‖22

Now (A.45) and (A.46) are verified for t = 1. Suppose (A.45) and (A.46) hold
for all t ≥ t0 with t0 ≥ 1. Since {L(αi

(t)
)}t0t=1 is decreasing, we have

L(αi
(t0)

) = ‖xi −Xαi
(t0)‖22 + λ‖αi(t0)‖0

≤ ‖xi −Xαi
(0)‖22 + λ‖αi(0)‖0 ≤ 1 + λAi

which indicates that ‖xi −Xαi
(t0)‖2 ≤

√
1 + λAi. When t = t0 + 1,

|α̃ij
(t)
| ≤ ‖g(t−1)‖∞ ≤

2

τs
‖X>(Xαi

(t−1) − xi)‖∞

≤ 2

τs

√
1 + λAi

where j is the index for any zero element ofαi(t−1), 1 ≤ j ≤ n, j /∈ supp(αi
(t−1)

).

Now |α̃ij
(t)
| <

√
2λ
τs

, and it follows that and αij
(t)

= 0 due to the update rule in

(A.44). Therefore, the zero elements of αi(t−1) remain unchanged in αij
(t), and

supp(αi
(t)

) ⊆ supp(αi
(t−1)

) ⊆ Si for t = t0 + 1. Moreover, similar to the case
when t = 1, we can derive (A.49), (A.50) and (A.51), so that the support shrink-
age (A.45) and decline of the objective (A.46) are verified for t = t0+1. It follows
that the claim of this lemma holds for all t ≥ 1.

Since the sequence {L(αi
(t)

)}t is decreasing with lower bound 0, it must con-
verge.
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A.2.5 Proof of Lemma 8

In the following lemma, we show that the sequences {αi(t)}t generated by the
proximal method with (A.43) and (A.44) converges to a critical point of L(αi),
which is denoted by α̂i. And we denote by αi∗ the global optimal solution to the
`0-graph problem for point xi:

min
αi∈IRn,αii=0

L(αi) = ‖xi −Xαi‖22 + λ‖αi‖0 (A.52)

Letting Ŝi = supp(α̂i), S∗i = supp(α̂i), the following lemma also shows that
both α̂i and αi∗ are local solutions to the capped-`1 regularized problem (4.15).

Lemma 8. (Solution by our proximal method and the global optimal solution
to the `0 problem are local solutions of capped-`1 regularized problem) For any
1 ≤ i ≤ n, suppose κ−(Ai) > 0; then the sequences {αi(t)}t generated by the
proximal method with (A.43) and (A.44) converges to a critical point of L(αi),
which is denoted by α̂i. Moreover, if

0 < b < min{min
j∈Ŝi
|α̂ij |,

λ

maxj /∈Ŝi |
∂Q
∂αij
|
αi=α̂i

|
,

min
j∈S∗i
|αij
∗|, λ

maxj /∈S∗i |
∂Q
∂αij
|αi=αi∗ |

}

(if the denominator is 0, λ
0

is defined to be +∞ in this inequality), then both

α̂i and αi∗, i.e. the global optimal solution to (A.52), are local solutions to the

capped-`1 regularized problem (4.15).

Proof. We first prove that the sequence {αi(t)}t is bounded for any 1 ≤ i ≤ n. In
the proof of Lemma 7, it is proved that

L(αi
(t)

) = ‖xi −Xαi
(t)‖22 + λ‖αi(t)‖0

≤ ‖xi −Xαi
(0)‖22 + λ‖αi(0)‖0 ≤ 1 + λAi

for t ≥ 1. Therefore, ‖xi−Xαi
(t)‖2 ≤

√
1 + λAi and it follows that ‖Xαi(t)‖2

2 ≤
(1 +

√
1 + λAi)

2. Since supp(αi
(t)

) ⊆ Si for t ≥ 0 due to Lemma 7,

(1 +
√

1 + λAi)
2 ≥ ‖Xαi(t)‖2 = ‖XSiα

i
Si

(t)‖2

≥ σmin(XSi
>XSi)‖αiSi

(t)‖22 = σmin(XSi
>XSi)‖αi

(t)‖22
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Since κ = κ−(Ai) > 0, we have σmin(XSi
>XSi) ≥ κ and it follows that αi(t)

is bounded: ‖αi(t)‖2
2 ≤

(1+
√

1+λAi)
2

κ
. In addition, since `0-norm function ‖ · ‖0

is a semi-algebraic function, therefore, according to Theorem 1 in [52], {αi(t)}t
converges to a critical point of L(αi), denoted by α̂i.

Let v̂ = X>(X>α̂i−xi)+λṘ(α̂i; b). For j ∈ Ŝi, since α̂i is a critical point of
L(αi) = ‖xi −Xαi‖2

2 + λ‖αi‖0, then ∂Q
∂αij
|
αi=α̂i

= 0 because ∂‖αi‖0
∂αij
|
αi=α̂i

= 0

. Note that minj∈Ŝi |α̂
i
j| > b, so ∂R

∂αij
|
αi=α̂i

= 0, and it follows that v̂j = 0.

For j /∈ Ŝi, since dR
dαij

(α̂ij+; b) = λ
b

and dR
dαij

(α̂ij−; b) = −λ
b
,

λ
b
> maxj /∈Ŝi |

∂Q
∂αij
|
αi=α̂i

|, we can choose the j-th element of Ṙ(α̂i; b) such that

v̂j = 0. Therefore, ‖v̂‖2 = 0, and α̂i is a local solution to the problem (4.15).
Now we prove thatαi∗ is also a local solution to (4.15). Let v∗ = X>(X>αi

∗−
xi) + λṘ(αi

∗
; b), and Q is defined as before. For j ∈ S∗i , since αi∗ is the global

optimal solution to problem (A.52), we also have ∂Q
∂αij
|αi=αi∗ = 0. If it is not the

case and ∂Q
∂αij
|αi=αi∗ 6= 0, then we can change αij by a small amount in the direc-

tion of the gradient ∂Q
∂αij

at the point αi = αi
∗ and still make αij 6= 0, leading to a

smaller value of the objective L(αi).
Note that minj∈S∗i |α

i
j
∗| > b, so ∂R

∂αij
|
αi=α̂i

= 0, and it follows that v∗j = 0.

For j /∈ S∗i , since λ
b
> maxj /∈Ŝi |

∂Q
∂αij
|αi=αi∗|, we can choose the j-th element

of Ṙ(αi
∗
; b) such that v∗j = 0. It follows that ‖v∗‖2 = 0, and αi∗ is also a local

solution to the problem (4.15).

A.2.6 Proof of Theorem 10

Theorem 5 in [70] gives the estimation on the distances between two local solu-
tions of the capped-`1 regularized problems, based on which we have the follow-
ing theorem showing that the sub-optimal solution α̂i obtained by our proximal
method is close to the global optimal solution to the original `0 problem (A.52),
i.e. αi∗.

Theorem 10. (Sub-optimal solution is close to the global optimal solution) For
any 1 ≤ i ≤ n, suppose κ−(Ai) > 0 and κ−(|Ŝi ∪ S∗i |) > κ > 0, and b is chosen
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according to (5.24) as in Lemma 8. Then

‖X(α̂i −αi∗)‖22 ≤
2κ−(|Ŝi ∪ S∗i |)

(κ−(|Ŝi ∪ S∗i |)− κ)2
(A.53)

(∑
j∈Ŝi

(max{0, λ
b
− κ|α̂ij − b|})2 + |S∗i \ Ŝi|(max{0, λ

b
− κb})2

)
In addition,

‖(α̂i −αi∗)‖22 ≤
2

(κ−(|Ŝi ∪ S∗i |)− κ)2
(A.54)

(∑
j∈Ŝi

(max{0, λ
b
− κ|α̂ij − b|})2 + |S∗i \ Ŝi|(max{0, λ

b
− κb})2

)

Proof. According to Lemma 8, both α̂i and αi∗ are local solutions to problem
(4.15). By Theorem 5 in [70], we have

‖X(α̂i −αi∗)‖22 ≤
2κ−(|Ŝi ∪ S∗i |)

(κ−(|Ŝi ∪ S∗i |)− κ)2

(
‖θ(|α̂i

Ŝi
, κ)‖22 (A.55)

+ |S∗i \ Ŝi|θ2(0+, κ)
)

By the definition of θ,

θ(t, κ) = sup
s
{−sgn(s− t)(Ṙ(s; b)− Ṙ(t; b))− κ|s− t|}

Since t > b, it can be verified that θ(t, κ) = max{0, λ
b
− κ|α̂ij − b|}. Therefore,

‖θ(|α̂i
Ŝi
, κ)‖22 =

∑
j∈Ŝi

(
θ(α̂ij , κ)

)2 (A.56)

=
∑
j∈Ŝi

(max{0, λ
b
− κ|α̂ij − b|})2 (A.57)

It can also be verified that

θ(0+, κ) = max{0, λ
b
− κb} (A.58)

So that (A.53) is proved. Let S′ = Ŝi∪S∗i , since σmin(X>
S′
XS′ ) ≥ κ−(|Ŝi∪S∗i |),

so that ‖X(α̂i − αi∗)‖2
2 ≥ κ−(|Ŝi ∪ S∗i |)‖(α̂i − αi

∗
)‖2

2. It follows that (A.54)
holds.

95



Table A.1: Clustering Results on UMIST Face Data

UMIST Face
# Clusters

Measure KM SC `1-Graph SMCE OMP-Graph `0-Graph

c = 4 AC 0.4846 0.5691 0.4390 0.5203 0.4878 0.5854
NMI 0.2919 0.4351 0.3303 0.3314 0.4678 0.4128

c = 8 AC 0.4347 0.4601 0.4930 0.4695 0.5211 0.7042
NMI 0.5473 0.5087 0.5516 0.5744 0.5626 0.7214

c = 12 AC 0.4529 0.4805 0.5135 0.4955 0.5856 0.6727
NMI 0.6216 0.6145 0.5972 0.6429 0.6615 0.7615

c = 16 AC 0.4278 0.4516 0.4562 0.4747 0.4885 0.6175
NMI 0.6280 0.6455 0.6581 0.6909 0.5936 0.7529

c = 20 AC 0.4275 0.4052 0.4904 0.4487 0.4835 0.6730
NMI 0.6426 0.6159 0.6885 0.6696 0.6310 0.7924

Table A.2: Clustering Results on CMU PIE Data

CMU PIE
# Clusters

Measure KM SC `1-Graph SMCE OMP-Graph `0-Graph

c = 20 AC 0.1320 0.1312 0.2291 0.2315 0.1076 0.3306
NMI 0.1210 0.1302 0.2829 0.3071 0.0734 0.4036

c = 40 AC 0.1044 0.0880 0.2251 0.1903 0.0783 0.3440
NMI 0.1522 0.1449 0.3257 0.3052 0.0914 0.4626

c = 68 AC 0.0845 0.0729 0.2287 0.1733 0.0821 0.2591
NMI 0.1884 0.1789 0.3659 0.3343 0.1494 0.4435

A.2.7 More Experimental Results

Parameter Sensitivity Result on the COIL-20 Database

We investigate how the clustering performance on the COIL-20 Database changes
by varying the weighting parameter λ for `0-graph, and we illustrate the result in
Figure A.3.

Additional Experimental Results

Table 4.6 shows the overall clustering performance of `0-graph on the UMIST
Face Database and CMU PIE Face Database. We now show the detailed clustering
performance on the first c clusters of this data set in Tables A.1 and A.2. The
UMIST Face Database consists of 575 images of size 112 × 92 for 20 people.
Each person is shown in a range of poses from profile to frontal views. CMU
PIE face data contains cropped face images of size 32 × 32 for 68 persons, and
there are around 170 facial images for each person under different illumination
and expressions, with a total number of 11554 images.
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Figure A.3: Clustering performance with different values of λ, i.e. the weight for
the `0-norm, on the COIL-20 Database. Left: Accuracy; Right: NMI.
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