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categorization mainly on content features whereas experts in that field use
the underlying structure of the problem. Few studies, however, have
addressed the question of how problem content affects the categorization
and subsequent problem solving performance. The experiments presented
here examine this issue in the domain of algebra word probiems.
Problems were constructed in which the content differed among problems
that had the same underlying solution structure. Two different
experiments were performed. The first experiment demonstrated that
people can categorize problems faster when the content of the problem is
consistent with the problem type. The second experiment then tested
whether problem content would affect problem solving. Subjects were
able to solve the problems more quickly and accurately when content
reflected problem type. Also, think-aloud protocols were collected from a
few subjects, and some qualitative differences were found between

problems with different content but same solution structure.

 acquired knowledge to categorize a problem and then to solve that

~ problem. Many studies indicate that novices in a field base their
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Prgple face ptoblema during all of their waking hours-a--frm wlm o

to put on in the mornlng to what to have for supper at nlght. These
problems range from easy to difficult and take from seconds to a lifetime
to solve. Due to this variance, the study of human problem solving is
challenging and often not easy. These difficulties can be more easily
managed if one focuses only on a subset of questions. In this thesis, | will
be concentrating on the categorization and solving of algebra word
problems.

Through experience in a domain, people acquire knowledge that
facilitates problem solving processes. For example, they ill often decide
that a new problem is similar to ones that they have solved previously.
This process, called categorization, allows the problem solver to use
previously acquired information to solve the current problem. The basis
for this categorization, commonly referred to as a schema, may contain
useful facts, such as formulae, procedures, and references to other schema,
in solving problems of that particular category. For example, a person
solving a physics problem may categorize a certain problem as an example
of “conservation of momentum,” and from that categorization utilize the
schema coitaining such things as the final momentum equals the initial

momentum and that momentum is the product of mass and velocity.
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asmmfommonmeceived (Reimann & Chi, 1989),

The study of categorization and schemata use in problem som
has been a relatively recent endeavor. The problem solving methods
relying on these two processes are referred to as strong methods, and so
depend greatly on the problem solver's knowledge in a particular fleld
and on the representation of that knowledge. Prior to the stady of
categorization and schemata, more emphasis was placed on weak problem
solving methods. Weak methods differ from strong metheds in that they
do not depend on the problem solver's knowledge base in any particular
demain. Rather, investigators believed problem solvers used these weak
methods that would apply o any domain. This being the case, a lot of
study was done on the actual search process used to find an ansaer to a
probiem, with little sttention paid to the representation of the problem
solver’s knowledge. However, as more research was conducied,
representation was found to play a very important role in the problem
solving process, and so the areas of research gradually shifted from search
to representation.

These early investigators, though, did provide the foundation on

which the more recent work is based. Their research on the human
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Iﬁviw is NM and Simon (1972). Their work synthesxzed information
sbout the human processing system and provides the foundation for later
works detailing the information processing theory of human problem
solving. They discuss the physical constraints of the human problem

solver and the parts of the information processing system used in solving
probiems.

The most important constraint on the human information processor
is memory. A human can only keep a few items in working memory,
where all problem solving processes leave their inputs and outputs. Asa
rule of thumb, humans can keep track of seven plus or minus two items in
working memory (Miller, 1956). This memory is quick, being able to be
written to and read from in only a few milliseconds, but it isonly a
temporary storage space. The main knowledge base for humans, the long-
term memory, is thought to be infinite in capacity. ltems retrieved from
the long-term memory store take only a few hundred milliseconds to be
placed in working memory, but to write information to long-term

memory can take several seconds.



” st processing syviem Is composed of different-part
amd these parts ave invariant across different problem types as well aa

@llerenst people (Simon, 1978). The prallem itself is cafled the task
mebonmpnt. Put another way, the task snvironment consists of il
specifications and constraints of the prebiiem statoment. The probilem
salwer interacts with the task snviromment (the problens) and craates 8
proliem space, an imterviad representation of the problem. The problems
space consists of a s of interconnected states, including the initiel (stort)
state and the goal (eng) state. Each state sepresents tiw stert stale, the snd
state, or » possible intermmiiary state he problem selver may seselh on e
way from the start state 4o the end state of the problemn. Yo selwe »
problem, one must find, through some search process, the path of states
that leads from the givens to the goal, based on the irdormation stored in
each state.

The content of a state is very important, since one must decide the
next action to be taken by virtue of the information stored in the state.
Content here does not refer to specific domain-dependent knowledge, but
rather to the features that each state possesses due to how the problem
space was constructed based on the task environment. All the states that
make up a problem space should be structured in such a way as to be
most conducive to solving the problem at hand. Obviously then, the states

should contain only information relevant to the problem, with no
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extraneous information. This information should be arranged in a
sensible, easy to access manner. The overall structure of the states’
information aids in the problem solving process. That is, a good structure
will help in the search to solve a problem whereas a bad structure will
perhaps hinder solving a particular problem.

Newell and Simon, among others, outlined different methods to
traverse the problem space. These methods, which would be considered
weak methods, did not rely on the domain-specific knowledge content of
the slates. For example, the problem solver could use an algorithmic
search process. Examples of such weak methods are breadth-first search
and depth-first search, both borrowed from graph theory. The use of both
of these methods would eventually cause the problem solver to visit each
state, thus ensuring success (given that the problem has a finite problem
space). However, since the goal could be the last state visited, these
methods tend to be slow and inefficient.

Perhaps a better traversal method would be to use an heuristic
search method. An heuristic does not ensure success, for not every state is
guaranteed to be visited. The problem solver decides not to visit some
states (even though those states may lead to the goal state) based on
various criteria, such as distance from current state to the goal state. For
example, in one heuristic method, means-end analysis, the problem solver

compares the current state to the goal state, and then breaks that bigger
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problem into smaller subgoals by selecting some operator to apply that
will reduce the distance between the two states (Simon, 1978). For
example, if | had a problem in which I needed to get from my house in Los
Angeles to a friend’s house in New York, | would find the greatest
distance from my current state to the goal, in this case actually getting
from Los Angeles to New York, and then select some operator to reduce
that distance, probably using an airplane. | now have subgoals [ need to
accomplish, such as getting from my house to the airport. By working
from the general problem to the specific details, creating subgoals along
the way, the problem solver can find a path that will lead from the start
state to the goal state. Other weak search methods exist, but these will
suffice as examples of how the problem space could be traversed.

The human problem solver must have some sort of directions, or
program, that directs and organizes the search process. Newell and Simon
put forward a modern idea of a production system, originally conceived
by Post in 1943 (Anderson, 1983). A production is a statement with two
parts, a condition element and an action element. In other words a
production resembles the IF-THEN statements used in many computer
programming languages. An example production would be: “If the rate
and the time is known, then muiliply the two to calculate the distance.” A
system of individual productions can exist as a cohesive unit, allowing

independence among the different sets of these productions in the whole
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problem solving system. Production systems have been developed that
accommodate the constraints and actions of a human problem solver.

As can be seen, earlier research in human problem solving has
focused on weak methods of solving problems. The emphasis was much
more on the search process than it was on the actual representation of the
problem solver’s knowledge. More recent work, particularly that done on
differences between novices and experts, has shown that the domain
knowledge a problem solver possesses influences their problem solving
performance, and has also changed some of the earlier notions of the
search process.

Novices and Experts. Given that experts are subject to the same
physical constraints as novices in problem solving and the same parts
(problem solver, task environment, and problem space) of the information
processing system, what accounts for the difference one sees between a
neophyte in a particular field and a person who has been in the same field
for twenty years or more? Clearly, a large difference exists in the way an
expert and a novice in a particular domain solve probler.s. Experts in any
particular field can solve problems more efficiently and faster than can a
novice just learning that field.

Before starting with the differences, one similarity should be made
evident. It appears that experts in a particular field, like the novices, do

not have a set of over-all general rules to solve all types of problems, those
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both in and out of the field (Lesgold, 1988), and nor do they simply have a
‘better’ memory (Chase & Simon, 1973). That is, if a person is an expert in
one field, he or she will not be an expert in a non-related field by virtue of
being an expert in the first field. Expertise scems to be a very domain
dependent, not ir.dependent, phenomenon.

The big difference between novices and experts is the large
knowledge base that the expert has to draw upon (Reimann & Chi, 1989).
The expert has solved problems, perhaps has done research, and has read
a lot about the field in which he or she .:as expertise, whereas the novice
simply does not have that warehouse of knowledge to use. The time and
effort the expert has put into the field clearly has big benefits when it
comes to solving problems in that field. However, the expert also has a
more subtle advantage over the novice.

Experts have organized their large knowledge base into larger units
of information (de Groot, 1965; Chase & Simon, 1973). For example, the
novice may have three separate items to remember whereas the expert has
somehow “chunked” those three separate items into one unit. The
advantages of this should be readily apparent, since working memory can
only hold a few items of information, and so chunking allows for more
information to be in working memory at any one time.

Differences also exist in how novices and experts actually go about

solving a problem. Novices generally work backwards from the goal,
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trying to get to the givens whereas an expert will work forward from the
givens to the goal (Reimann & Chi, 1989; Lesgold, 1988). When presented
with a problem in a field such as physics, novices will often flip through
the current chapter, trying to find equations that contain variables needed
to be solved, seeing if they have enough information, and then finding
more equations until just one unknown quantity remains. Experts, on the
other hand, will look at the givens, and work forward from there, trying to
arrive at the goal.

Lastly, experts do not need to try as many of the possible paths
from the givens as novices do (Chase & Simon, 1973). That is, experts only
look at very few different methods of solving the problem, whereas the
novice may look at many. One might think that the expert would look at
just as many, if not more, solution paths as the novice, since the expert has
all of the past instances stored in a knowledge base that needs to be gone
through. Apparently the expert has some mechanism that allows him or
her to come relatively quickly to a way of solving a problem.

Categorization. Previously I stated how categorization can be used
as an aid in the problem solving process. Novices and experts differ in
how they categorize problems and in the kind of information they use to
base their categorization (Chi, Feltovich, & Glaser, 1981). Subsequently,

the initial categorization then affects the person’s solution of a problem,
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depending on what information that categorization allows the problem
solver to access for use in problem solving.

Novices tend to make categorizations based on the superficial
aspects of a problera (Chi et al., 1981; Ross, 1989). That is, if the problem is
overtly about aircraft flying overhead, the novice will categorize that
problem as an aircraft problem, and not, for example, a right-angle
problem in which one must take account wind drift while flying and
figure the length of the hypotenuse. Novices in any discipline will do this.
Fhysics novices will classify physics problems as inclined plane problems
or as pulley problems, because they will base their categorization on the
physical objects in the problem. Unfortunately, these superficial aspects of
a problem do not necessarily suggest an actual solution method to the
problem. Better methods of classifying problems exist, and these are the
methods that experts most often use.

Instead of the superficial aspects of a problem, experts will
categorize problems based on the “deep structure” of the problem (Chi et
al., 1981). That is, experts will consider how the problem would actually
be solved in making their categorization. The expert, then, would look at a
problem with an inclined plane and classify it not as an inclined plane
problem, but perhaps rather as a Newton’s Second Law problem or as a
conservation of momentum problem. The expert’s category, then, suggests

a solution method to the problem, whereas the novice’s category does not.
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As can be readily seen, an expert’s categorization is generally more
helpful than a novice’s categorization. A novice may be able to remember
some earlier inclined plane problems (after categorizing the present
problem as an inclined plane problem)} and a method of solving one of
those past problems, but not be able to solve the current problem correctly
because the current problem does not have the same deep structure as the
retnembered ones. However, the expert can categorize the problem as a
Nuwton’s Second Law problem and then call forth that schema which will
centain a viable way of solving the problem.

Categorization and representation of a problem are intertwined,
and so experts and novices represent the same problem differently. For
example, the building of the representation differs between expert and
novice. Studies have shown that experts do more “qualitative analysis,”
and use their “physical intuition” before actually retrieving the schema
(Chi et al.,, 1981). As an illustration, experts often draw more diagrams and
pictures when solving problems than do novices, indicating more thinking
about the problem'’s structure.

A seminal study done by Hinsley, Hayes, and Simon (1977) looked
at how people categorized algebra word problems. Five experiments
showed that people utilized those abstractions, or schemata, in solving
algebra word problems. The first study showed that people can categorize

these problems, and that there was agreement in terms of the categories to
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which each problem beloaged. The second experiment demonstrated that
people categorize problems soon after beginning to read the problem,
perhaps as soon as after the first phrase. For example, after hearing only
the starting noun phrase “A riverboat steamer...,” some people who are
familiar with these problems could categorize the problem based solely
on that initial phrase and then explain what the gist of the unread portion
of the problem will be.

The last experiments provided evidence that once a problem has
been categorized, the problem solver may use that categorization to access
more information to solve the problem. The experiments showed that once
a categorization had been made, the problem solver formulated the
problem based on information stored in memory. This information
accessed by the categorization, the schemata, may arise from seeing
problems of that particular type many times and eventually constructing a
generalization of that problem type.

Chi, Feltovich, and Glaser (1981) performed similar experiments
using physics problems. They found that schemata do differ, as stated
previously, in content and organization between novices and experts.
Reimann and Chi (1989) provide some explanation for what happens after
the categorization of s problem and how a schema is used. Once a
problem has been categorized, that categorization triggers a particular

schema, held in long term memory. Then the appropriate parts and values
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of the current problem are placed into predefined slots in the schema.
These slots are like placeholders, perhaps containing variables which
indicate an acceptable value range, or perhaps a default value. Once the
slots are sufficiently filled, the problem is now essentially ready to be
solved, efficiently and accurately. For example, once a problem solver has
successfully categorized a river current problem, an appropriate equation
could be called forth from that schema, and the problem solver will then
fill in the known values from the problem into the slots, and solve for the
unknown.

None of these studies give a satisfying explanation of how problem
content affects categorization and problem solving. That is, what role, if
any, do surface features play in the categorization process and
subsequently how does that affect problem solving? The Chi et al. paper
only examined problems where the problem’s content could give useful
information about the problem type. The Hinsley et al. study does
mention that problem content will affect categorization and subsequent
solving, but provides no real performance measures. My project attempts
to answer this question of how content affects categorization and problem
solving by manipulating the surface structure of algebra word problems.

The Experiments. This project was comprised of two experiments
examining the role content played in the categorization and problem
solving of algebra word problems. Algebra word problems are often
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thought of as coming in types (e.g. the “river current” type), and each type
is usually associated with a particular content (e.g. river boats on a river).
The first experiment looked at whether people categorize problems and if
the “appropriateness” of content affects that categorization.

“Appropriate” here refers to whether the problem content matches the
problem type. If the content gives no information about the problem type,
then the problem is “neutral.” The Hinsley, Hayes, and Simon study
showed that people will categorize problems, but the problems given to
their subjects in their categorization study were all of an appropriate
nature for that problem type. For example, if the problem was a river
current probiem, the problem was about a river steamer going upstream
between two cities. The category of “river current problem” really gives
the method of doing the problem. Also, people label a problem as a “river
current problem” merely to use a shorthand method to state that in this
problem one must use the equation distance equals rate times time, and
that one must take into account the river’s current in figuring out the
actual rate to use.

As illustration, here is an instance of a river current problem:

A riverboat steamer, which travels 20 km/hr in still water,
sails upstream from New Orleans to Memphis. If the river
flows a. 3 km/hr and New Orleans is 800 km from
Memphis, how long will it take the steamer to get to its
destination?
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After hearing the phrase, “A riverboat steamer...,” the problem solver
could categorize it as a river current problem and could then expect to
receive information regarding the river current and the distance the river
steamer traveled. Indeed, that is some of the information given. However,
a problem does not have to be about a river steamer to be a river current—~
like problem. The problem could start, “An escalator...,” and contain
information about escalator speed and distance and have an identical
solution structure to the river current problem. That would be an example
of a neutral problem. The first experiment looked at the categorization of
both appropriate problems and neutral problems. People should be able to
categorize both sorts of problems, as shown by Hinsely et al. (1977) but
using only appropriate problems. However, they should be able to
categorize problems with appeopriate content faster than the neutral
content problems, since content does give some information as to type of
problem.

The second experiment examined the solving of these algebra word
problems. Two data collection methods were used, one in which protocols
were collected, in which the method of formulation, either by schema or
sentence-to~equation, was of interest, and one in which the subjects did
not talk aloud but were given booklets of the problems, in which
performance measures (time and accuracy) were of interest. Again, both

appropriate and neutral examples of different problem types were used.
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In addition, “inappropriate” problems, where the problem content would
suggest a different problem type, were added. For exainple, the problem’s
content could be about two people working together, which would
suggest a ‘work problem,’ but the solution structure of the problem would
be identical to a ‘river current problem.’ Both experiment’s measures were
compared across the appropriate, neutral, and inappropriate problems.
Both quantitative and qualitative difference should exist among these
conditions since subjects categorize problems faster when the content
gives truthful information about problem type (Experiment 1). Subjects
should be progressively slower and less accurate when solving
appropriate, neutral and inappropriate problems. When not able to
categorize a problem quickly, subject may resort to different solution
methods when solving neutral and inappropriate problems.
Experiment 1

Method

Subijec's. Eight paid subjects were used in this experiment, which
lasted about one hour. They were all students at the University of Illinois.

Maiterials. Twenty-four algebra word problems were created. There
were six different problem types (age, interest, motion, mixture, river
current, and work), all taken from the Hinsley et al. study. An example of
appropriate and neutral problems of all six types is given in Appendix A.
Twelve appropriate problems were written, two for each problem type.
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For each appropriate problem, a neutral problem was written, matching
the appropriate in presentation, such as by number of words and clauses.
The problems were then split into two sets of problems, the first set
contained one appropriate problem of each type and one neutral problem
of each type which had been based on the other appropriate problem. The
second set, therefore, had those other six appropriate problems and the six
neutral problems that had been matched with the appropriate problems
placed in the first set.

Each of the problems was divided into between five and nine
clauses, with each clause on a separate slip of paper. For example, one of
the two appropriate river current problems was divided:

A riverboat...

...can go downstream...

...from town A to town B...

at24 km/hr...

...in 4 hour less time...

...than it takes to go upstream...
...fromtown Btotown A...

...at 16 km/hr....

...How far apart are the two towns?

The corresponding neutral problem (seen by other subjects) was:

A trolley...

...can go downhill...

...from station A to station B...
...at 24 mph...

...in 14 hour less time...
...than it takes to go uphill...
...from station B to station A...
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...at 16 mph....
...How far apart are the two stations?

Procedure. The comments made by the experimenter and subject
were tape-recorded, to ald in the scoring process. The experimenter gave
the subject one phrase at a time and then asked the subject to read the
phrase out loud. After the subject had done so for each clause, the
experimenter asked the subject if he or she knew what type of problem it
was and what additional information the subject expected to receive. The
experimenter then gave the subject the next clause, and all earlier clauses
were kept in view of the subject. Also, before the final phrase was given,
the subject was asked what question he or she expected to be asked.

Each subject had one warm-uf* problem given in clauses, either an
appropriate or a neutral rectangle prohlem. A ‘rectangle’ problem is
unlike the six other problem types. Half of the subjects were then shown
all of the problems in the first set, and the other half received all the
problems from the second set. Therefore, each subject was tested on 12
problems, one appropriate and one neutral from each of the six types.
Each subject saw all six of the problem types before they saw a second
problem of a previously seen type. In this way, each problem from the set
of problems had four observations from different subjects.

Measure. The measure used was the number of clauses needed for
the subject to categorize the problem. An adequate categorization would
be one that included the usual problem category associated with the
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problem, an almost complete list of the information contained in
subsequent clauses, and possibly a prediction of the question to be asked
in the problem. Two people scored the transcribed protocol, the
experimenter and a research assistant. The subject was recorded as having
categorized the problem after they had either explicitly stated the category
label or a synonym, explained the structure of the problem, or mentioned
the equations used in the problem. The score given for each problem was
the number of clauses the subject needed to give such information. If the
subject never correctly categorized the problem, their score was the total
number of clauses for that problem. The experimenter scored more
liberally, basing some of the score on end questions where the subjects
explained some of their responses. The research assistant, on the other
hand, took a conservative stance, as he did not use the end conversations
between the experimenter and subject.
Resuits

The prediction was that the subjects would be able to categorize the
appropriate problems in significantly fewer clauses than the neutral
problems, since the content should serve as a cue. As scored by the
experimenter, the subject was able to categorize a problem, on the
average, after seeing 25.3% of an appropriate problem or 50.3% of a
neutral problem, which was a reliable difference by subject (sign test 8 - 0;
$(7) = 11.23, p < .001). A similar result was obtained by the other scorer, the
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subject being able to categorize an appropriate problem after seeing 40.0%,
or a neutral problem after having read 61.5% of the problem (sign test 7 -
1;4(7) = 4.47, p < .00).

While it is true that subjects were able to categorize an appropriate
problem with less information, a separate question would be if subjects
were able to categorize these problems, especially the neutral, at all. For
the experimenter’s scoring, only 1 appropriate problem out of 48 was not
categorized before the final clause, and 5 of 48 neutral problems were not
categorized by then; For the other scorer, 12 of 48 of the appropriate
problems and 14 of 48 of the neutral problems were not categorized before
the question was given. Even though the appropriate problems were
categorized faster, subjects were still able to place similar numbers of
appropriate and neutral problems into the correct categories before
reading the last clause of a problem.

Discussion

From these results, one can see that people do categorize problems
earlier when the problem’s content reflects the problem’s type. If the
content of the problem gives no information about the problem type, more
of the problem needs to be examined before one can give detailed
information about the problem type. The question now arises, does this
faster realization of problem type affect how one solves the problem? That

is, does expecting certain information and predicting the final question
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change the method, accuracy, or time in working these problems to
solution. Experiment 2 was designed to answer this question.

Because of the result found in this experiment that peaple are
generally able to categorize a similar number of apprapriate and neutral
problems before the final clause, a set of inappropriate problems were
created. With these problems, where the problem’s content indicates
another problem type, it is speculated that the subject will not be able to
classify the problem until semetime after the question, and perhaps will
classify the problem incorrectly. This will provide a better comparison of
how categorization affects problem solving than if only appropriate and
neutral problem were used.

Expaviment 2a

Experiment 2 was divided inte two parts, 22 and 2b. In Experimnent
2a, the subjects were given boablets of problems 1o solve using pantil and
paper. Experiment 2b had sulbjects thimk alsud while solving the
problems.

Method

Sublacts. Twenty—four paid subjects wese wendt in this esparivens,
which took 45 min to compiete. They weve all University of Hlineis
students who are graduates of the Bliineis Maisematics and Scierae
Academy (IMSA). IMSA is a state vesidential Nigh school for gified
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students located in Aurora, IL. IMSA graduates were used to assure high
overall performance for this experiment.

Materials. The same two sets of algebra word problems were used
in this experiment. In addition, one inappropriate problem of each of the
six types was added to each set. Each of the two sets now had 18 different
problems, one appropriate, one neutral and one inappropriate problem
from each of the six problem types. The inappropriate problems were
matched as closely as possible to the corresponding appropriste problem
in that set. For example, the appropriate river current problem cited earlier
(“A riverboat can go downstream from town A to town B at 24 km/ht in
W hour less time than it takes to go upstream from town B o town A at 16
km/hr. How far apart are the two towns?”) was rewritten as an
inappropriate problem with a work content as: “Jim and Pete work
together, but Jim Is a faster worker. Jim works at 24 pleces per hour and
can finish his standard quota of pieces in 14 less hour than Pete can
working at 16 pieces per hour. How many pleces are in a standard quela?”
Appendix B lists more examples of inappropriate problems. These
inappropriate problems were written 30 that they matched as close
possible to the appropriate problem on which they were based. Table 1
presents summary statistics for the appropriate, neutral, and
inappropriate problems on such objective measures as number of lines

and words.
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Insert Table 1
about here

Procedure. Each subject received a 15 page booklet with a problem
on each page. The subjects had 3 min to complete the problem. After every
45 s, the experimenter would call out, “Line,” and the subjects would
draw a line across their page and continue work below that tine. In this
way, the three minute interval was divided up into four 45 s intervals.
Thus, the time spent on the different stages oi each problem could be
inferred from tie spatial location of the lines. At the beginning were three
warm-up problems (of rectangle, right-angle, and probability type; again,
these three types differ markedly from the six main types). Half the
suljects then had 12 problems from the first set and the other half had 12
problems from the second set. Each subject had two problems from each
problem type, and had four appropriate problems, four neutral problems,
and four inappropriate problems. Each subject saw one of each problem
type before any repetition of problem type. Since each subject did not see
every problem from a particular set, the problems types were
counterbalanced across subjects. Each problem had eight different
observations.
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Measyres. The time to solve the problem was obtained by using the
lines drawn by the subjects every 45 s. In this way, each problem had four
time intervals (0 ~45s,45 -90s,90 - 1355, and 135 - 180 s). Once the
subject had written down the necessary relations of the problem and had
reduced the problem to the one equation that once solved would yileld the
answer, it was during that interval of the ‘necessary equation’ that the
subject was scored as solving the problem. If the subject thought they had
solved the problem, but had actually solved it incorrectly, they were timed
as solving the problem during the interval in which they wrote down the
equation they used in coming up with the incorrect answer. For exampile,
if the subject wrote down their main equation before the first line (that is,
before having worked on the problem for 45 s), they received a 1 for that
problem, if the equation appeared between the second and third line (that
is, having worked on the problem between 90 and 135 3), they received a
3. If the subject never wrote down an equation that they used to find a
final answer, that subject received a 5 (only 17 5's were given, which
accounted for 5.9% of the problems). In this way, one could average the
time values scored for a particular type of problem and multiply by 0.75
min to obtain a rough estimate of how many minutes on the average a
pefson worked on those problems.
A scale 0 - 1 was used for accuracy. If the subject solved the
problem correctly, a 1 was given. If the subject’s solution method was
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entirely wrong, that solution received a 0. Partial credit was given. i the
subject made a conceptual error, such as reversing correspondences, a 0.3
was given. A 0.75 was given if the subject made a mathematical error, and
a 0.25 if one or more conceptual errors and math errors were made, but
the subject still had some idea of how the problem should be solved.
Several other methods of scoring wete imnlemented, such as an objective
method where the solution recelved a 1 if totally correct, a 0 if not, and
similar results were obtained with each method, and these will be
presented as well.

Each problem was scored twice for accuracy, once by the
experimenter and once by a research assistant. The few discrepancies, only
12 out of 288, were adjudicated by a third party.

Results

With the results from Experiment 1, a time difference between the
three problem types is expected, with the appropriaie problems being
solved faster than the neutral problems, and the inappropriate problems
taking the longest time to solve. Table 2 provides the time data. Since each
subject had two problems of each type and had all six problem types
before repeating a type, it may also be interesting to note performance on
the first half of the problem set, where having seen a problem of the same
type before is not an issue. The analysis of variance indicated a significant
difference in time, both in the full set measures and in the first half (full
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set, F(2,23) = 14.71, p < .001; first half, F(2,23) = 13.33, p < .001). A
Newman-Keuls’ test on both the full set or first half data, revealed that the
differences between the inappropriate and appropriate means and
between the inappropriate and neutral means were significant (p < .01),
but that the difference between the neutral and appropriate means was

not significant.

Insert Table 2
about here

A difference in the accuracy measures is expected between the
appropriate, neutral and inappropriate problems, with subjects doing best
on the appropriate problems, and worst on the inappropriate problems.
Table 3 shows the results on the full set of problems and Table 4 shows the
results on just the first half. These tables present two scoring measures,
one using the partial scoring method described earlier and the other
giving no partial credit (that is, a 1 was given if the problem was solved
correctly, a 0 otherwise). Appendix C gives the data for three other scoring
methods. As can be seen, the results among the different scoring methods
showed the same pattern. Therefore, the remaining statistics will only
involve the standard scoring. The analysis of variance for the accuracy

(using the standard scoring) indicated a significant difference in accuracy,
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again for both the full and first half sets (full set, F(2,23) = 4.26, p < .05;
first half, F(2,23) = 3.76, p < .05). Using a Newman Keuls' test, the data
show a significant difference (p < .05) in the neutral and inappropriate
means in the full set and a significant difference (p < .05) in the differences
between the appropriate and inappropriate means, and the neutral and
inappropriate means in the first half set. All other pairs in both sets were

non-significant by the Newman Keuls’ test.

Insert Tables 3 and 4
about here

Discussion
The results of this experiment were largely as expected, with

subjects being able to solve the appropriate and neutral problems
substantially more quickly and accurately than the inappropriate
problems. This result would seem to indicate that the subjects perhaps
classified the inappropriate problems incorrectly or not at all, and this
interfered with their performance. With the appropriate and neutral
problems, on the other hand, where most subjects probably had a good
idea of what sort of problem they had by the end of reading the problem,
they seemed to be able to use that category information in helping solve
the problem as seen by performance gains.
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This experiment provided some evidence that people do use
category information in helping to solve algebra word problems. Making
the assumption that subjects did not correctly categorize the inappropriate
problems while reading the problems, the ability to categorize a problem
while reading greatly enhances the performance of the problem solver.
The last experiment, where the subject thinks aloud while solving the
problems, was designed to see if an obvious qualitative difference exists in
the way people solve these problems, in hopes of shedding more light on
the quantitative results found in this experiment.

Experiment 2b

Method

Subjects. Six paid subjects were used in this experiment, which
lasted for about one hour. They were all IMSA graduates now attending
the University of Illinois.

Materjals. The same materials were used as in Experiment 2a.

Procedure. Each subject was asked to think aloud while solving the
problems and being tape recorded. All the subjects had the three warm-up
problems from Experiment 2a, and then half the subjects received six
problems from the first set of problems and the other half received six
problems from the other set. Each problem had one observation. The
problems were again counter~balanced in a similar fashion as in
Experiment 2a.
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Measure. Each problem solution was measured for how long it took
the subject to solve and was also scored for accuracy using the partial
scoring technique of the previous experiment. The protocol for each
problem was examined to determine how the subject arrived at their
answer. Subjects used different methods for finding their answers on
various problems. Sometimes the subject could go directly from reading
the problem to writing down the one necessary equation to solve the
problem. In such cases, the subject was scored as using a schema to solve
the problem. For some problems, subjects used a sentence-to-equation
method, where they forrnulated each sentence in the problem and then
combined them to obtain the one necessary equation. Sometimes, the
subject might have used a hybrid of these two mehtods, and sometimes an
entirely different method, and these problems were score accordingly.
Resuits
The averages for the two objective measures in each condition are
shown in Table 5. The time measure was taken from the point when the
subject began reading the problem to when their final answer was found.

The accuracy measure was scored using the partial credit method.

Insert Table 5
about here
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Discussion

As can be seen from the objective statistics, subjects were able to
find their answer to the appropriate and neutral problems faster than
problems with inappropriate content. However, there was no difference in
accuracy.

Of more interest here, however, are the methods used by the
subjects when solving these problems and thinking aloud. For almost all
appropriate problems (11 of 12 in a preliminary scoring), the subjects
seemed to recognize the problem type and apply stored knowledge to
solve the current problem. The subjects were able to go directly from
reading the problem to setting up the necessary equations, often starting
with just the one needed equation. For example, one subject midway
through a problem about trains said, “| always hate these rate problems,”
and then promptly set up the equation d = r x t, the needed equation to
solve the problem.

The method used to solve neutral problems seemed to be split
evenly (six and six) among using a schema and a brute force, sentence-to—
equation method. Promptly after reading an interest problem involving
rabbits (where interest problems are usually about money and banks), one
subject was able to formulate the problem in one step and then quickly
solve the problem from there. On the other hand, one subject after
reflecting on an age-type problem about squirrels collecting acorns, wrote
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down a four equation, three unknown system of equations and proceeded
laboriously to solve the problem from there. Usually these problems are
solved using only two equations and one unknown.

Some subjects did apparently use a schema for some of the
inappropriate problems (5 cases out of 12). It appeared that on these
problems, the subject was able to ignore the content and was then able to
use other clues. For example, mixture problems are usually about a
chemist mixing two liquids of different concentration together to abiai
one bottle of liquid with a new concentration. To solve these, one must
usually use an equation involving an average. As such, the word ‘average’
is often in the problem. This was the case in the inappropriste mixture
problems (whose content had birthday parties and different ages), and the
subject used that. However, on a number of accasions subjecis appste iy
mis—classified a problem early in reading and {hal adversely affecied thir
problem solving performance. As an example, one Niibjeet read the
beginning of an interest-type problem with a motion content and siid,
“...[Hley, I think of bullet trains hitting each other coast ko coust and yo
want to find out exactly when.” Such a set up and question is ofien the
case in motion problems. However, far this interest prablam, this suiver’s
thought did not help in the solving of the problem, which b ended up not
solving correctly.
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General Discussion

Experiment 1 demonstrated that people can categorize problems,
that they agree to a large extent what category a particular problem falls
into, and that the content of a problem affects the categorization of that
problem. It is that last point which is of most importance, since prior
studies, such as Hinsely et al., have perhaps hinted at such a finding, but
have not shown it. Here, content is shown to have a large impact on the
speed in which a person can categorize a problem. Almost always, once a
problem has been categorized, that category will suggest a procedure to
solve that problem. For example, by their nature river cuttent problems
require the solver to take into account a constant rate of motion, either
added or subtracted, and so an equation almost always used is:

distance traveled upstream = (rate of riverboat - rate of current) x time
Therefore, once a problem has been correctly categorized as a river current
problem, problem solvers can then concentrate their effort into finding the
values for the variables in the equation. This will of course facilitate the
problem solving process, and an initial mis—categorization will hindet the
problem solving process.

Experiments 2a and 2b were designed ta ascertain if categorization
dies affect problem solving that this facilitation or hindrance is indeed
frus, for It may tiel necessarily be so. That is, the problem solver may
calogarise a problem based upon the problem'’s content, but then may not
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use that category information in actually solving the problem. The
problem solver may resort to using a sentence~to—equation method for
every algebra word problem, regardless of category. Based on the results
of Experiment 2a, it appears that problem solvers do use that category
information in solving the problem. The disparity in time to solve and
accuracy measures between problems where the content agrees with what
type of problem it is (appropriate problems; for example, a river current
problem actually about a riverboat) versus problems where the content
gives no category information (neutral problems; for example, a river
current problem about an escalator rider) versus problems where the
content would suggest a different type (inappropriate problems; for
example, a river current problem about two workers) point to such a
claim. Experiment 2b affirms this result, by showing use of schemata
triggered by categorization versus a sentence-to~equation method when
unable to categorize while solving these problems and thinking aloud.

These results are similar to those of Hinsley, Hayes, and Simon
(1978), in that they show subjects do recognize problem categories, they
can in many cases recognize a problem’s category eaily in reading the
problem, they have information about the problem categories which is
useful for formulating problems for solution, and that they can and often
do use this information in solving algebra word problems when their

instructions are simply to solve the problems and not in any way call
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special attention to problem classification. In addition, these results
emphasize the importance of content in the categorization and solving of
pt_oblems. Content influences the speed at which one can categorizae a
problem, and also the speed, accuracy, and method one uses while solving
the problem.

The question that now must be asked is, what causes a person to
categorize a particular problem as a certain type? As mentioned
previously, novices often make their categorization decision based on the
superficial aspects, like content, of the problem. Experts, on the other
hand, will base their categorization on the problom’s deep structure, what
type of problem it is (Chi et al., 1981). However, the subjects used in
Experiment 2a and 2b had some degree of mathematical expertise, yet
their performance was affected by the superficial aspects of the problem.
~ Another study (Hardiman, Durfresne, & Mestre, 1989) showed a result to

 my finding, with experts being adversely affected by & probleny’s content,
mmmmphmmm Perhaptevenexpem mumpmef} :
| stzatiom on these surface features. In practic iamaybes N
vl sierce of Msformation, since the sutface festures of & problem are
y W md moﬂen predlctlveofcemm cmm mdaocm |
“-hquieklymdyndmdmed upon. Realizing that certain “types“of
| problmsexistand that problems that fall into a particular “type"aﬂzn |
.}:lwetlnmmmcmbeamjwwtwaproblemsolver | |
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A lot more work still needs to be done in this area. Experiment 1,
the study with the clauses, was run without any inappropriate problems.
It would be interesting to see how a subject would respond to these
problems. Perhaps they would initially mis—categorize them as the content
would dictate, and then become confused as to the category of the
problem by the time the question was asked. More than likely, they would
often be taken aback by the question, almost assuredly more so than with
either the appropriate or neutral problems.

One might have expected more of a difference between the
appropriate and neutral problems. If a schema really does facilitate in
solving problems, the quicker one categorizes a problem and thus has
access to that schema, performance should be improved. The results here
do not support such a claim. However, as pointed out before, it appears
most people had correctly categorized the problem before they finished
reading it. This would account for the similarity in performance on tlme
appropriate and neutral problems. | |
ltmishtbepuﬁblebshowafadtitaﬁm in problem solv'ngdueto

jocization and schema access. Problems could be written witha

puﬁuuarmm about ﬁverhom for mmple, that contained mongh
information to solve two different questions, one beingaquesﬁon |
normally asked in river current problems, such as rate of the current, and
the other a question normally assoclated with another type of problem,
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such as having two riverboats work together. In the experiment, one could
then ask one subject the first question and another the second question
and then look at performance. Or thc question could initially not be given
to the subject, and the subject is told tc solve for whatever they could
before being given the question.

To conclude, these experiments attempted to answer two major
questions: (a) Does content affect the way a person categorizes a problem,
and (b) if categorizatior: is affected, is problem solving aiso affected, in
either quantitative or qualitative ways. In response to the first question,
Experiment 1 demonstrated people can categorize problems and that the
problem’s content affects the speed at which they can do so. Experiments
2a and 2b answered the second question by showing that a person’s
problem solving ability is also affected by the problem’s content, as
evidenced by both objective (time and accuracy) and subjective (method of

solution) measures.
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Table 2
Mean Time in Minutes to Solve a Problem in the Appropriate, Neutral,
and Inappropriate Conditions
Appropriate Neutral inappropriate

Full Set 146 1.58 2.07
First Half 1.42 1.42 2.23
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Table 3
Mean Score per Problem in the Appropriate, Neutral, anc Inappropriate
Conditions in the Full Set

Appropriate Neutral Inappropriate
Partial 0.73 0.77 0.64
No Partial® 0.60 0.60 0.51

aThe subject received either a 1 for a totally correct solution or a 0.




Word Problem Categorization

46
Table 4

Mean Score per Problem in the Appropriate, Neutral, and Inappropriate
Conditions in the First Half

Appropriate Neutral Inappropriate
Partial 0.75 0.78 0.60
No Partial® 0.63 0.63 0.48

2The subject received either a 1 for a totally cor .t solutionora0.
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Table 5
Objective Measures from the Protocols
Appropriate Neutral Inappropriate
Time (in min) 1.5 1.7 22

Accuracy 0.85 0.75 0.729
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Appendix A
Listed below are half of the appropriate problems along with their
associated neutral problems used in Experiment 1.

Age

_ . Ann is 2/3 the age of her sister Jill. In 10 years, Ann
will be 45 Jill’s age. How old will the girls be in 10 years?

Neutral. Yesterday Ricky Raccoon had 23 as many acorns as
Sammy Squirrel. Today they each collected 10 more acorns. Now Ricky
has 45 as many acorns as Sammy. How many acorns do each of them
have?

Interest

Apprapriate. Helen has some money and decided to put itin the
bank. She put 23 of her money intoa uﬂnpamuntﬂ\atpays%md
interest. She put the remaining 13 into a T-Bill account which pays 13%
annuel interest. At the end of 1 year she had earned $145 in interest. How
much money did Helen initially put in the bank?

Neutral. Gina has some flower bulbs and decided to plant s flower
bed. Two-thirds of the flowers she planted were roses that incresse in
* number by 9% esch year. The remaining 13 of the flowers she planted
were tulipe that increase in number by 15% each year, At the end of 1 yesr

| _'hwi;ﬁ-'ﬁwMMmdeidcmwym:
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Mixture

. A cheriist mixes two types of solutions, One solution
contains 20% boric acid. The other solution contains 30% lactic acid. His
new solution fills a 10 pint jar and is 23% acid. How much of each of the
original solutions did the chemist pour in the jar?

Neutral. Bob, a partygoer, went to a big party last night and drank
two types of punch. One punch was made with 20% pineapple juice. The
other punch was made with 30% orange juice. By the end of the evening,
Bob drank 10 pints of punch, 23% of which was fruit juice. How much of
each type of punch did Bob drink?

Motion

. A train leaves New York headed for Chicago
traveling at a rate of 60 mph. Two hours later, a second train leaves New
York headed for Chicago traveling at 90 mph. How long will it take the
second train to catch up with the first?

Neutral. A football iineman picks up a fumble and heads for the
‘end zone at 6 ydssec. Two seconds later, a linebacker takes off after him at
?yd“oc?. How long will it take the linebacker to catch up with the .

Appioptiate. A riverboat travels 30 miles downstream going with
rent. In an equal amount of time the riverboat travels only 20 miles
am going against the current. The riverboat is capable of §

M is no current. What is the rate of the cume?

. scalator 8 distance of 30 . In an equal amountof time Bill walks
apwmmmamwm 20 £1. Bill is capable of walk

74l Hll, who frequently hurries on emlaton. mlksm th' ;1:':’  |
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Work

. An electrician can complete a job in 2 hrs. His
apprentice takes 4 hrs to complete the same job. The electrician and his
apprentice work on the job together. How long will it take them to do the

job?

Neutral A pair of trout can fill a pond with their offspring in 2
months. A pair of carp take 4 months to fill the same pond. A pair of trout
and a pair cf carp are put into the pond together. How long will it take
them to fill the pond?
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Appendix B
Listed below are the inappropriate problems used in Experiments 2a and

2b which were based on the appropriate problems listed in Appendix A.
Age (content suggests Mixture)

. A mason mixed 2/3 as much cement in one
container as another. He adds 10 liters of cement to each mixer. Now the
first has 4/5 the cement as the second. How much does each contain now?

Interest (content suggests Motion)

. A chauffeur has driven 2 limos 1500 miles total. One
month he drives Limo A 9% more miles than previously and Limo B 15%
more. He drives 183 miles that month. How many miles had he driven
each previously?

Mixture (contr -, . uggests Age)
arog .iate. Bart went to several birthday parties. Some friends

were | 'f'fﬁ 20, and the rest turnod 30. Bart went to 10 parties, and the
Very thﬁMym was 23, How mmyofwsm

'm (munt Wts lmemt)

erest. m WMmm mmtat mu‘b

i i«mm-”ffmmmmmphm mdmhelper‘msf wan
h:m Vihamthtnueuhew? -




Word Problem Categorization

52
Work (content suggests River Current)

. A tugboat pushes a ship 10 miles upstream in 2
hours. Another tugboat could push the shlﬁ 10 miles upstream in 4 hours.
If they worked together, how long would that task take? .




Word Problem Categorization

53
Appendix C
Three «:ther scoring methods were also used. In these, n0 0.25 or
0.75 scores were given since, in some sense, these two scorings are
somewhat subjective. For the Adjusted Up conditions, any score of 0.25
was adjusted to 0.5 and scores of 0.75 were adjusted to 1. In the Adjusted

Down conditions, scores of 0.25 were adjusted to 0, and any score of 0.75
was adjusted to 0.5. Finally, in the last condition, Adjusted Middle, all
scores of 0.25 or 0.78 were adjusted to 0.5. As con be seen, no matter what
method used, the results are similar.

Appropriate Neutral Inappropriate
Full Set
Adjusted Up 0.76 0.80 0.65
Adjusted Down 070 0% 08
| AduswdMiddle 073 0% 064
~ Adjusted Up- s 080 061

072 0% 0%
T o




