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Abstract

Confined water can have properties dramatically different from bulk water, and these properties can be used

to develop unique functionality at the nanoscale. For example, fast water transport, rotation-translation cou-

pling, and fast rotational motion have been observed in graphitic carbon-based nano structures, which enables

various applications like energy storage and seawater desalination. The explosive studies on graphene have

sparked new interests towards graphene-analogous materials including hexagonal boron nitride (hBN) and

molybdenum disulfide (MoS2). Compared to graphene, the graphene-analogous materials possess non-zero

bandgap, chemical inertness, and biological compatibility. The graphene-analogous materials are promising

materials, complementary to graphene, for high-temperature, biomedical and nanofluidic applications. We

would like to understand and optimize graphene and graphene-analogous materials in these applications.

The study of graphene and graphene-analogous materials at the atomic level requires accurate force

field parameters to describe the water-surface interaction. We begin with benchmark quality first principles

quantum Monte Carlo (QMC) calculations on the interaction energy between water and surface, which are

used to validate random phase approximation (RPA) calculations. We then proceed with RPA to derive force

field parameters, which are used to simulate properties like water contact angle on the surface, attaining a

value within the experimental uncertainties. This work demonstrates that end-to-end multiscale modeling,

starting at detailed many-body quantum mechanics, and ending with macroscopic properties, with the

approximations controlled along the way, is feasible for these systems.
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the zero-reference-energy configuration. The energies predicted using the DMC method are
in good agreement with those calculated using the CCSD(T)/CBS within the error bars. . . . 42

4.2 The interaction energy between a single water molecule and graphene represented by Ns ×
Ns×1 supercell with Brillouin zone sampled by a Nk×Nk×1 k-mesh. The energy is computed
using the random phase approximation (RPA) method. The two components, the exchange
energy, ∆Eexx, and the correlation energy, ∆Ec, are converged separately. . . . . . . . . . . . 44

4.3 (a)-(e) polycyclic aromatic hydrocarbon (PAH) considered in ab initio calculations. (a) C6H6,
benzene; (b) C14H10, anthracene; (c) C24H12, coronene; (d) C54H18, circumcoronene; (e)
C96H24, dicircumcoronene. (f) Three water configurations with respect to PAH considered
in ab initio calculations. From left to right: downwards, upwards and pointing. Detailed
description of each configuration can be found in the methods section. The distance between
water oxygen and PAH plane is defined as h. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.4 The vdW interaction energies between graphene and water for six different water orientations.
The point M is located at the bisector of HOH angle, as shown in the inset figure. . . . . . . 50

4.5 LJ function forms fit to (a) MP2 (b) RPA (c) DFT-SAPT (d) CCSD(T). The ab initio data
are represented by triangles and the LJ6-n fitting curves are represented by lines in each plot.
h is the distance between water oxygen and PAH plane. In (b), three LJ6-n function forms
are fitted to the RPA data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

4.6 Water contact angles on clean graphite surface. (a) Extrapolation of nano-droplet contact
angles θ to the macroscopic limit for C-water interaction parameters used by Werder et al.
[20](represented by blue circles) and parameters obtained from RPA data (represented by
red squares). (b) Dependence of contact angles on LJ cutoff length for the two C-water
interaction parameters used in (a). (c) Dependence of contact angles on the choice of LJ6-n
fitting function forms to the RPA data. The fitted parameters are summarized in Table A.1.
(d) Dependence of contact angles on the number of carbon layers. The contact angle values
are in the unit of degrees. The contact angle values are the mean of three simulation runs
with different initial velocity configurations. The error bar of the contact angle is 1.0◦ for the
interaction parameters used by Werder et al. [20] and 3.6◦ for the RPA data. . . . . . . . . . 55

4.7 The contact angle, θ, of nano water droplets on graphite predicted by molecular dynamics
(MD) simulations. Three nano droplets composed of nw=2000, 4000, or 8000 water molecules
are considered. An extrapolation of θ to the contact angle of the macroscopic droplet (nw =
∞), θ∞, is performed. The side and top views of the configuration used in the simulations
are shown in the inset figures. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.8 The binding energy between water and graphene, Eb, and values of contact angle on graphite
predicted using water-graphitic carbon force field parameters developed by various force field
parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4.9 Effects of surface contamination on contact angle θ. Three graphitic carbon-water interaction
parameters are considered: the interaction parameters used by Werder et al. [20], the inter-
action parameters obtained from DFT-SAPT data, and the interaction parameters obtained
from CCSD(T) data. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.10 Power spectra obtained from MD for (a) an isolated (22,0) CNT (b) a (22,0) CNT immersed
in water. The peak in each figure corresponds to the radial breathing mode. The C-water
interaction parameters obtained from DFT-SAPT data are used for (b). . . . . . . . . . . . . 59

4.11 The binding energy between water and graphene, Eb, and values of carbon nanotube (CNT)
radial breathing mode (RBM) frequency shift, ∆fRBM, predicted using water-graphitic carbon
force field parameters developed by various force field parameters. . . . . . . . . . . . . . . . 60

xi



5.1 The interaction energy between a single water molecule and MoS2 represented by Ns×Ns× 1
supercell with Brillouin zone sampled by a Nk × Nk × 1 k-mesh. The energy is computed
using the random phase approximation (RPA) method. The two components, the exchange
energy, ∆Eexx, and the correlation energy, ∆Ec, are converged separately. . . . . . . . . . . . 64

5.2 The vdW interaction energies between MoS2 and water for six different water orientations.
The point M is located at the bisector of HOH angle, as shown in the inset figure. . . . . . . 65

5.3 The binding energy between water and MoS2 monolayer, Eb, and contact angle values, θ,
predicted using MoS2-water force field parameters developed by Barati et al. [21], Heiranian
et al. [22], and from this work. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

xii



List of Abbreviations

QMC Quantum Monte Carlo

DMC Diffusion Monte Carlo

RPA Random Phase Approximations

CCSD(T) Coupled Cluster calculations with Single and Double excitations and perturbative Triples

CBS Complete Basis Set

MP2 Second-order Møller-Plesset perturbation theory

DFT Density Functional Theory

DFT-D Density Functional Theory with Dispersion correction

RBM Radial Breathing Mode

aVDZ aug-cc-pVDZ

aVTZ aug-cc-pVTZ

aVQZ aug-cc-pVQZ

MD Molecular Dynamics

CNT Carbon NanoTube

hBN hexagonal boron nitride

MoS2 Molybdenum disulfide

xiii



List of Symbols

ε, σ Force field parameters for Lennard-Jones interatomic potential
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Chapter 1

Introduction

1.1 Graphene and Graphene-like Materials

Graphene is a two-dimensional material composed of carbon atoms. In graphene, each carbon atom has

a sp2 hybridization and forms three sigma bonds and one pi bond with the neighboring atoms, as shown

in Fig. 1.1(b). Graphene is one-atom thick, stronger than steel, harder than diamond, and excellent in

conducting heat and electricity. It is such a promising material that its discoverers were awarded the Nobel

prize in physics.

Graphene can also be considered as a building block for structures of other dimensions. We can stack

graphene to form three-dimensional graphite, shown in Fig. 1.1(d), and roll it into one-dimensional carbon

nanotube (CNT), shown in Fig. 1.1(e), or 0-dimensional bucky ball shown in Fig. 1.1(f).

The explosive studies on graphitic carbon based structure have sparked new interests towards materials

structurally similar to graphene, e.g., hexagonal boron nitride (hBN) and molybdenum disulfide (MoS2).

Compared to graphene, hBN replaces carbon-carbon bond with boron-nitrogen bond. hBN is also one-atom

thick. MoS2 is composed of the transition metal molybdenum with an atomic number of 46, and sulfur. The

top view of MoS2 is hexagonal like graphene. Yet from side view, the Mo atoms and the S atoms are not on

the same plane: The Mo atoms are sandwiched by two layers of S atoms.

In this study, we are interested in confined water by these novel materials at the nanoscale.

1.2 Confined Water by Graphene/Graphene-like Materials

We are interested in confined water because confined water can have properties dramatically different from

bulk water. For example, fast water transport [23, 24], rotation-translation coupling [25], and fast rotational

motion [26, 27] have been observed in graphitic carbon-based nano structures. Graphene-confined water

has unique responses to local electric field that can be manipulated using scanning tunneling microscope

tips [28]. These properties can be used to develop unique functionality at the nanoscale and have direct
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(f) Bucky ball(e) CNT(d) Graphite

RollStack

(a) hBN (b) Graphene (c) MoS2

Roll

Figure 1.1: Graphene and graphene-like materials considered in this work: (a) hexagonal boron nitride
(hBN); (b) Graphene; ; (c) Molybdenum disulfide (MoS2); (d) graphite; (e) carbon nanotube (CNT); (f)
bucky ball. The top view and the side view for (a)-(c) are shown.

applications in sensing, molecular memories, and high-frequency resonators.

Understanding the behavior of confined water is also important because many applications of graphene

and graphene-like materials involve water. For example, Graphene is one-atom thick, which has been pro-

posed as the membrane for energy-efficient seawater desalination [29, 30, 31] since the energy consumption

of the reverse osmosis reduces as the membrane thickness decreases. Graphene is also transparent, flexible,

and robust, and has been used as an electrode for in vivo tests in biological systems [32]. The electronic

property of graphene is tunable by charged molecules like DNA, and therefore graphene has been proposed

for DNA sequencing [33].

Compared to graphene, hBN and MoS2 are superior in some applications: (1) Graphene has a zero band

gap and MoS2 has a non-zero band gap. In the application of field effect transistors which requires a gap,

MoS2 outperforms graphene [34]. (2) Graphene is one-atom thick and MoS2 is 3-atom thick which is about

the size a DNA base. As a result, DNA sequencing based on MoS2 nanopore outperforms graphene. (3) BN

2



and MoS2 have better biocompatibility than graphene and they don’t affect the growth of cells [35] or induce

biomolecule adsorption. (4) hBN possess good electrical insulation [36], chemical inertness [37]. (5) Large

surface charge can be induced for BN nanotube [38] or MoS2 nanopore [22], which leads to a giant current

through the tube or pore when there is an ionic gradient. This can be applied to harvesting electricity from

sea water. So hBN and MoS2 are also promising materials, complementary to graphene in some aspects. All

these applications perform in aqueous environments. Understanding behaviors of the confined water helps

in design and optimization of these applications.

1.3 Molecular Dynamics Simulations to Study Confined Water

Molecular dynamics (MD) simulation has been an important tool in studying confined water at the nanoscale.

The role of MD in studying confined water can be illustrated by the example of water contact angle on

defective graphite: Experimentally it was found that a graphite surface becomes superhydrophilic when the

surface is treated by argon plasma [11]. The contact angle changes from 50◦ to close to 0◦, as shown in

Fig. 1.2(a). Defects that may exist on the surface and contribute to the change in contact angle include

single vacancy defect, double vacancy defect, Stone-Wales defect, C-H adsorption, and C-OH adsorption.

MD is capable of isolating individual effects by considering one defect at a time in the simulations to see

the change angle change, as shown in Fig. 1.2(b). It shows that the C-OH adsorption changes contact angle

significantly, while other defects barely change contact angle. The XPS experiment also confirms that the

defect density used in MD is reliable, as shown in Fig. 1.2(c). The simulations not only reproduced the

experimental measurements, as shown in Fig. 1.2(d), but also explained that the OH adsorption is main

contribution to the contact angle change. From this example, we see that MD is a powerful tool in providing

insights to understand mechanisms of these complex systems.

MD simulations have been applied to study behavior of confined water behavior at the graphene/graphene-

like surface, e.g. wetting behavior [39, 15], ion selectivity [29, 40, 41, 42], water transport [20, 24, 43],

wettability [20]. In these simulations, the van der Waals (vdW) interaction between water and the sur-

face, ∆EvdW, is computed by a summation of the interaction between all atom pairs represented by the

Lennard-Jones (LJ) 6-12 interatomic potential ULJ
ij :

∆EvdW =
∑

i∈surface

∑

j∈water

ULJ
ij (rij)

ULJ
ij (rij) = 4ǫij

[

(

σij
rij

)12

−
(

σij
rij

)6
] (1.1)

3



plasma

(d)

(c)

(b)

0.0 2.0 4.0 6.0 8.0 10.0 12.0 14.0
0.0

20.0

40.0  Simulations
 Experiments

C
on

ta
ct

 a
ng

le
 (

)

Atomic percentage of OH defect (%)

pristine sv dv sw C-H C-OH
0.0

20.0

40.0

60.0

C
on

ta
ct

 a
ng

le
 (

)

Type of surfaces

defective graphitepristine graphite

Argon
Experiments(a)

defective graphitepristine graphite

Simulations
Argon
plasma

Figure 1.2: (a) Experimental measurements of water contact angles on pristine and defective graphite. The
pristine graphite becomes defective after the argon plasma treatment. (b) Molecular dynamics simulations
of the water contact angle on pristine graphite, graphite with single vacancy defects (sv), graphite with
double vacancy defects (dv), graphite with StoneWales defects (sw), graphite with single vacancy defects
and hydrogen chemisorption (C-H), and graphite with single vacancy and hydroxyl chemisorption (C-OH).
The atomic percentage of defects, defined by the number of defective sites over the number of carbon atoms
on the top layer, is 4.2% for surfaces with defects in (b). (c) Contact angle on graphite with hydroxyl
chemisorption of various atomic percentages, by both experiments and simulations. The error bars of the
simulation results in (b) and (c) show the standard deviations of contact angle values from three simulation
runs with different initial velocity configurations. (d) Molecular dynamics simulations of water contact angles
on pristine and defective graphite.

where rij is the distance between atom i and atom j, εij is the depth of the potential well of the atomic

interaction, and 21/6σij is the position of the potential well, as shown in Fig. 1.3. εij and σij are predefined

sets of parameters depending on the atomic types of atom i and atom j. These parameters are called force
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field parameters, which are input for MD simulations.
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Figure 1.3: The Lennard-Jones (LJ) interatomic potential, ULJ, between atom i and atom j. rij is the
distance between the two atoms, ε is the depth of the potential well, and 21/6σ is the position of the potential
well. The values in x axis are normalized by σ, and the values in y axis are normalized by ε.

It has been shown that predicted properties using MD depend on the force field parameters input.

Hummer et al. [39, 44] showed that a small change in carbon-water interaction can lead to totally different

predictions of whether a CNT can be filled by water. Similarly Werder et al. [20] found that by varying the

carbon-water interaction, the predicted water contact angles on graphite can range from very hydrophobic

(138.8◦) to pretty hydrophilic (50.7◦). So in order to describe the surface in a realistic way, accurate force

field parameters are needed.

For the most part force field parameters have historically been developed using one of two approaches.

The first approach is to combine the force field parameters for water-water interaction and surface-surface

interaction, based on the Lorentz-Berthelot combinational rule:

σS-W =
σW-W + σS-S

2

εS-W =
√
εW-WεS-S

(1.2)

where σS-W and εS-W are the force field parameters for surface-water vdW interaction, σW-W and εW-W are

the force field parameters for water-water vdW interaction obtained by studying the bulk water, and σS-S and
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εS-S are the force field parameters for surface-surface vdW interaction obtained by studying the bulk material.

This approach is simple and serves as a good starting point. The approach may work for cross-interaction

between materials that are similar. Given that water is quite different from graphene/graphene-likematerials,

the accuracy of the parameters using this approach must be checked experimentally.

The second approach is based on experimental data. The idea is to adjust the force field parameters

so that some properties measured in experiments can be reproduced. The properties are chosen following

two criteria: (1) The property should sensitively depend on the water-surface interaction. A small change

in parameters should have a distinguishable change in the property, so that the error bar in the parameters

developed based on the property is small. (2) The property should be easy to measure, so that we can have

data from independent measurements to benchmark each other. Our choice of properties is limited. Contact

angle is one of the few properties people have been using. We will use the contact angle as an example to

illustrate the challenges in experiments to measure these properties.

Fig. 1.4 gives a summary of the water contact angle values on graphite reported by different experimental

groups [7, 8, 9, 10, 4, 5, 11, 12]. We see a scattering of results among different groups: Before 2013, graphite

was widely accepted as hydrophobic. Li et al. [12] in 2013 and Ashraf et al. [11] in 2014 independently

found that the ppb (parts per billion) level airborne hydrocarbon contaminates the graphene/graphite surface

within minutes after the surface is exposed to air. If the surface were not properly cleaned, the graphite

surface would be mistaken as hydrophobic. Ashraf et al. also showed that with defects, the surface may

become more hydrophilic. Because contact angle sensitively depends on the surface-water interaction, as

required by criteria (1), to measure contact angle accurately, the surface has to be in well-controlled condition,

which makes the measurement challenging, contradictory with criteria (2). This may explain why there are

limited properties we can choose from and the uncertainties in the reported values of these properties. Given

the limited properties available and the uncertainties in reported values, developing force field parameters

based on one experimental data point may not be reliable.

Using one of the two approaches, various water-surface interaction parameters have been proposed in the

literature [39, 45, 46, 47, 20, 48, 49], as summarized in Table 1.1 or Table A.1 for grahene-water interaction,

Table A.2 for hBN-water interaction, and Table A.3 for MoS2-water interaction. The first four sets of

parameters in Table 1.1 are based on combinational rule: The resulting values vary since the carbon-carbon

and water-water parameters are from different sources. Some parameters put all the vdW interaction on

oxygen atom, while others partitions the vdW interaction on both oxygen and hydrogen atoms to include

water-orientation dependence. The remaining four sets of parameters are obtained by fitting to experiments:

The values are different since different contact angle values were used in the fitting. It is not easy to get an
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Figure 1.4: Contact angle values reported by experiments [7, 8, 9, 10, 4, 5, 11, 12]. The x-axis shows the
ranges of contact angles, and y axis shows the count the values have been reported. The counts are divided
before and after the year of 2013. For example, A count of ”4” with the range of ”40◦-60◦” means four
different groups reported contact angle values in the range of 40◦-60◦. And out of the four groups, one of
them reported values before the year of 2013, and three of them reported values after the year of 2013.

idea of the difference between these parameters by just looking at the values of these force field parameters.

Instead, we can use the parameters to predict properties to show their difference. We use the parameters

to predict CNT wetting behavior, which is quantified by the percentage of filled status over time, as shown

in Fig. 1.5(a). The predicted values vary in a big range. We also use the parameters to predict water

contact angle on graphite, as shown in Fig. 1.5(b). The graphite surface is predicted from superhydrophilic

to hydrophobic, depending on the parameters. The properties predicted using these force field parameters

show in a big range. We need approaches that can consistently produce accurate force field parameters.

1.4 Developing Force Field Parameters from First Principles

Developing force field parameters from first principles has the advantage of being non-empirical. This ap-

proach has been recently successfully applied to developing force field parameters for some systems. Bukowski

et al. [50] developed force field parameters for water entirely from first principles, without any fitting to

experimental data. The force field is able to predict the spectra, second-virial coefficient of dimer, radial dis-
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Table 1.1: An incomplete list of LJ parameters in the literature. The LJ parameters include carbon-water
oxygen parameters σC-OW and ǫC-OW, and carbon-water hydrogen parameters σC-HW and ǫC-HW. σC-OW

and σC-HW are in Å, and ǫC-OW and ǫC-HW are in kcal/mol. More details about the force field parameters
can be found in Table A.1.

Groups Approach σC-OW ǫC-OW σC-HW ǫC-HW

Hummer et al. [39] Combinational rule 3.275 0.1143 N/A N/A
Won et al. [45] Combinational rule 3.2779 0.1037 N/A N/A
Noon et al. [46] Combinational rule 3.296 0.1382 2.58 0.0772

Gordillo et al. [47] Combinational rule 3.280 0.0930 2.81 0.0308
Werder et al. [20] Fit to experiments 3.190 0.0937 N/A N/A
Werder et al. [20] Fit to experiments 3.190 0.1349 N/A N/A

Scocchi [48] Fit to experiments 3.190 0.0478 N/A N/A
Markovic et al. [49] Fit to experiments 3.190 0.0935 2.82 0.0605
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Figure 1.5: (a) carbon nanotube (CNT) wetting behavior predicted by simulations using parameters in
Table 1.1. The x-axis shows the percentage of CNT filled status over time. (b) Contact angle values
predicted by simulations using parameters in Table 1.1.

tribution function, internal energy, self-diffusion coefficient, and coordination number of liquid water. Pascal

et al. [51] developed quantum mechanics based force field parameters at the M06-2X level and accurately

predicted experimental lattice vibrations, elastic constant, Poisson ratios, lattice modes, phonon dispersion
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curves, specific heat and thermal expansion of graphite. Chiu et al. [52] improved 43A1 lipid force field

parameters using electronic structure computations and reproduced experimental X-ray form factors and

NMR order parameters over a wide range of membrane compositions. These studies based on first-principle

calculations are limited to molecular or bulk systems. We would like to extend this approach to developing

force field parameters between a molecule and surfaces.

The force field parameters obtained using this approach depend on the accuracy of the ab initio calcu-

lations. In order to obtain accurate force field parameters, high-accuracy ab initio calculations are needed

that can describe electron correlation, which mediates weak interactions like van der Waals (vdW). Density

functional theory (DFT), on the contrary, tends to underestimate the interaction strength. It was found

that DFT with correction cannot describe bulk water accurately [53]. We need methods beyond DFT.

Methods that describe electron correlation explicitly include: coupled cluster with single and double

excitations and perturbative triples (CCSD(T)), diffusion Monte Carlo (DMC) [54, 55, 56], random phase

approximation (RPA) [57, 58], and 2nd-order Møller-Plesset perturbation theory (MP2). The CCSD(T)

method is called the “gold standard” in the literature for benchmarking other methods. Yet CCSD(T)

method scales badly with the system size, which is computationally practical for molecular interactions.

The DMC method has about the same accuracy as CCSD(T) and it also scales well with the system size. So

DMC is considered as the most accurate method for large systems. Yet DMC is computationally demanding,

and only a limited number of configurations can be considered. The RPA and MP2 methods are relatively

computationally efficient. But both methods have more approximations and their accuracy has to be verified

by comparing to DMC and CCSD(T).

1.5 Outline of the Dissertation

In this dissertation, we propose to develop force field parameters for water interacting with graphene and

graphene-like materials from first-principles calculations. We start from many-body quantum mechanics. A

combined approach is used in this level to compute the interaction between water and graphene/graphene-

like surfaces: The CCSD(T) and DMC methods benchmark each other at the molecular level. Then the

DMC method is used to validate RPA and MP2 calculations. If the accuracy of RPA and MP2 methods are

acceptable, we will use the RPA or MP2 method to explore the potential energy surface between water and

graphene/graphene-like materials. In the next level, we use classical models fitting to the potential energy

surface to obtain force field parameters. Once we have the parameters, we would like to verify the parameters

by comparing to the experiments. This is done by first performing molecular dynamics simulations with
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the force field parameters to predict properties at the nanoscale. Then the properties predicted at the

nanoscale are extrapolated to macroscopic scale, so that a direct comparison with experiments is possible.

This approach is applied to three systems: hBN-water, graphene-water, and MoS2-water. The outline of my

dissertation is summarized in Fig. 1.6.

The quality of the force field parameters developed in this approach solely depends on the accuracy of

first-principle calculation. As a result, the main focus of my PhD work is to obtain the interaction energies

as accurate as possible. Chapter 2 explains the methods used in this work. Chapter 3-5 covers applying the

approach to hBN, graphene, and MoS2, respectively. Chapter 6 concludes the work.

Many-body quantum 
mechanics  to explore the 
potential energy surface

Obtaining atomistic parameters 
by fitting to the energy surface 
from quantum calculations

Simulating properties at 
nanoscale using molecular 
dynamics simulations

Extrapolating to Macroscopic 
properties  and comparing 
with experiments

Figure 1.6: The outline of my dissertation. We propose to develop force field parameters for water interacting
with graphene and graphene-like materials from first-principle calculations. Many-body quantum mechanics
calculations are performed to explore the potential energy surface, which is used to develop force field
parameters. We verify the parameters by predicting properties at the nanoscale which are extrapolated to
macroscopic level and compared with experiments.
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1.6 Accomplishments of My PhD Work

During my PhD study, I computed the interaction energies between hBN and water from first principles, and

developed hBN-water force field parameters. I also computed the interaction energies between graphene and

water from first principles, developed graphitic carbon-water force field parameters, and applied the force

field parameters to water@C60, contact angle on defective graphite, and contact angle on doped graphene.

I developed force field parameters for MoS2-water interaction as well. A summary of the accomplishments

achieved and publications in my PhD is summarized in Fig. 1.7.
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Figure 1.7: Accomplishments and publications in my PhD work.
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Chapter 2

Methods

2.1 Quantum Methods

In many-body quantum calculations, we solve the time-independent Schrödinger equation to find the ground

state:

Ĥψ0(X) = E0ψ0(X)

X = (X1, X2, . . . , Xn)

Ĥ = T̂ + V̂

T̂ = −1

2
∇2

V̂ = −
n
∑

i

N
∑

I

ZI

riI
+

n
∑

i<j

1

rij

(2.1)

where Ĥ is the Hamiltonian operator, ψ0 is the ground state wave function, E0 is the ground state energy, X

is the position of all electrons, T̂ is the kinetic operator, V̂ is the potential energy operator, ZI is the charge

of the nuclei indexed by I, riI is the distance between the electron indexed by i and the nuclei indexed by

I, and rij is the distance between the electron indexed by i and the electron indexed by j.

The wave function depends the positions of all electrons in the system, which makes the problem high-

dimensional. The electron correlation term rij couples the position of two electrons. As a result, the problem

cannot be decoupled into n one-electron problems. Overall, the problem is high-dimensional, coupled, and

very challenging to solve. Various schemes have been proposed to treat the electron correlation term with

different levels of approximations. Here I will explain two methods used in this work covering their advantages

and approximations.

2.1.1 Diffusion Monte Carolo

In diffusion Monte Carlo (DMC), instead of solving the Schrödinger equation, a different equation is solved

−∂ϕ(X, t)

∂t
=

(

Ĥ − E
)

ϕ(X, t) (2.2)
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The equation is called imaginary-time Schrodinger equation because of its similarity to the time-dependent

Schrödinger equation except without i on the left:

−ih̄∂Ψ(X, t)

∂t
= ĤΨ(X, t) (2.3)

It can be shown that the steady state of the imaginary-time Schrödinger equation is the ground state of

the time-independent Schrödinger equation: The imaginary-time Schrödinger equation is first order in time,

so the general solution has the form:

ϕ(X, t) = e−(Ĥ−E)tϕ(X, 0) (2.4)

where the ϕ(X, 0) is the initial condition, which can be written as a linear composition of eigenstates ψi(X)

of Ĥ, i.e., Ĥψi(X) = εiψi(X):

ϕ(X, 0) =
∑

i

ciψi(X) (2.5)

Substitute Eq. 2.5 into Eq. 2.4:

ϕ(X, t) = e−(Ĥ−E)t
∑

i

ciψi(X)

=
∑

i

e−(ε−E)tciψi(X)

(2.6)

As t→ ∞,

e−(ε0−E)tc0 ≫ e−(εi−E)tci (2.7)

The excited state components vanishes and the only remaining term is ψ0(X):

ϕ(X, t) → ψ0(X) when t→ ∞ (2.8)

The DMC method uses the Monte Carlo technique to find the many-body ground state subject to the

fixed node (FN) constraint that the approximate ground state has the same zeros as the trial function. We

use as our trial function the Slater-Jastrow wave function

ΨT (r1, r2, . . .) = Det[φi(rj)] exp





∑

i<j

u(rij)



 , (2.9)

where the one-particle orbitals φi are obtained from the density functional theory (DFT). The two-body

Jastrow factor u is expanded as in Ref [59] and are variance optimized [60]. The DMC method scales well
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with system size. So it is considered as the most accurate method for large systems.

2.1.2 Random Phase Approximations

The random phase approximations (RPA) method uses adiabatic connection fluctuation-dissipation (ACFD)

theory to capture electron-electron correlation [61, 62]. The ACFD theory is a fairly efficient framework and

allows in principle an exact evaluation of the exchange-correlation energy with DFT. Within the ACFD

framework, the total energy of a system is reformulated as

E = TKS + Eion-el + EHxc (2.10)

where TKS is the kinetic energy of the noninteracting Kohn-Sham (KS) system, Eion-el is the interaction

with the ionic background, and EHxc is the Hartree and exchange-correlation energy.

The EHxc equals the integral over the ground-state expectation value of the electron-electron interaction

operator V̂ee, when adiabatically switching from the KS system of noninteraction electrons (λ = 0) to the

system of full Coulomb interacting electrons (λ = 1):

EHxc =

∫ 1

0

dλ〈Ψ(λ)|V̂ee|Ψ(λ)〉

V̂ee =
1

2

∑

i,j 6=i

e2

|ri − rj |
.
=

1

2

∑

i,j 6=i

υ(ri − rj)
(2.11)

where Ψ(λ) represents the ground state of the Hamiltonian Ĥ = T̂+
∑

i υ
λ(ri)+λV̂ee, and the local potential

υλ is chosen to fix the electron density to the one of the fully interacting system. For the KS system (λ = 0),

the ground-state wave function is single Slater determinant of one-electron orbitals ΨKS = S({ψKS
i }).

Following the fluctuation-dissipation theorem, EHxc can be written as

EHxc = EH[n] + Ex[{ψKS
i }]−

∫ 1

0

dλ

∫ ∞

0

dω

2π
Tr{υ[χλ(iω)− χKS(iω)]} (2.12)

where χλ(iω) and χKS(iω) are the response function of the interacting system and of the noninteracting

system at imaginary frequencies. Ex[{ψKS
i }] is the exact exchange energy evaluated at the KS orbitals.

The linear response function of the interacting system χλ(iω) is related to the χKS(iω) by a Dyson-like

equation:

χλ(q, iω)−1 = χKS(q, iω)−1 − [λυ(q) + fλ
xc(q, iω)] (2.13)

where fλ
xc(q, iω) is the exchange-correlation kernel, and neglected, an approximation generally referred to as
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random phase approximation (RPA).

Then the correlation energy in RPA is written as [57]

Ec =
1

2π

∫ ∞

0

dωTr{ln[1− χKS(iω)υ] + χKS(iω)υ} (2.14)

where Tr is the trace, χKS is the independent particle Kohn-Sham (KS) response function, ω is the frequency,

and υ is the Coulomb kernel. The exchange energy, Eexx, is calculated exactly using the Hartree-Fock ex-

pression. All energies are evaluated using KS orbitals of an initial calculation using the GGA-PBE functional

[63].

2.2 Atomistic Simulations

2.2.1 Simulating Water Contact Angle

The bulk graphitic/graphitic-like surface is represented by four layers with an interlayer distance of obtained

from experiments. The dimension of each mono layer is about 20 nm × 20 nm, or 30 nm × 30 nm, depending

on the droplet size to effectively remove the interaction between the droplet and its periodic images. The

surface is fixed throughout the simulation [20]. The simulation box size perpendicular to the surface plane

is 20 nm. The MD simulations were performed with GROMACS 4.5.3 package [64]. Time integration is

performed using the leap-frog algorithm [65] with a time step of 2.0 fs. The short-range vdW interactions

are computed using a cutoff scheme (cutoff distance, 1.4 nm). The long-range electrostatic interactions are

computed by using a particle mesh Ewald method (real space cutoff, 1.4 nm; FFT grid spacing, 0.12 nm,

fourth-order interpolation). The Nosé-Hoover thermostat [66, 67] with a time constant of 0.5 ps is used to

maintain the temperature at 300K. A water cubic box is initially placed on top of the surface. The system is

equilibrated for 6 ns using NVT ensemble, during which the water cubic box evolves into a spherical shape.

The energy and temperature of the system reach constant values during this equilibration process. The

resulting configuration is used as the starting point for further simulations on data collection. For collecting

sufficient statistics to compute contact angles, the simulations were run for 4 ns.

2.2.2 Simulating Carbon Nanotube Radial Breathing Mode

The radial breathing mode (RBM) frequencies of an isolated carbon nanotube (CNT) and a CNT surrounded

by water are computed by MD simulations. The adaptive intermolecular reactive empirical bond order

(AIREBO) potential[68] is used to model the full dynamics of CNT. The water molecules are modeled
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by the SPC/E water model [69]. The interactions between CNT atoms and water molecules use the LJ

parameters proposed in this work. The CNT considered in this work is a (22,0) zigzag tube, consisting

of 352 carbon atoms. The CNT is replicated by periodic boundary conditions along the axial direction to

represent an infinite tube. MD simulations are performed with LAMMPS package [70]. Time integration

is performed using the Verlet algorithm [71] with a time step of 0.5 fs. The short-range vdW interactions

are computed using a cutoff scheme (cutoff distance, 1.2 nm). The long-range electrostatic interactions are

computed by using a particle-particle particle-mesh algorithm. The Nosé-Hoover thermostat [72, 73] with

a time constant of 0.5 ps is used to maintain the temperature at 300K. The CNT is first relaxed using the

NPT ensemble for 200 ps. The pressure is maintained at 1 bar using the Parrinello-Rahman scheme [74].

Then the simulation is switched to the NVT ensemble to collect data for 500 ps. The position and velocity

of each carbon atom are stored every 5 fs. The RBM frequency of CNT is calculated as follows [75, 76]:

first, velocities of carbon atoms are projected to the radial direction and averaged over all carbon atoms

to obtain the average radial velocity of CNT, vr, for each time frame. Second, the autocorrelation of the

average radial velocity, C(t), is computed by:

C(t) =
〈vr(t)vr(0)〉
〈vr(0)vr(0)〉

(2.15)

where vr(0) and vr(t) are the average radial velocity of CNT at time 0 and at time t. 〈〉 denotes average

over 200 runs with different initial velocity profiles. Fourier transformation of the velocity autocorrelation

gives the power spectra density, S(ω) :

S(ω) =

∫ ∞

0

dtC(t)cosωt (2.16)

where ω = 2πf and f is the discrete frequency index. The RBM frequency of CNT corresponds to the peak

position in the power spectra density. The least square fitting of a Gaussian function to the peak is done to

obtain the frequency.
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2.3 Fitting and Analysis

2.3.1 Function Forms Considered in Potential Fitting

The general LJ m-n potential form to describe van der Waals (vdW) interaction between atoms is given by:

V m−n
ij =

Dv

n−m

[

m

(

Rv

Rij

)n

− n

(

Rv

Rij

)m]

=
Cn

Rn
ij

− Cm

Rm
ij

(m = 6, n > m) (2.17)

where Dv and Rv are the well depth and position, and Rij is the separation distance between atom i and

atom j. The force constant at the well position is kv = ( δ
2E

δR2 )|Rv
= mnDv

R2
v

. Here m is equal to 6 because

the dispersion and induction energy vary as R−6
ij [3]. The general LJm-n potential form is reduced to the

commonly used LJ6-12 form when n=12:

V 6−12
ij = Dv

[(

Rv

Rij

)12

− 2

(

Rv

Rij

)6]

= 4ǫ

[(

σ

Rij

)12

−
(

σ

Rij

)6]

(2.18)

where ǫ = Dv and σ = Rv/2
1

6 . Compared to the Buckingham and Morse potential, which have a third

parameter [51] to control the force constant kv, LJm-n potential form has a fixed force constant once m and

n are chosen. To study the effects of varying the force constant, the LJ6-14 function form [77, 78] and LJ6-10

potential form [79, 80, 81] are used besides the commonly used LJ6-12 potential form [82, 83, 84, 85, 86].

2.3.2 Error Propagation in Least Square Fit

Following the procedure in Taylor’s book [87], for the problem

y = A+Bx (2.19)

A and B are represented by

A =

∑

x2
∑

y −
∑

x
∑

xy

∆

B =
N

∑

xy −∑

x
∑

y

∆

∆ = N
∑

x2 −
(

∑

x
)2

(2.20)

The uncertainty in the measurement y1, y2, . . ., yN is

σy =

√

√

√

√

1

N − 2

N
∑

i=1

(yi −A−Bxi)2 (2.21)

18



The error in y is propagated to A and B by

σA = σy

√

∑

x2

∆

σB = σy

√

N

∆

(2.22)

Suppose yi has given uncertainty σi, we define the weight of the ith measurement as wi = 1/σ2
i . Then the

best estimate of A and B are

A =

∑

wx2
∑

wy −∑

wx
∑

wxy

∆

B =

∑

w
∑

wxy −∑

wx
∑

wy

∆

∆ =
∑

w
∑

wx2 −
(

∑

wx
)2

(2.23)

Accordingly, the uncertainty in A and B are given by

σA =

√

∑

wx2

∆

σB =

√

∑

w

∆

(2.24)

2.3.3 Charge-Quadruple Interaction

The electrostatic energy EqΘ between a point charge q and a quadrupole Θ is [88]

EqΘ =
1

3
q
∑

α,β

Θαβ
3RαRβ −R2δαβ

R5
(2.25)

where α, β runs over all Cartesian coordinates x, y, and z, and R is distance between the charge and the

quadrupole.

For graphene which only has non-zero Θzz, the electrostatic interaction energy between a carbon quadrupole

Θzz and the partial charges in a molecule is [88, 3]

EqΘ =
1

2
Θ
∑

i

qi

[

3z2i
R5

i

− 1

R3
i

]

=
1

8πǫ0
Θ
∑

i

qi

[

3z2i
R5

i

− 1

R3
i

] (2.26)
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Chapter 3

Hexagonal Boron Nitride-Water
Interaction Parameters

In this chapter, we use a combined approach to study the interaction between hBN and water: The CCSD(T)

and DMC methods benchmark each other at the molecular level. Then the DMC method is used to validate

RPA and MP2 calculations. For this system, both RPA and MP2 methods obtain indistinguishable results

compared to DMC, so we use the RPA method to explore the potential energy surface between water and

hBN. The potential energy surface is used to develop force field parameters with no fitting to experiments.

The parameters are then validated by predicting water contact angle on hBN and comparing to experimental

measurements. We show that the force field parameters developed based on the first-principle calculations

are able to predict the contact angle of water in close agreement with experiments. This demonstrates a mul-

tiscale approach that extends from detailed high accuracy diffusion Monte Carlo to macroscopic properties

of a molecular-solid interaction.

3.1 CCSD(T) Calculations

3.1.1 System Setup

The all-electron CCSD(T) calculations were performed with Dunning’s correlation consistent basis set aug-

cc-pVXZ (X=D,T,Q) [89]. The system is composed of a single water moelcule and a B3N3H6 molecule,

with oxygen atom on top of the center of the B3N3H6 molecule and separated from the B3N3H6 plane

by 3.36 Å, and the water dipole perpendicular to the B3N3H6 plane. The water monomer is set to the

experimental gas phase geometry [90], and B-N bond length and B-N-B, N-B-N bond angles are set to the

experimental values for h-BN [91]. The B-H and N-H bond lengths are obtained by optimizing the structure

while fixing the B-N bond length and B-N-B, N-B-N, B-N-H, and N-B-H angles as 120◦ using DFT with

PBE functional and aug-cc-pVTZ basis. The resulting B-H bond length is 1.1929 Åand N-H bond length is

1.0044 Å. Optimization using a B3LYP functional or aug-cc-pVDZ basis gives a difference of less than 1%.

The CCSD(T) calculations were performed using Gaussian [92].
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3.1.2 Error Control in CCSD(T)

The CCSD(T) procedure has one well-defined approximation: the basis set incompleteness error. The ba-

sis set incompleteness error is minimized by using Dunning’s correlation consistent basis set aug-cc-pVXZ

(X=D,T,Q) [89] and extrapolating to the complete basis set (CBS) limit, as shown in Fig. 3.1. The in-

teraction energy evaluated at CCSD(T) is decomposed into three parts: the HF contribution, the MP2

contribution beyond HF, and the CCSD(T) contribution beyond MP2. Each of the three parts are extrap-

olated to CBS limit following a different empirical relation [93, 94, 95]:

E
CCSD(T)
CBS = EHF

CBS +
(

EMP2
CBS − EHF

CBS

)

+
(

E
CCSD(T)
CBS − EMP2

CBS

)

EHF
CBS = EHF

X +A exp(−1.63X)

(

EMP2
CBS − EHF

CBS

)

=
(

EMP2
X − EHF

X

)

+BX−3

(

E
CCSD(T)
CBS − EMP2

CBS

)

=
(

E
CCSD(T)
X − EMP2

X

)

(3.1)

where E
CCSD(T)
CBS , EMP2

CBS , and EHF
CBS are the interaction energy evaluated using CCSD(T), MP2, and HF

with CBS, E
CCSD(T)
X , EMP2

X , and EHF
X are the interaction energy evaluated using CCSD(T), MP2, and HF

with aug-cc-pVXZ (X=D,T,Q) basis. We used two basis sets (X=T,Q) in the extrapolation. To check the

convergence of the extrapolated value with the two basis sets used, we considered a smaller basis set pair

(X=D,T), and the difference in the extrapolated values is less than 1 meV. The error on the interaction

energy by CCSD(T) by is less than 1 meV.

3.2 DMC Calculations

3.2.1 System Setup

The DFT calculations were performed with the PBE functional using the Crystal 2009 [96]. Energy-

consistent pseudopotentials were used [97] with correction for hydrogen atoms [98]. A triple-zeta basis

set with reduced diffuse coefficient was used to obtain convergence in DFT, and a k-point mesh equivalent

to a 24×24×1 mesh on the primitive cell of h-BN was used. One water molecule per 2×2 BN supercell was

considered. The water monomer is set to the experimental gas phase geometry [90], and B-N bond length

and B-N-B, N-B-N bond angles are set to the experimental values for h-BN [91]. The variational Monte

Carlo (VMC) and DMC calculations were performed using QWalk [99].
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Figure 3.1: The interaction between B3N3H6 computed at various basis sets and extrapolated to the
complete basis set (CBS) limit. The oxygen of the water molecule is separated from the B3N3H6 plane by
3.6 Å. The sum of the energy of isolated B3N3H6 and the energy of isolated water is used as the zero energy
reference. The basis sets used are Dunning’s correlation consistence basis set, aug-cc-pVXZ (X=D,T,Q),
shortened as aVXZ in the figure. The computational cost, normalized by that using the aVDZ basis, is
shown in the inset figure.

3.2.2 Error Control in DMC and Compared to CCSD(T)

The DMC procedure has a few well-defined approximations. We categorize errors due to the approximations

into methodological errors and systematic errors. The methodological errors include errors due to the fixed-

node approximation and pseudo potential. The systematic errors include errors due to the finite time step,

finite supercell size, incomplete basis sets, and non-zero water coverage density.

We checked the methodological approximations by comparing to coupled cluster calculations with single

and double excitations and perturbative triples in the complete basis set limit (CCSD(T)/CBS) [94]. We

used the B3N3H6-water system as a proxy in which all errors could be controlled. The B3N3H6-water

interaction energies as a function of the separation distance h are summarized in Fig. 3.2. Both DMC and

CCSD(T)/CBS predict that the energy minimum in the distance scan is when h = 3.36 Å. The binding

energies calculated by DMC and CCSD(T)/CBS agree within stochastic uncertainty. The agreement between

DMC and CCSD(T)/CBS is also good in the medium separation distance range (4-6 Å) and repulsive region

(< 3.2 Å). From these tests, it appears that the fixed node and pseudopotential approximations do not

strongly affect the interaction energy of water with B3N3H6. Assuming that these errors translate to the
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water-h-BN system, we expect the errors due to these approximations to be minimal.
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Figure 3.2: B3N3H6-water interaction energies calculated by the diffusion Monte Carlo (DMC) and cou-
pled cluster method with single and double excitations and perturbative triples at complete basis set limit
(CCSD(T)/CBS). The configuration of B3N3H6 and water separated by 7 Å is used as the zero-reference-
energy configuration. The energies predicted using the DMC method are in good agreement with those
calculated using the CCSD(T)/CBS within the error bars.

We also checked the error due to the fixed node approximation in h-BN by changing the DFT functional

used to generate the orbitals. The DFT functional has the form: Exc = αEHF
x + (1 − α)EPBE

x + EPBE
c ,

where EHF
x is the Hartree-Fock (HF) exchange functional, EPBE

x is the PBE exchange functional, and EPBE
c

is the PBE correlation functional. The DFT functional was changed by systematically varying α from 0 to

40%. The change in the DMC results using Slater determinants generated from DFT with different α is

negligible within error bars, as shown in Fig. 3.3. Therefore, it appears that for reasonable changes in the

Slater determinant, the results of the fixed node DMC procedure do not change.

We checked the basis set convergence by varying the diffuse function in the basis set. Doubling the

diffuse coefficient, which changes the interaction energy from DFT by as much as 200%, has little effect on

the interaction energy from DMC. We checked the k-point, time step and water coverage density convergence
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Figure 3.3: Dependence of the h-BN-water energy and interaction energy predicted by the diffusion Monte
Carlo (DMC) on functional used in the density functional theory (DFT) to generate orbitals. The functional
combines PBE with HF of varying percentage from 0 to 40%. The 2×2 supercell is used.

by halving each and finding that the interaction energies stay the same within the error bars.

The finite size error of water-h-BN interaction was controlled by considering h-BN systems represented

by supercells of different size. The total energy and interaction energies for various supercells are plotted

versus 1/N (N is the number of water molecules) and extrapolation by a linear fit, as shown in Fig. 3.4. The

finite size error in the interaction energy calculated by DMC is not negligible. Extrapolation is necessary to

estimate the finite size error and predict water-h-BN interaction energy at infinite size limit. Considering

all the approximations, we estimated the error to be less than ±5 meV on the interaction energy. Thus,

our FN-DMC calculations provide a binding energy between h-BN monolayer and water of 76 ± 6 ± 5
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meV. The first error is the statistical error and the second error is the systematic error. After this work

was submitted for review, we were made aware of the paper by Hamdani et al. [14], who performed a very

similar calculation in FN-DMC. Their FN-DMC results are within statistical uncertainties of ours.
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Figure 3.4: Finite size convergence of total energy and interaction energies in the diffusion Monte Carlo
(DMC) calculations. N is the number of water molecules in the supercell. A linear fit is shown.

3.2.3 Use DMC to Evaluate DFT with Dispersion Correction

We can also use our DMC result to evaluate the performance of DFT with dispersion correction. Two correc-

tion schemes, PBE-D2 following Grimme’s protocol [18] and PBE-TS following Tkatchenko and Scheffler’s
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protocol [19], were considered. The binding energy using PBE-D2 agrees with the result by Hilder et al.

using BLYP-D2 [17]. Compared to the DMC result, both PBE-D2 and PBE-TS overestimate the magnitude

of the water-h-BN interaction, as shown in Fig. 3.7.

3.3 RPA Calculations

3.3.1 System Setup

The RPA calculations were performed using the VASP package [100, 101], projector-augmented wave po-

tentials, and an energy cutoff of 408 eV. The response function was expanded in plane waves up to an

energy cutoff of 272 eV. The exchange energy and correlation energy are computed separately with different

hBN supercell sizes and Brillouin zone sampling Monkhorst-Pack k-meshes [102]: A 8×8 supercell with a

2×2 k-mesh was used for the exchange energy, and a 2×2 supercell with a 4×4 k-mesh for the correlation

energy. A lattice constant of 15 Å along the direction perpendicular to the hBN surface (z-axis) was used.

The potential energy surface between hBN and water was computed using the RPA method by varying the

separation distance and orientation of the water molecule with respect to the hBN surface. For simplicity,

the hBN and the water molecule internal geometry were fixed while changing their relative position: The

B-N bond length and B-N-B, N-B-N bond angles are set to the experimental values for hBN [91], and the

water monomer is set to the experimental gas phase geometry [90]. The interaction energy between water

and hBN, ∆E, is computed by ∆E = E(hBN-water)−E(hBN)−E(water), where E(hBN-water), E(hBN),

E(water) are the energies of the hBN-water dimer, the hBN, and the water molecule computed by the RPA

method.

3.3.2 Error Control in RPA

The RPA procedure has a few well-defined approximations. The approximations include errors due to

incomplete basis sets, finite lattice constant along the z-axis, the non-zero water coverage, finite supercell,

and finite k-points.

We checked the basis set convergence by increasing the plane wave energy cutoff. Using an energy cutoff

of 600 eV for the plane wave and 400eV for the response function leads to a difference of about 1 meV in

the interaction energy. We checked the convergence of the lattice constant along the z-axis by increasing it

to 20 Å and the change in interaction energy is less than 1 meV. We varied parameters like the Gaussian

smearing width and self-consistent energy tolerance, and the change in interaction energy is less than 0.1

meV. The interaction energies computed varying the plane wave cutoff, lattice constance along the z-axis,
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the Gaussian smearing width, and the self-consistent energy tolerance are summarized in Table 3.1.

We also checked the convergence of k-points by systematically computing the interaction using a series of

k-grids. The convergence of exchange energy and the correlation energy is considered separately, as shown

in Fig. 3.5. We found that the exchange energy has a weak dependence on k-grid, while the dependence

of correlation energy is strong. The correlation energy converges at a 4×4 k-grid for a 2×2 supercell, and

increasing the k-grid to 8×8 leads to a difference of less than 1 meV. We checked the convergence of the

supercell and the water coverage density by increasing the supercell size while keeping the equivalent k-point

mesh the same. The results are summarized in Fig. 3.5. We found that the exchange energy has a strong

dependence on the supercell size and water coverage density, while the dependence of correlation energy is

weak. The exchange energy converges at a 8×8 supercell, and increasing the k-grid to 16×16 leads to a

difference of less than 1 meV. Considering all approximations, we estimate the error to be less than 2 meV

on the interaction energy computed by the RPA method.

Table 3.1: The interaction energy between a single water molecule and hBN computed using plane wave
cutoff ECUT, self-consistent loop break energy tolerance EDIFF, Gaussian smearing width SIGMA, and
lattice constant perpendicular to the hBN plane ZBOX. The response function cutoff uses 2/3 of the plane
wave cutoff. The hBN is represented by a 2×2 supercell with Brillouin zone sampled by a 2×2 k-mesh. The
oxygen atom of the water molecule is separated from the hBN plane by 3.6 Å. The system with the water
oxygen separated from the hBN plane by 7 Å is considered as the zero energy reference. The parameters
ECUT, EDIFF, SIGMA, and ZBOX are changed one at a time. The exchange energy ∆Eexx, the correlation
energy ∆Ec, and the total RPA energy ∆Erpa are reported. The energy computed at the DFT-PBE level,
∆Epbe, is included for comparison.

∆Epbe (meV) ∆Eexx (meV) ∆Ec (meV) ∆Erpa (meV)
Default -15.86 44.42 -86.97 -42.55

ECUT=600 eV -14.71 44.32 -87.88 -43.56
EDIFF=10−7 -15.86 44.43 -86.97 -42.54
EDIFF=10−6 -15.86 -86.98
SIGMA=0.2 -15.86 44.42 -86.97 -42.55
SIGMA=0.01 -15.86 44.42 -86.97 -42.55

ZBOX=20 Å -15.53 45.38 -87.51 -42.13

3.3.3 Comparison with DMC

We then evaluate the performance of the RPA method in describing the interaction between hBN and water

by comparing to the DMC method. Three different water orientations were considered for which the DMC

calculations have been performed [13, 14]. Both the DMC and RPA results are summarized in Fig. 3.6.

Close agreement between RPA and DMC is observed for all the three water orientations. The RPA method

can predict both the potential well depth and the well position as accurately as the DMC calculations for

this system. The RPA method is also able to capture the difference in the interaction energy when the water
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Figure 3.5: The interaction energy between a single water molecule and hBN represented by Ns × Ns × 1
supercell with Brillouin zone sampled by a Nk ×Nk × 1 k-mesh. The energy is computed using the random
phase approximation (RPA) method. The two components, the exchange energy, ∆Eexx, and the correlation
energy, ∆Ec, are converged separately.

orientation changes. Since the accuracy of the RPA method is comparable to the DMC method, we use the

RPA method to explore the potential energy surface between hBN and water in order to develop hBN-water

non-bonded interaction models for use in MD simulations.
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Figure 3.6: The interaction energies between hBN and water for three different water orientations. The
results by diffusion Monte Carlo (DMC) [13, 14] are included for comparison.

3.4 MP2 Calculations

3.4.1 System Setup

The BN molecules considered in MP2 follow the formula B3n2N3n2H6n (n=1,2,3...). The B-N bond length

and B-N-B, N-B-N bond angle are set to the experimental values for h-BN [91]. The B-H and N-H bond

length are optimized by DFT with B3LYP functional for B3N3H6 and the same values are used for larger

BN molecules. The spin-component-scaled (SCS) technique [103] is used to correct the overestimation of the

binding energy as computed from standard MP2 method. The MP2 calculations were performed with the

Gaussian package [104]. For B3N3H6 and water, the Dunning’s correlation consistent basis set aug-cc-pVTZ
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[89] is used. For BN molecules with n > 1, aug-cc-pVTZ basis set was used for water and B/N atoms in the

hexagon ring beneath the water molecule, and aug-cc-pVDZ basis set was used for the rest of B/N atoms and

termination H atoms. We checked larger basis sets and found negligible change in the results (see below).

In extrapolating from BN molecules to h-BN monolayer, the interacting energy is decomposed into two

parts which are extrapolated separately. One part includes the electrostatic interaction component, which is

extrapolated following the approach by Jenness et al. implemented for graphene [2]: The electrostatic compo-

nent between water and BN molecules is represented by the interaction between electron multipole moments

of BN molecules and water. The multipole moments, including atomic charge, dipole, and quadrupoles,

on each atom in the BN molecule are computed using the Stone’s Gaussian distributed multipole analysis

(GDMA) tool [105] based on MP2/cc-pVDZ charge densities. The multipole moments of the central B/N

atoms in B48N48H24 are used as the moments for atoms in the h-BN monolayer. The moments of water are

represented by the three point charges from the Dang-Chang model [106].

The remaining part includes dispersion, repulsion, and induction energy components. The dispersion,

repulsion and induction energies are extrapolated together as one term Efast. The Efast of B3n2N3n2H6n is

extrapolated from that of B3m2N3m2H6m (m < n) following the formula:

Efast(n) = Efast(m)− C
O-B/N
6

∑

i=outer B/N

1/R6
iO + CO-H

6

∑

j=H

1/R6
jO(m)− CO-H

6

∑

k=H

1/R6
kO(n) (3.2)

where the first term on the right is computed by subtracting the electrostatic energy component from

the interaction energy for B3m2N3m2H6m, the second term accounts for interaction between water and the

additional B/N atoms in B3n2N3n2H6n compared to B3m2N3m2H6m, the third term is the dispersion energy

between water and termination hydrogen atoms in B3m2N3m2H6m, and the final term is the dispersion

energy between water and termination hydrogen atoms in B3n2N3n2H6n. For h-BN, the final term is zero.

The C
O-B/N
6 parameters were taken from Ref [15] with the ǫ parameters scaled to reproduce [Efast +

CO-H
6

∑

j=H 1/R6
jO(m)] for B3m2N3m2H6m. The CO-H

6 parameters were taken from Ref [107]. m = 2 was

used in this work. m = 3 was done as well and shows the same results as m = 2.

The interaction energy between water and h-BN monolayer is then computed by summing the two parts.

3.4.2 Error Control in MP2

We categorize errors into approximations in the MP2 calculations and errors in the energy decomposition

and extrapolation. The errors in the MP2 calculations include errors due to the incomplete basis set and

neglecting the perturbative corrections higher than the 2nd order in the MP2 method. The errors in the
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energy decomposition and extrapolation include the errors due to the incomplete basis set, Cij
6 values, finite

molecule size, and neglecting the higher-order coupled interaction during energy decomposition.

We checked the error due to the incomplete basis set in MP2 calculations by comparing to results using

a larger basis set. In computing interaction energies for B3N3H6, aug-cc-pVQZ basis was used for B3N3H6.

The change is less than 4 meV. In computing interaction energies for B12N12H12 (where n = 2), aug-cc-pVTZ

basis was used for all B/N/O/H atoms. The change is around 1.6 meV. Considering that the contribution to

interaction energy is less for B/N atoms away from water, we expect the error due to the incomplete basis set

to be less than 2 meV for BN molecules with n > 2. We checked the error due to neglecting the perturbative

corrections higher than the 2nd order in the MP2 method by comparing to CCST(D)/CBS in predicting

B3N3H6-water interaction energy. The energy predicted by MP2 differs from CCSD(T)/CBS by less than 7

meV. Considering all the errors in the MP2 calculations, the error in the interaction energy between water

and BN molecules is around 4 meV. The interaction energies between water and BN molecules with n < 4

from MP2 are summarized in Fig. 3.7(a).

We also estimated the errors in the energy decomposition and extrapolation. We checked the error due

to the incomplete basis set in computing the electrostatic energy component by using a larger basis, the aug-

cc-pVTZ basis. The change is less than 5 meV. We checked the error in Cij
6 values by comparing to results

using different Cij
6 values in the literature. For C

O-B/N
6 , using a different value [17] leads to a difference of less

than 4 meV. For CO-H
6 , using different values [108, 109] leads to a difference of less than 1 meV. We checked

the convergence of atomic multipole moments of B/N atoms on molecular size by plotting the multipole

moments on atoms in BN molecules against their number of bonds from hydrogen, as shown in Fig. 3.8. The

atomic charge, dipole, and quadrupole moments all converge to a constant value for atoms several bonds

aways from hydrogen. We checked the error due to neglecting the higher-order coupled interaction during

energy decomposition by comparing the extrapolated result with MP2 calculation. The interaction energy

between water and B27N27H18 is extrapolated to -74 meV, which differs from direct MP2 calculations by

less than 1 meV. We checked the convergence of extrapolated energies between water and h-BN monolayer

on the size of the BN molecule used in extrapolation. The extrapolated interaction energy using B27N27H18

(n = 3) differs by less than 1 meV from that using B12N12H12 (n = 2), as shown in Fig. 3.7(b). Considering

all the errors, the binding energy between a single water molecule and h-BN monolayer is estimated as -74±7

meV by MP2.
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Figure 3.7: (a) Interaction energies, ∆E, between water and BN molecules computed by the second-order
Møller-Plesset perturbation theory (MP2) method. The extrapolated MP2 energies at larger molecules and
monolayer are included as well. The BN molecules follow the formula B3n2N3n2H6n. The BN molecules
approach h-BN monolayer when n→ ∞. The interaction energy computed by coupled cluster method with
single and double excitations and perturbative triples at complete basis set limit (CCSD(T)/CBS), and
diffusion Monte Carlo (DMC) are included as well for comparison. (b) The extrapolated interaction energies
∆E∞ between water and the BN monolayer based on the MP2 energies of BN molecules of size n. The MP2
energies of BN molecules of size n are included for comparison.

3.4.3 Comparison with DMC

The binding energy estimated by MP2 is in good agreement with that of DMC for both the BN molecule

and the h-BN monolayer. As a relatively efficient method to capture the non-bonded interaction, MP2 can

be used to compute the interaction energy for multiple configurations. B/N-water force field parameters can

be developed by fitting to the MP2 energies [110], which can be used in atomistic simulation to study larger

systems [86].
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Figure 3.8: The multipole moments up to quadruple moments of atoms. The atoms are labeled according to
their number of bonds from terminating hydrogen. The multipole moments are computed using the Stone’s
Gaussian distributed multipole analysis (GDMA) methods with electron density from the MP2/pVDZ.

3.5 Parameter Fitting

The interaction between water and hBN in MD is modeled by the electrostatic interaction ∆Eel and the

vdW interaction ∆EvdW:

∆E = ∆Eel +∆EvdW

∆Eel =
∑

i∈hBN

∑

j∈water

qiqj
rij

∆EvdW =
∑

i∈hBN

∑

j∈water

4ǫij

[

(

σij
rij

)12

−
(

σij
rij

)6
]

(3.3)
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where rij is the distance between atom i and atom j, qi and qj are the partial charges of atom i and atom j,

ǫij is the depth of the potential well of vdW interaction between the two atoms, and 21/6σij is the position

of the potential well. The atomic partial charges for water are taken from the TIP4P water model [111].

The partial charges for B/N atoms, qB/qN are computed by fitting to the electrostatic potential from the

2nd-order Møller-Plesset perturbation (MP2) theory [13] calculation. The ǫij and σij are obtained by fitting

to the RPA data. For the interaction between water (which has O and H atoms) and hBN (which has B

and N atoms), there are four pairs of ǫij and σij parameters, in total eight parameters to fit. In practice,

the number of the fitting parameters can be reduced.

One common approach to reduce the number of parameters is to make the vdW interaction between

H and B/N zero and put the vdW center of the water molecule on the oxygen atom, assuming that the

vdW interaction due to oxygen dominates over hydrogen. We test this assumption by plotting the vdW

interaction energies (the RPA interaction energy with electrostatic interaction excluded) against the position

of the oxygen atom in Fig. 3.9(a), considering various water orientations. Deviation in the vdW interaction

energy is observed for water with the same oxygen position but different orientations. The deviation implies

that putting the vdW center on the oxygen atom is not appropriate. The vdW center should be shifted from

the oxygen atom to minimize the deviation.

We pick the vdW center located on the bisector of the 6 HOH and shifted by 0.15 Å away from the

oxygen atom towards the hydrogen atoms (point M in Fig. 3.9). The vdW interaction energy is then plotted

against the position of M in Fig. 3.9(b). We see that the deviation in the vdW interaction is minimized by

choosing M as the vdW center for water. The deviation in the medium distance region (3.8 Å to 6 Å) and

the repulsive region (< 3 Å) is minimal. The positions of the potential wells for different water orientations

are similar, while the depths of the potential well vary by less than 10 meV. So putting the vdW center at

point M is appropriate, compared to putting the center at oxygen. Shifting the center from the oxygen atom

is physical, given that the ratio between the valence electrons of the two hydrogen atoms and those of the

oxygen atom is not close to zero. Shifting the vdW center by 0.15 Å reduces implementation difficulty, given

that the virtual site of the TIP4P water model is located at the same position. Any simulation package that

supports TIP4P water model supports the parameters proposed here with no or minor implementation effort

(the example files for using the parameters in the GROMACS and the LAMMPS packages are provided in

Ref [112]). With the deviation minimized, it is appropriate to consider one vdW site for water and simplify
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Figure 3.9: The vdW interaction energies between hBN and water for six different water orientations. The
point M is located at the bisector of HOH angle, as shown in the inset figure.

the ∆EvdW as

∆EvdW =
∑

i∈B

4ǫBM

[

(

σBM

riM

)12

−
(

σBM

riM

)6
]

+
∑

i∈N

4ǫNM

[

(

σNM

riM

)12

−
(

σNM

riM

)6
] (3.4)

where ǫBM, σBM, ǫNM, and σNM are the four parameters to fit to the RPA data.

The parameters are obtained by fitting to the Boltzmann averaged vdW interaction energies among

different water orientations, as shown in Fig. 3.10. The least squares fit was used. The parameters are
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summarized in Table A.2. The TIP4P water model [111] should be used with the parameters. The TIP4P

water model has been shown [110, 113, 114] to predict comparable water liquid-vapor surface tension as

the SPC/E [115] and TIP5P [116] models. Also included in the table are force field parameters from the

literature [15, 17, 16] and the water models used in their work. The accuracy of different parameters can be

evaluated by predicting properties using MD simulations and comparing to experimental measurements.
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Figure 3.10: Fitting to the Boltzmann averaged RPA van der Waals (vdW) interaction among different
water orientations using the Lennard-Jones 6-12 model.

3.6 Comparison with Experiments

Water contact angle on bulk hBN has been reported by multiple experimental groups [117, 118, 119] and

rigorously studied with minimal surface contamination [117, 11]. The contact angle values reported in

experiments are in the range of 40◦ to 55◦. The contact angle is then simulated using MD following the

procedure by Werder et al. [20, 110]. The bulk hBN surface is represented by four layers of hBN sheets

with an interlayer distance of 3.33 Å. The dimension of each hBN layer is about 20 nm × 20 nm, or 30

nm × 30 nm, depending on the droplet size to effectively remove the interaction between the droplet and

its periodic images. The bulk hBN surface is fixed throughout the simulation [20]. The simulation box size

perpendicular to the hBN surface plane is 20 nm. The MD simulations were performed with GROMACS

4.5.3 package [64]. Time integration is performed using the leap-frog algorithm [65] with a time step of 2.0

fs. The short-range vdW interactions are computed using a cutoff scheme (cutoff distance, 1.4 nm). The
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long-range electrostatic interactions are computed by using a particle mesh Ewald method (real space cutoff,

1.4 nm; FFT grid spacing, 0.12 nm, fourth-order interpolation). The Nosé-Hoover thermostat [66, 67] with

a time constant of 0.5 ps is used to maintain the temperature at 300K. A water cubic box is initially placed

on top of the hBN surface. The system is equilibrated for 6 ns using NVT ensemble, during which the

water cubic box evolves into a spherical shape. The energy and temperature of the system reach constant

values during this equilibration process. The resulting configuration is used as the starting point for further

simulations on data collection. For collecting sufficient statistics to compute contact angles, the simulations

were run for 4 ns.

The contact angle values for nano-droplets obtained from MD, θ, are extrapolated to that of macroscopic

droplet, θ∞, as shown in Fig. 3.11(a), following the modified Young’s equation, so that a direct comparison

between MD and experiments is possible:

cosθ = cosθ∞ − τ

γLV
r−1
B (3.5)

where γLV is the water liquid-vapor surface tension, rB is the droplet base radius, and τ is the line tension.

The comparison of contact angle values between MD and experiments is shown in Fig. 3.11(b). The param-

eters obtained using combinational rule by Won and Aluru [15] slightly underestimate the contact angle,

while the parameters obtained using combinational rule by Gordillo and Mart́ı [16] strongly underestimate

the contact angle. The parameters developed by fitting to the DFT-D data by Hilder et al. [17] strongly

underestimate the contact angle since the DFT-D method overestimates the hBN-water binding energy [13].

The parameters obtained by fitting to the RPA data in this work, with no adjustable parameter or no fit

from experimental data, are able to predict the water contact angle in excellent agreement with experimental

measurements. The agreement shows that the multiscale approach in describing weak interactions between

molecules and solid, all the way from DMC and coupled cluster, with approximations well controlled in each

level up, to accurately predicting macroscopic properties, is a feasible path.

3.7 Summary

In summary, a combination of high-level theoretical electronic structure approaches was used to study the

interaction between hBN and water, as shown in Fig. 3.12. The DMC and CCSD(T) methods benchmark

each other at the molecular level. DMC was used to validate RPA and MP2 calculations. Then we used the

RPA method to compute the potential energy surface between hBN and water. We developed force field

parameters based on the RPA data with no fitting to experiments. The parameters are able to predict water
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Figure 3.11: (a) The contact angle, θ, of nano water droplets on bulk hBN predicted by molecular dynamics
(MD) simulations. Three nano droplets composed of nw=2000, 4000, or 8000 water molecules are considered.
An extrapolation of θ to the contact angle of the macroscopic droplet (nw = ∞), θ∞, is performed. (b) The
binding energy between water and hBN monolayer, Eb, and contact angle values predicted using water-hBN
force field parameters developed by Won and Aluru [15], Gordillo and Mart́ı [16], Hilder et al. [17] and from
this work. (c) The side and top view of the configuration used in the simulations.

contact angle on hBN in excellent agreement with experimental measurements. The agreement shows that

it is feasible to develop accurate force field parameters for the hBN-water interaction entirely from first-

principle calculations. The multiscale approach all the way from diffusion Monte Carlo or coupled cluster to

predicting macroscopic properties is extended from molecular interactions [120] to molecule-solid interaction

in this work. For future work, we would like to apply this approach to water interaction with other two
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dimensional materials like graphene and molybdenum disulfide. Also we would like to apply this approach

to BNNT to see whether the curvature in the tube leads to different force field parameters.

-140

-120

-100

-80

-60

hBN-water0

(m
eV

)

 MP2
 MP2 extrapolated
 RPA
 DMC
 CCSD(T)/CBS
 PBE-D2
 PBE-TS

B3N3H6-water

Figure 3.12: Interaction energies, ∆E, between a single water molecule and B3N3H6 or hBN monolayer com-
puted by the second-order Møller-Plesset perturbation theory (MP2), random phase approximation (RPA),
diffusion Monte Carlo (DMC), coupled cluster method with single and double excitations and perturbative
triples at complete basis set limit (CCSD(T)/CBS), and the density functional theory with dispersion cor-
rection (DFT-D). Two DFT-D schemes, PBE-D2 following Grimme’s protocol [18] and PBE-TS following
Tkatchenko and Scheffler’s protocol [19], are considered.
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Chapter 4

Graphitic Carbon and Water
Interaction Parameters

In this chapter, we extend the combined approach to the study of the interaction between graphene and wa-

ter: The DMC and CCSD(T) methods benchmark each other at the molecular level. DMC is used to validate

RPA calculations, then we use the RPA method to compute the potential energy surface between graphene

and water. For graphene and water system, we also observe that DMC and RPA obtain indistinguishable

results, so we develop force field parameters based on the RPA data with no fitting to experiments. The

parameters are then validated by predicting water contact angle on graphite and comparing to experimental

measurements. We show that the force field parameters developed based on the first-principle calculations

are able to predict the contact angle of water in close agreement with experiments. This again demonstrates

a multiscale approach that extends from detailed high accuracy diffusion Monte Carlo to macroscopic prop-

erties of a molecular-solid interaction. The parameters obtained by fitting to MP2 calculations and ab initio

data from the literature are also included for comparison.

4.1 CCSD(T) Calculations

The CCSD(T) method with complete basis set (CBS) [93, 94] is computed by:

∆ECCSD(T)/CBS = ∆EMP2/CBS + (∆ECCSD(T) −∆EMP2)small basis

∆EMP2/CBS = EHF
CBS + Ecorr

CBS

(4.1)

where ∆ECCSD(T)/CBS and ∆EMP2/CBS are the interaction energy evaluated using CCSD(T) and MP2 with

complete basis set, (∆ECCSD(T) − ∆EMP2)small basis is the difference of the interaction energies evaluated

using CCSD(T) and MP2 with a small basis set, EHF and Ecorr are Hartree-Fork and 2nd-order correction

component of standard MP2 calculations, and EHF
CBS and Ecorr

CBS are the CBS extrapolation based on EHF
X =

EHF
CBS +A exp(−1.63X) and Ecorr

X = Ecorr
CBS +BX−3 using Dunning’s correlation consistent basis set aug-cc-

pVXZ (X=T,Q) [89]. The small basis set used in Eq. 4.1 is 6-31G(d=0.25) [95]. All MP2 and CCSD(T)

calculations are done using Gaussian [92]. The results for CCSD(T) calculations are summarized in Fig. 4.1.
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4.2 DMC Calculations

4.2.1 System Setup

The DFT calculations were performed with the PBE functional using the Crystal 2009 [96]. Energy-

consistent pseudopotentials were used [97] with correction for hydrogen atoms [98]. A triple-zeta basis

set with reduced diffuse coefficient was used to obtain convergence in DFT, and a k-point mesh equivalent

to a 24×24×1 mesh on the primitive cell of graphene was used. One water molecule per 2×2 graphene

supercell was considered. The water monomer is set to the experimental gas phase geometry [90], and C-C

bond length and C-C-C bond angles are set to the experimental values for graphene [121]. The variational

Monte Carlo (VMC) and DMC calculations were performed using QWalk [99].

4.2.2 Error Control in DMC and Comparison to CCSD(T)

The DMC procedure has a few well-defined approximations. We categorize errors due to the approximations

into methodological errors and systematic errors. The methodological errors include errors due to the fixed-

node approximation and pseudo potential.

We checked the methodological approximations by comparing to coupled cluster calculations with sin-

gle and double excitations and perturbative triples in the complete basis set limit (CCSD(T)/CBS) [94].

We used the C6H6-water system as a proxy in which all errors could be controlled. The C6H6-water in-

teraction energies as a function of the separation distance h are summarized in Fig. 4.1. Both DMC and

CCSD(T)/CBS predict that the energy minimum in the distance scan is when h = 3.36 Å. The binding

energies calculated by DMC and CCSD(T)/CBS agree within stochastic uncertainty. The agreement be-

tween DMC and CCSD(T)/CBS is also good in the medium separation distance range (4-6 Å) and repulsive

region (< 3.2 Å). From these tests, it appears that the fixed node and pseudopotential approximations do

not strongly affect the interaction energy of water with C6H6. Assuming that these errors translate to the

water-graphene system, we expect the errors due to these approximations to be minimal.

The DMC calculations of graphene-water interaction are still in progress. For the purpose of verifying

other methods in calculating graphene-water interaction energies, the DMC results by Ma et al. [55] will be

used.
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Figure 4.1: C6H6-water interaction energies calculated by the diffusion Monte Carlo (DMC) and cou-
pled cluster method with single and double excitations and perturbative triples at complete basis set limit
(CCSD(T)/CBS). The configuration of C6H6 and water separated by 7 Å is used as the zero-reference-energy
configuration. The energies predicted using the DMC method are in good agreement with those calculated
using the CCSD(T)/CBS within the error bars.

4.3 RPA Calculations

4.3.1 System Setup

The RPA calculations were performed using the VASP package [100, 101], projector-augmented wave po-

tentials, and an energy cutoff of 408 eV. The response function was expanded in plane waves up to an

energy cutoff of 272 eV. The exchange energy and correlation energy are computed separately with different

graphene supercell sizes and Brillouin zone sampling Monkhorst-Pack k-meshes [102]: A 8×8 supercell with

a 2×2 k-mesh was used for the exchange energy, and a 2×2 supercell with a 8×8 k-mesh for the correlation

energy. A lattice constant of 20 Å along the direction perpendicular to the graphene surface (z-axis) was

used. The potential energy surface between graphene and water was computed using the RPA method by

varying the separation distance and orientation of the water molecule with respect to the graphene surface.

For simplicity, the graphene and the water molecule internal geometry were fixed while changing their rela-
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tive position: The C-C bond length and C-C-C bond angle are set to the experimental values for graphene

[121], and the water monomer is set to the experimental gas phase geometry [90]. The interaction energy be-

tween water and graphene, ∆E, is computed by ∆E = E(graphene-water)−E(graphene)−E(water), where

E(graphene-water), E(graphene), E(water) are the energies of the graphene-water dimer, the graphene, and

the water molecule computed by the RPA method.

4.3.2 Error Control in RPA

The RPA procedure has a few well-defined approximations. The approximations include errors due to

incomplete basis sets, finite lattice constant along the z-axis, the non-zero water coverage, finite supercell,

and finite k-points.

We checked the basis set convergence by increasing the plane wave energy cutoff. Using an energy cutoff

of 600 eV for the plane wave and 400eV for the response function leads to a difference of about 1 meV in

the interaction energy. We checked the convergence of the lattice constant along the z-axis by increasing it

to 25 Å and the change in interaction energy is less than 1 meV. We varied parameters like the Gaussian

smearing width and self-consistent energy tolerance, and the change in interaction energy is less than 0.2

meV.

We also checked the convergence of k-points by systematically computing the interaction using a series of

k-grids. The convergence of exchange energy and the correlation energy is considered separately, as shown

in Fig. 4.2. We found that the exchange energy has a weak dependence on k-grid, while the dependence

of correlation energy is strong. The correlation energy converges at a 4×4 k-grid for a 2×2 supercell, and

increasing the k-grid to 8×8 leads to a difference of less than 1 meV. We checked the convergence of the

supercell and the water coverage density by increasing the supercell size while keeping the equivalent k-point

mesh the same. The results are summarized in Fig. 4.2. We found that the exchange energy has a strong

dependence on the supercell size and water coverage density, while the dependence of correlation energy is

weak. The exchange energy converges at a 8×8 supercell, and increasing the k-grid to 16×16 leads to a

difference of less than 1 meV. Considering all approximations, we estimate the error to be less than 2 meV

on the interaction energy computed by the RPA method.

4.3.3 Comparison with DMC

We then evaluate the performance of the RPA method in describing the interaction between graphene and

water by comparing to the DMC method. The binding energy between graphene and water for the water

orientation in Fig. 4.2 is computed by RPA as -93 meV. The binding energy computed by DMC for the
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Figure 4.2: The interaction energy between a single water molecule and graphene represented by Ns×Ns×1
supercell with Brillouin zone sampled by a Nk ×Nk × 1 k-mesh. The energy is computed using the random
phase approximation (RPA) method. The two components, the exchange energy, ∆Eexx, and the correlation
energy, ∆Ec, are converged separately.

same configuration is -90 ± 10 meV [55]. Close agreement between RPA and DMC is observed for this

water orientation. Since the accuracy of the RPA method is comparable to the DMC method, we use

the RPA method to explore the potential energy surface between graphene and water in order to develop

graphene-water non-bonded interaction models for use in MD simulations.
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4.4 MP2 Calculations

MP2 investigation of graphene-water systems have been performed in the literature. MP2 method has been

shown to be adequate to capture inter-molecular binding energies for small molecules [122]. This method

was used by Sudiarta et al. [3] and Lago [1] to compute the graphene-water interaction energy. The results

of Sudiarta et al. [3] were questioned [123] due to the use of a small basis set (6-31G(d=0.25)), which is

inadequate to describe polarization and dispersion interactions. Lago [1] extrapolated the graphene-water

interaction energies based on the energies obtained for polycyclic aromatic hydrocarbons (with the number

of carbons considered less than or equal to 54) by assuming an exponential decay. It has been shown [3, 2]

that due to the long-range electrostatic multipole interaction, the convergence of the interaction energy for

a cluster of 54 carbons is not adequate for an exponential decay. Proper decomposition of the interaction

energy has to be done before the extrapolation. We will re-do the MP2 calculations with proper consideration

of these effects.

4.4.1 System Setup

The infinite graphene is represented by the extrapolation of a series of increasing-size polycyclic aromatic

hydrocarbon (PAH) clusters, as shown in Fig. 4.3(a)-1(e). The C-C bond length and C-C-C bond angle

(1.42 Å and 120◦) in all clusters follow the experimental values for graphite [124]. The dangling bonds at

the edge are terminated by hydrogen atoms, with C-H bond length of 1.09 Å and C-C-H bond angle of

120◦. The water monomer follows the experimental gas phase geometry, with O-H bond length of 0.9572

Å and H-O-H angle of 104.52◦ [90]. Three water orientations with respect to PAH clusters are considered:

(a) Downwards orientation: the water molecule is located above the center of the PAH cluster, with two

hydrogens pointing to the PAH and dipole perpendicular to PAH molecular plane, as shown in Fig. 4.3(f). (b)

Upwards orientation: the water molecule is located above the center of the PAH cluster, with two hydrogens

pointing away from the PAH and dipole perpendicular to PAH molecular plane, as shown in Fig. 4.3(f). (c)

Pointing orientation: one O-H bond is pointing towards one carbon atom of the PAH cluster, and the other

O-H bond is almost parallel to the PAH plane [55], as shown in Fig. 4.3(f). The distance between water

oxygen and PAH plane is defined as h.

4.4.2 MP2 Results and Error Control

The interaction energies for C6H6-water and C14H10-water system for a separation distance of 3.36 Å with the

downwards water orientation are computed as −3.06 kcal/mol and −3.05 kcal/mol by MP2/6-311+G(3d,3p),

45



(a) (b) (c)

(d) (e)

(f)

h

Figure 4.3: (a)-(e) polycyclic aromatic hydrocarbon (PAH) considered in ab initio calculations. (a) C6H6,
benzene; (b) C14H10, anthracene; (c) C24H12, coronene; (d) C54H18, circumcoronene; (e) C96H24, dicircum-
coronene. (f) Three water configurations with respect to PAH considered in ab initio calculations. From left
to right: downwards, upwards and pointing. Detailed description of each configuration can be found in the
methods section. The distance between water oxygen and PAH plane is defined as h.

compared to −3.24 kcal/mol and −3.18 kcal/mol by CCSD(T)/CBS method. This shows that MP2/6-

311+G(3d,3p) method can give a good estimate of the interaction between PAH and water with accuracy

comparable to CCSD(T) method. So MP2/6-311+G(3d,3p) is used to compute interaction energies on bigger

clusters C24H12, C54H18 and C96H24.

The values computed in this work and their comparison to values reported in the literature are summa-

rized in Table 4.1. The interaction energies computed by MP2/6-311+G(3d,3p) agree with those reported

by Lago et al. [1] using MP2/pVTZ method and compare well with those reported using other methods in
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the literature.

Table 4.1: Interaction energies between polycyclic aromatic hydrocarbon (PAH) and water. All energies are
in kcal/mol. The water molecule is located above the center of the PAH cluster, with two hydrogens pointing
to the PAH and dipole perpendicular to PAH molecular plane. The water oxygen atom is 3.36 Å from the
PAH plane. a: CCSD(T) with complete basis set (CBS). b: The value is corrected from original −3.098
kcal/mol [1] by excluding electrostatic multipole interaction before extrapolation. c: spin-component-scaled
MP2 (SCS-MP2). d: Density-functional/coupled-cluster (DFT/CC) theory. e: The value is obtained from
original−3.18 kcal/mol [2] by considering that the graphene carbon quadrupole-water interaction is negligible
[3]. f: DFT-based symmetry-adapted perturbation theory (DFT-SAPT). g: Random-phase approximation
(RPA). h: Diffusion Monte Carlo (DMC).

Reference C6H6 C14H10 C24H12 C54H18 C96H24 Graphene Approach
This work -3.24 -3.18 CCSD(T)/CBSa

This work -3.06 -3.05 -3.22 -3.11 -3.05 -2.51 MP2/6-311+G(3d,3p)

Lago et al. [1] -2.72 -3.11 -3.15 -3.05 -2.50b SCS-MP2/pVTZc

Rubes et al. [125] -3.15 -3.54 -3.51 -3.18 DFT/CC(aVQZ)d

Jenness et al. [2] -3.16 -3.05 -2.93 -2.27e DFT-SAPT/aVTZf

Sudiarta et al. [3] -2.55 -2.81 -2.80 -2.39 MP2/6-31G(d=0.25)
Voloshina et al. [126] -2.84 CCSD(T)/pVDZ

Ma et al. [55] -2.26 RPAg

Ma et al. [55] -2.08±0.23 DMCh

4.4.3 MP2 Interaction Energy Decomposition and Extrapolation

Before extrapolating the interaction energies between PAH and water to infinite graphene limit, the effects

of PAH cluster boundary have to be considered: the C-H dipole created by termination hydrogen atoms con-

tributes to electrostatic interaction between PAH and water. So the total interaction energy is decomposed

into the following components [3, 2]

∆E = ∆EES +∆ER +∆ECORR +∆EI (4.2)

where ∆EES, ∆ER, ∆ECORR and ∆EI are the electrostatic, repulsion, correlation and induction energy

components, respectively. The electrostatic energy component can be further decomposed into contributions

from charge penetration [127] and from interactions between atom-centered multipole moments [2]. The

electrostatic energy component between multipole moments of PAH and water is long-ranged and it includes

the extra electrostatic interaction mentioned above. Since the electrostatic energy component between mul-

tipole moments of graphene and water is negligible [3], the electrostatic energy component between multipole

moments of PAH and water are subtracted from the total interaction energy before the extrapolation is done.

The atomic charges, dipoles, and quadrupoles on each PAH atom are computed using Stone’s Gaussian

distributed multipole analysis (GDMA) tool [105] based on MP2/cc-pVDZ charge densities. The small basis
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set cc-pVDZ is used here since the calculated multipole moments by GDMA converge rapidly to stable

values at small basis sets [105, 2]. The contribution from the electron moments higher than quadrupole

is negligible and thus not considered in the multipole analysis. The three point charges from Dang-Chang

model [106] are used to represent the electron moments of water. The use of the Dang-Chang model was well

justified by comparing to distributed multipole analysis results [2]. The computed electrostatic multipole

energy components for different PAH-water dimer are summarized in Table 4.2. These values agree with

those reported by Jenness et al. [2]

Table 4.2: Electrostatic multipole component is subtracted from the total interaction energy before extrap-
olation. All the energies are in kcal/mol. The water molecule is located above the center of the polycyclic
aromatic hydrocarbon (PAH) cluster, with two hydrogens pointing to the PAH and dipole perpendicular to
PAH molecular plane. The water oxygen atom is 3.36 Å from the PAH plane.

C6H6 C24H12 C54H18 C96H24 Graphene
Total interaction energy -3.06 -3.22 -3.11 -3.05 -2.51

Electrostatic multipole component -1.80 -1.11 -0.71 -0.57 0.00
Remaining energy component -1.26 -2.12 -2.40 -2.48 -2.51

The electrostatic component due to charge penetration is short-ranged and converges when the cluster is

larger than C24H12 molecule. The repulsion component is also short-ranged and it converges when the size

of the cluster is larger than the C54H18 molecule [2]. The addition of the repulsion and charge-penetration

electrostatic components can be represented by the Cn/R
n
ij term in Eq. 2.17. The induction energy represents

the non-negligible polarization [128] of water and PAH when they approach each other. Both the induction

and correlation components vary as 1/R6, where R is the separation distance between PAH atoms and water

atoms [3]. The addition of the induction and correlation components can be represented by the −C6/R
6
ij

term in Eq. 2.17. The Cn and C6 coefficients are obtained by fitting to C54H18-water energy profiles. The

interaction energy for clusters larger than C54H18 is then extrapolated using the obtained fitting parameters.

4.4.4 Graphene-water Interaction Energy Calculated using Fitted Parameters

Using the fitting parameters from C54H18-water MP2 energy profile, the interaction energy between larger

cluster and water can be extrapolated. The extrapolated interaction energy between C96H24 and water, with

the electrostatic multipole component excluded, is −2.487 kcal/mol, compared to −2.478 kcal/mol computed

by MP2 and GDMA technique. This confirms that the extrapolation based on C54H18-water energy profile is

capable of capturing larger cluster and water interaction. The graphene-water interaction is extrapolated as

−2.51 kcal/mol and this compares well with the literature values. Also the electrostatic multipole component

between C96H24 and water is −0.57 kcal/mol, which is far from the converged value of close to zero for
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graphene-water dimer. The electrostatic multipole component using only atomic quadropoles on carbon

atoms is −0.29 kcal/mol for C216H36, and −0.14 kcal/mol for C600H60. So the energy decomposition for

clusters smaller than C96H24 is necessary before extrapolation. If the same energy decomposition is done

for the MP2 energy reported by Lago et al. [1], the resulting graphene-water interaction energy is −2.50

kcal/mol, which agrees with the value from this work.

4.5 Parameter Fitting

4.5.1 Fitting to RPA Potential Surface

Similar to hBN, shifting the vdW center by 0.15 Å also minimizes the deviation of interaction energy with

water orientation. It seems that shifting the vdW center from oxygen is universal. The fitted values are

σC-M = 3.2678 Å and ǫC-M=0.1249 kcal/mol.

4.5.2 Fitting to MP2 Data and Ab Initio Data from the Literature

The interaction energy between graphene and water depends on water orientation. Voloshina et al. [126]

found that the lowest interaction energy for upwards orientation is 0.35 kcal/mol higher than that for

downwards orientation using CCSD(T)/pVDZ, while Rubes et al. [125] reported 1.10 kcal/mol energy

difference using DFT/CC(aVQZ). Such water-orientation dependence can be included in the fitting potential

by having non-zero carbon-water hydrogen interaction parameters ǫC-HW and σC-HW. σC-OW and σC-HW

are reduced to one fitting parameter α by σC-OW = ασ0
C-OW and σC-HW = ασ0

C-HW. The initial guess of

σ0
C-OW = 3.296 Å and σ0

C-HW = 2.584 Å is directly taken from Neria et al. [129]. The ab initio data considered

here include the data from the MP2/6-311+G(3d,3p) and the data from DFT-SAPT [2], CCSD(T)/pVDZ

[126], and RPA [55] available in the literature. The MP2/6-311+G(3d,3p) data set includes the C54H18-

water interaction energies for downwards orientation at a series of h, with electrostatic multipole component

excluded. The DFT-SAPT data set includes the C42H18-water interaction energies for downwards orientation

at a series of h, with electrostatic multipole component excluded[2]. Since spin-scaled-MP2 methods are

only optimized close to the equilibrated geometries, the methods tend to predict energies having appreciable

difference compared to CCSD/CBS method for configurations far away from equilibrated geometry [1].

So the energy difference of 0.35 kcal/mol between downwards and upwards orientations and equilibrated

separation distance of 3.06 Å for upwards orientation obtained from CCSD(T) calculation [126] are included

in the MP2 data series to capture the water-orientation-dependence effects. The same treatment is done for

DFT-SAPT data series as well. The CCSD data set consists of the graphene-water interaction energies at a
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Figure 4.4: The vdW interaction energies between graphene and water for six different water orientations.
The point M is located at the bisector of HOH angle, as shown in the inset figure.

series of h for upwards orientation, the binding energy of 2.84 kcal/mol and equilibrated separation distance

of 3.2 Å for downwards orientation [55]. The RPA data set contains the graphene-water interaction energies

at a series of h for both downwards and pointing orientation [55]. We didn’t do the fitting to the DMC data

[55] since the DMC data have big error bars and are not converged on k-points.

The fitting is done using nonlinear least square fitting technique using trust-region-reflective algorithm

in Matlab R©(2007a, The MathWorks, Natick, MA.). The fitted parameters for each ab initio data are

summarized in Table A.1. The function form used is the LJ6-12 form. Fig. 4.5 shows the ab initio data
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and the fitted curve on the same plot. All the interaction parameters based on ab initio data tend to

predict stronger carbon-water interaction. The same trend has been reported by DFT-Born-Oppenheimer

MD simulation of water confined between graphene sheets and in CNT [130] and vdW density functional

study of water-CNT systems [131].

Three different function forms, namely LJ6-10, LJ6-12 and LJ6-14, are considered. These functions are

fitted to the RPA ab initio data, as shown in Fig. 4.5(b). The resulting fitting parameters are summarized

in Table A.1. All the three function forms give a good representation of the RPA ab initio data. The effect

of various fitting function forms will be further investigated by predicting contact angle using the three sets

of parameters.
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Figure 4.5: LJ function forms fit to (a) MP2 (b) RPA (c) DFT-SAPT (d) CCSD(T). The ab initio data are
represented by triangles and the LJ6-n fitting curves are represented by lines in each plot. h is the distance
between water oxygen and PAH plane. In (b), three LJ6-n function forms are fitted to the RPA data.
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4.6 Comparison with Experiments

4.6.1 Contact Angle Calculations using MD

The graphite is represented by two layers of graphene sheets with an interlayer distance of 3.4 Å. The

dimension of each graphene layer is about 20 nm × 20 nm, or 30 nm × 30 nm, depending on the droplet

size to effectively remove the interaction between the droplet and its periodic images. The graphite surface

is fixed throughout the simulation [20]. The simulation box size perpendicular to the graphite surface plane

is 20 nm. The MD simulations were performed with GROMACS 4.5.3 package [64]. Time integration is

performed using the leap-frog algorithm [65] with a time step of 2.0 fs. The short-range vdW interactions

are computed using a cutoff scheme (cutoff distance, 1.4 nm). The long-range electrostatic interactions are

computed by using a particle mesh Ewald method (real space cutoff, 1.4 nm; FFT grid spacing, 0.12 nm,

fourth-order interpolation). The Nosé-Hoover thermostat [66, 67] with a time constant of 0.5 ps is used

to maintain the temperature at 300K. A water cubic box is initially placed on top of the graphite surface.

The system is equilibrated for 6 ns using NVT ensemble, during which the water cubic box evolves into a

spherical shape. The energy and temperature of the system reach constant values during this equilibration

process. The resulting configuration is used as the starting point for further simulations on data collection.

For collecting sufficient statistics to compute contact angles, the simulations were run for 4 ns.

Water contact angles on graphite surface are predicted using the carbon-water interaction parameters

developed in this work and compared with experimental measurements. Various procedures [20, 132, 133, 134]

exist to measure contact angles using MD. It has been shown that the contact angle values measured by

the nano-droplet procedure [20] agree with those by the cylindrical filament procedure [48] or by measuring

individual surface tensions and computing contact angles using Young’s equation [134]. We follow the most

commonly used nano-droplet procedure as outlined in Werder et al. [20] to compute the nano-droplet

contact angles from water density profile. 60,000 time frames are used to get the density profile of the

equilibrated water droplet. The macroscopic contact angle θ∞ is related to the nano-droplet contact angle

θ (measured using MD) using the modified Young’s equation [135], cos θ = cos θ∞ − τ
γLV

1
rB

, where rB is the

radius of the contact area of water on graphite, τ is the line tension and γLV is the surface energy of liquid

water. Such dependence of contact angles on water droplet size has been verified recently by Scocchi et al.

[48], on condition that the number of water molecules forming the nano-droplet is larger than 2000. The

extrapolation of the nano-droplet contact angles to obtain the macroscopic contact angle is checked for the

carbon-water interaction parameters used by Werder et al. [20] and for the interaction parameters obtained

from the RPA data. The mean and standard deviation of contact angles are obtained from three simulation
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runs with different initial velocity configurations. cos θ values are plotted against the reciprocal of rB in

Fig. 4.6 and Fig. 4.7. We note that, cos θ has a linear relation with 1/rB. The linear least square fitting is

done to compute θ∞, and the contact angle error bar associated with each nano-droplet size is propagated

to θ∞ following the procedure by Taylor [87]. The contact angle difference between the macroscopic droplet

and the nano-droplet consisting of 2000 water molecules is 4.3±1.0◦ for the parameters used by Werder et al.

[20], and 6.0±3.6◦ for the parameters obtained from the RPA ab initio data. From these results, we can infer

that the contact angle value of a nano-droplet consisting of 2000 water molecules is a good representation

of macroscopic contact angle. Since this observation is valid for both carbon-water interaction parameter

sets, and for the contact angle ranges of 30-40◦ and 80-90◦, we believe that this holds for other carbon-water

interaction parameters considered in this work. In order to reduce the computational cost, except for the

force fields obtained from the MP2 and CCSD(T) energies, we use the contact angle values of the droplet

consisting of 2000 water molecules to represent the macroscopic contact angle. The same simplification has

been used by Scocchi et al. [48] for graphene-water systems, Zangi et al. [136] for graphite-water systems,

and Cruz-Chu et al. [137] for silica-water systems. For the force fields obtained from the MP2 and CCSD(T)

energies, which predict contact angles less than 20◦, droplets consisting of 16000 water molecules are used.

The dependence of contact angle on simulation parameters, e.g. LJ cutoff length, is studied. Sendner

et al. [134] computed water contact angle on carbon diamond-like surface by measuring individual surface

tensions using MD and LJ cutoff length was found to influence the contact angle, especially for small contact

angles. The LJ cutoff length used was in the range of 0.8 nm to 1.4 nm. So proper contact angle dependence

on LJ cutoff length has to be studied. Here we measure the contact angle of the droplet consisting of 2000

water molecules for carbon-water interaction parameters used by Werder et al. [20] and obtained from the

RPA ab initio data, using LJ cutoff length of 1.0 nm, 1.4 nm and 1.8 nm. The resulting contact angle values

are summarized in Fig. 4.6(b). The contact angle difference between cutoff length of 1.4 nm and 1.8 nm is

3.3±1.0◦ for parameters by Werder et al. [20], and 2.8±3.6◦ for parameters obtained from the RPA data.

For both cases, the difference is comparable to the error bar, implying that the contact angle is reasonably

accurate for a cutoff length of 1.4 nm.

We also study various fitting function forms by considering three different functions, LJ6-10, LJ6-12

and LJ6-14. These functions are fitted to the RPA ab initio data. The resulting fitting parameters are

summarized in Table 4.3. The corresponding contact angles in Fig. 4.6(c). The error bar of 3.5◦ is used for

all three data points. We note that the function form doesn’t influence the predicted contact angles as long

as the fitted potential can represent the ab initio data well. Hence, the LJ6-12 function form is used since

LJ6-12 form is the function form that is commonly used in the literature for molecular dynamics simulations.
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Table 4.3: Fitting to RPA ab initio data with three LJ function forms following Eq. 2.17. RvC-OW and
DvC-OW are the LJ parameters for carbon-water oxygen interactions, RvC-HW and DvC-HW are the LJ
parameters for carbon-water hydrogen interactions. RvC-OW and RvC-HW are in nm, and DvC-OW and
DvC-HW are in kcal/mol.

.

m-n RvC-OW DvC-OW RvC-HW DvC-HW

6-10 3.875 0.0633 3.033 0.0471
6-12 3.857 0.0850 3.019 0.0383
6-14 3.832 0.1056 2.999 0.0295

In the current study, two carbon layers are used to represent the graphite surface. We also investigate

if adding extra carbon layers would affect the contact angle. For the interaction parameters obtained from

the RPA ab initio data, we change the number of carbon layers from one to three, with everything else kept

unchanged. The resulting contact angles are summarized in Fig. 4.6(d). The change in contact angle is

negligible when the number of carbon layers is increased from two to three. But the mono-layer graphene

gives an appreciably bigger contact angle than the double-layer graphite. Hence, we use two carbon layers

as a good representation of the graphite surface.

The effects of different water models on the contact angle are also investigated. SPC/E water model

was found [20] to predict 17.4◦ larger contact angle than TIP3P [111] water model for the carbon-water

interaction parameters used by Hummer et al. [39]. We compute contact angles using TIP5P water model

[116] for interaction parameters used by Werder et al. [20]. The resulting contact angle is 82.8◦, which

compares well to 86.9◦ by the SPC/E water model with the same carbon-water interaction parameters. As

a result, we use the SPC/E water model for all our contact angle simulations except for the interaction

parameters used by Hummer et al. [39]. The TIP3P water model is utilized for the interaction parameters

used by Hummer et al., to be consistent with the work by Hummer et al. [39]. The contact angles for all

the carbon-water parameters are summarized in Table A.1.

4.6.2 Comparing Predicted Contact Angles in MD with Experiments

The experimental water contact angles on graphite surface available in the literature fall into two ranges:

80-90◦, which is measured directly in air [7, 8, 9, 10], and 30-40◦, which is measured using ultra-high vacuum

technique [4, 5]. In the latter work, Schrader [4] was able to reproduce the 80-90◦ if the experiments were done

in air for the same graphite surface. Hydrocarbon contamination of the high-energy graphite surface from

the air was suspected to be the cause of the high contact angle. MD simulations are done to confirm this by

using ethane molecules as the hydrocarbon contamination. The force field for ethane molecules is taken from

Ref [138]. Three contaminant surface coverage number densities of 0, 1.0 nm−2 and 4.0 nm−2 are considered.
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Figure 4.6: Water contact angles on clean graphite surface. (a) Extrapolation of nano-droplet contact angles
θ to the macroscopic limit for C-water interaction parameters used by Werder et al. [20](represented by blue
circles) and parameters obtained from RPA data (represented by red squares). (b) Dependence of contact
angles on LJ cutoff length for the two C-water interaction parameters used in (a). (c) Dependence of contact
angles on the choice of LJ6-n fitting function forms to the RPA data. The fitted parameters are summarized
in Table A.1. (d) Dependence of contact angles on the number of carbon layers. The contact angle values
are in the unit of degrees. The contact angle values are the mean of three simulation runs with different
initial velocity configurations. The error bar of the contact angle is 1.0◦ for the interaction parameters used
by Werder et al. [20] and 3.6◦ for the RPA data.

Three carbon-water interaction parameters with varying graphene-water interaction strength are used: the

interaction parameters obtained from CCSD(T) data [126] have the strongest interaction strength (high-

energy surface), the parameters used by Werder et al. [20] have the lowest interaction strength (low-energy

surface), and the interaction parameters obtained from DFT-SAPT data [2] have the interaction strength in

between. The contact angle of the water droplet on a clean surface is different from that on a contaminated

surface. The contact angles for each combination of carbon-water interaction parameters and contaminant

surface coverage number densities are summarized in Fig. 4.9. From Fig. 4.9, the contact angles increase with

increasing contaminant surface coverage density for all the three carbon-water interaction parameters. The

contact angles approach the same value when the surface coverage density is high, i.e. when the contaminants
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Figure 4.7: The contact angle, θ, of nano water droplets on graphite predicted by molecular dynamics (MD)
simulations. Three nano droplets composed of nw=2000, 4000, or 8000 water molecules are considered. An
extrapolation of θ to the contact angle of the macroscopic droplet (nw = ∞), θ∞, is performed. The side
and top views of the configuration used in the simulations are shown in the inset figures.

are closely packed on the surface and the water droplet is sitting on top of the contaminant. The influence

of surface contamination on contact angle is more sensitive for high-energy surface. These results suggest

that to simulate experimental contact angles measured in air, surface contamination has to be considered.

Next, we perform simulations on the clean surface and compare the contact angles to the experimental val-

ues [4, 5] of 42±7◦, as shown in Fig. 4.8. The contact angles predicted by carbon-water interaction parameters

obtained from the DFT-SAPT and RPA data agree pretty well with experiments. The carbon-water interac-

tion parameters obtained from MP2 data slightly over-estimate the carbon-water interaction strength. The

interaction parameters obtained from CCSD(T) data tend to strongly overestimate the strength. Although

the interaction parameters obtained from the DFT-SAPT and RPA data give the comparable graphene-

water binding energy, the contact angles predicted by both methods deviate by around 8◦. This shows that

graphene-water binding energy alone may not be adequate in describing graphitic carbon-water interaction.

The dependence of graphene-water interaction energies on separation distance and orientation needs to be

included in the development of graphitic carbon-water interaction parameters.
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Figure 4.8: The binding energy between water and graphene, Eb, and values of contact angle on graphite
predicted using water-graphitic carbon force field parameters developed by various force field parameters.

4.6.3 CNT RBM Frequency in MD and Comparison with Experiments

The RBM frequency of an isolated CNT, fRBM , depends on the diameter of the CNT, d, by the formula [139]

fRBM = C1/d, where the constant C1=223.8 nm·cm−1 is obtained by comparing to Raman spectroscopy

[140]. For a (22,0) CNT which has a diameter of 1.72 nm, the RBM frequency is 130.1 cm−1. In MD, the

AIREBO potential predicts the RBM frequency of a (22,0) CNT as 133.1±0.3 cm−1. The good agreement

between MD and experimental data validates the AIREBO potential as a good model to study the RBM

frequency of CNT.

When a CNT is immersed in water, due to the interaction between CNT carbon atoms and water

molecules, the internal vibrational motion of the CNT changes. This change can be quantified by the

shift in the RBM frequency of CNT, ∆fRBM , as shown in Fig. 4.10. Longhurst and Quirke [76] showed

that ∆fRBM depends sensitively on the carbon-water interaction parameters using MD. Experimentally

∆fRBM of a CNT immersed in water can be easily detected by modern Raman machines, which provides an

opportunity to probe the intermolecular forces between CNT and water. Using Raman spectroscopy, Izard

et al. [6] measured a frequency shift of 7.3 cm−1 for (22,0) CNT. The carbon-water interaction parameters

obtained from MP2 data predicts a frequency shift of 8.8±0.6 cm−1, which agrees well with experiments,
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as shown in Fig. 4.11. The RBM frequency of the (22,0) CNT immersed in water predicted by the carbon-

water interaction parameters obtained from MP2 data is 141.9±0.5 cm−1, in agreement with the Raman

spectroscopy measurement of 142.4 cm−1 for CNT in aqueous surfactant solutions [141]. The error of the

CNT RBM frequency mainly comes from the Gaussian function fitting. A summary of ∆fRBM predicted by

the carbon-water interaction parameters is listed in Table A.1. The C-water interaction parameters obtained

from RPA or DFT-SAPT data also predict a frequency shift that is in good agreement with experiments.

The C-water interaction parameters obtained from CCSD(T) data overestimate the frequency shift probably

due to the use of small basis set in the CCSD(T) calculations [126].

4.7 Summary

In summary, a combination of high-level theoretical electronic structure approaches was used to study the

interaction between graphene and water. The DMC and CCSD(T) methods benchmark each other at

the molecular level. DMC was used to validate RPA calculations. Then we used the RPA method to

compute the potential energy surface between graphene and water. We developed force field parameters
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Figure 4.10: Power spectra obtained from MD for (a) an isolated (22,0) CNT (b) a (22,0) CNT immersed
in water. The peak in each figure corresponds to the radial breathing mode. The C-water interaction
parameters obtained from DFT-SAPT data are used for (b).
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based on the RPA data with no fitting to experiments. The parameters are able to predict water contact

angle on graphite and CNT radial breathing mode frequency shift in excellent agreement with experimental

measurements. The agreement shows that it is feasible to develop accurate force field parameters for the

graphene-water interaction entirely from first-principle calculations. The multiscale approach all the way

from diffusion Monte Carlo or coupled cluster to predicting macroscopic properties is extended from the

hBN-water interaction [120] to the graphitic-carbon-water interaction.

We also revisited the MP2 calculations, with proper consideration of the size of basis sets and energy

component analysis to extrapolate to infinite-sized graphene limit. Then graphitic carbon-water interac-

tion parameters are fitted to MP2 data from this work and the ab initio data from RPA, DFT-SAPT and

CCSD(T) methods in the literature. The accuracy of the interaction parameters is evaluated also by predict-

ing water contact angle on graphite and CNT RBM frequency shift and comparing them with experimental

data. The carbon-water interaction parameters obtained from MP2 data predict the CNT RBM frequency

shift that is in good agreement with experiments. The carbon-water interaction parameters obtained from

DFT-SAPT or RPA data predict both water contact angles and CNT RBM frequency shift that agree well
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with experiments. The carbon-water interaction parameters obtained from CCSD(T) data underestimate

water contact angles and overestimate CNT RBM frequency shift probably due to the use of small basis

sets in the CCSD(T) calculations [126]. The good agreement of the predictions by the carbon-water inter-

action parameters obtained from DFT-SAPT and RPA data with experiments suggests that the graphitic

carbon-water strength is stronger than previously thought. A recent scanning tunneling microscopy study

[28] observed a monolayer of water trapped between graphene and CNT. Water does not experience capil-

lary evaporation when confined between two graphitic carbon surfaces down to a monolayer thickness. This

indicates a strong graphitic carbon-water interaction.
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Chapter 5

Molybdenum Disulfide and Water
Interaction Parameters

5.1 RPA Calculations

The RPA calculations were performed using the VASP package [100, 101], projector-augmented wave po-

tentials, and an energy cutoff of 408 eV. We expanded the response function in plane waves up to an energy

cutoff of 272 eV. The exchange energy and correlation energy are computed separately with different MoS2

supercell sizes and Brillouin zone sampling Monkhorst-Pack k-meshes: A 4×4 supercell with a 2×2 k-mesh

was used for the exchange energy, and a 2×2 supercell with a 4×4 k-mesh for the correlation energy. A lattice

constant of 18 Å along the direction perpendicular to the MoS2 surface (z-axis) was used. The potential

energy surface between MoS2 and water was explored using the RPA method by varying the orientation

and separation distance of the water molecule with respect to the MoS2 surface. For simplicity, MoS2 and

the water molecule internal geometry were fixed while changing their relative position: The Mo-S bond

length and S-Mo-S bond angles are set to the experimental values for MoS2 [142], and the water monomer

is set to the experimental gas phase geometry [90]. The interaction energy between water and MoS2, ∆E, is

computed by ∆E = E(MoS2-water)−E(MoS2)−E(water), where E(MoS2-water), E(MoS2), and E(water)

are the energies of the MoS2-water dimer, MoS2, and the water molecule, respectively, computed by the

RPA method.

The RPA procedure has a few well-defined approximations. The approximations include errors due to

the the incomplete basis sets, the finite lattice constant along the z-axis, the non-zero water coverage, finite

supercell, and finite k-points. We checked the basis set convergence by increasing the plane wave energy

cutoff. Using an energy cutoff of 600 eV for the plane wave and 400eV for the response function leads to

a difference of about 1 meV in the interaction energy. We checked the convergence of the lattice constant

along the z-axis by increasing it to 22 Å and the change in the interaction energy is less than 1 meV. We

also checked the convergence of k-points by systematically computing the interaction energy using a series

of k-grids. The convergence of the exchange energy and the correlation energy is considered separately, as

shown in Fig. 5.1. We found that the exchange energy has a weak dependence on the k-grid, while the
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dependence of correlation energy is strong. Based on the results for hBN and graphene, we expect that the

correlation energy converges at a 4×4 k-grid for a 2×2 supercell. We checked the convergence of supercell

and water coverage density by increasing the supercell size while keeping the equivalent k-point mesh the

same. The results are summarized in Fig. 5.1. We found that the exchange energy has a strong dependence

on the supercell size and water coverage density, while the the dependence of correlation energy is weak.

The exchange energy converges at a 4×4 supercell, and increasing the k-grid to 8×8 leads to a difference

of less than 1 meV. Considering all the approximations, we estimate the error to be less than 2 meV on

the interaction energy computed by the RPA method. With errors controlled, we use the RPA method to

explore the potential energy surface between MoS2 and water in order to develop MoS2-water non-bonded

interaction models for use in MD simulations.

5.2 Potential Fitting

The interaction between water and MoS2 in MD is modeled by the electrostatic interaction ∆Eel and the

vdW interaction ∆EvdW:

∆E = ∆Eel +∆EvdW

∆Eel =
∑

i∈MoS2

∑

j∈water

qiqj
rij

∆EvdW =
∑

i∈MoS2

∑

j∈water

4ǫij

[

(

σij
rij

)12

−
(

σij
rij

)6
]

(5.1)

where rij is the distance between atom i and atom j, qi and qj the partial charge of atom i and atom j,

ǫij the depth of the potential well of vdW interaction between the two atoms, and 21/6σij the position of

the potential well. The atomic partial charges for water are taken from the water model (e.g. SPC/E [115],

TIP3P, TIP4P [111] or TIP5P [116]). The partial charges for Mo/S atoms, qMo/qS are computed by fitting

to the electrostatic potential from 2nd-order Møller-Plesset perturbation (MP2) theory calculation. The ǫij

and σij are obtained by fitting to the RPA data. For the interaction between water (which has O and H

atoms) and MoS2 (which has Mo and S atoms), there are four pairs of ǫij and σij parameters, in total four

parameters to fit.

The parameters are obtained by fitting to the Boltzmann averaged vdW interaction energies among

different water orientations. The least-squares fit was used. The parameters are summarized in Table A.3.

Also included in the table are force field parameters from the literature [21, 22] and the water models used

in their work. The quality of different parameters can be evaluated by predicting properties using MD
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Figure 5.1: The interaction energy between a single water molecule and MoS2 represented by Ns ×Ns × 1
supercell with Brillouin zone sampled by a Nk ×Nk × 1 k-mesh. The energy is computed using the random
phase approximation (RPA) method. The two components, the exchange energy, ∆Eexx, and the correlation
energy, ∆Ec, are converged separately.
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simulations and comparing to experimental measurements.
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Figure 5.2: The vdW interaction energies between MoS2 and water for six different water orientations. The
point M is located at the bisector of HOH angle, as shown in the inset figure.

5.3 Comparison with Experiments

Water contact angle on bulk MoS2 is a property that has been reported by multiple experimental groups

[143, 144, 145, 146, 147, 148, 149] and rigorously studied with minimal surface contamination [143, 144].

The contact angle values reported by experiments are in the range of 70◦. The contact angle is simulated
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using MD following the procedure by Werder et al. [20, 110]. The contact angle values for nano-droplets

obtained from MD, θ, are extrapolated to that of macroscopic droplet, θ∞, following the modified Young’s

equation, so that a direct comparison between MD and experiments is possible:

cosθ = cosθ∞ − τ

γLV
r−1
B (5.2)

where γLV is the water liquid-vapor surface tension, rB the droplet base radius, and τ the line tension. The

comparison of contact angle values between MD and experiments is shown in Fig.5.3. The parameters by

Heiranian et al. [22] and Barati et al. [21] slightly overestimate the contact angle. The parameters obtained

by fitting to the RPA data in this work, with no adjustable parameter or no fit from experimental data,

are able to predict the water contact angle that is in excellent agreement with experimental measurements.

The agreement shows that it is a feasible path to develop accurate force field parameters entirely from first-

principle calculations, which has been shown for graphitic-carbon-water interactions [110] and hexagonal-

boron-nitride-water interactions [150].
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Figure 5.3: The binding energy between water and MoS2 monolayer, Eb, and contact angle values, θ,
predicted using MoS2-water force field parameters developed by Barati et al. [21], Heiranian et al. [22], and
from this work.
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5.4 Summary

In summary, we use a multiscale approach to study the interaction between MoS2 and water. we use the

RPA method to compute the potential energy surface between MoS2 and water. We develop force field

parameters based on the RPA data with no fitting from experiments. The parameters are able to predict

water contact angle on MoS2 in excellent agreement with experimental measurements. The agreement shows

that it is a feasible path to develop accurate force field parameters entirely from first-principle calculations.

In current work, DMC calculations were not performed due to the computational cost. We assume that

RPA can predict the energy as accurate as DMC for the MoS2-water interaction, like for hBN-water and

graphene-water. In future work, we would like to verify this assumption.
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Chapter 6

Conclusions

In summary, a combination of high-level theoretical electronic structure approaches was used to study

the interaction between graphene/graphene-like materials and water. The DMC and CCSD(T) methods

benchmark each other at the molecular level. DMC was used to validate RPA and MP2 calculations. Then

we used the RPA method to compute the potential energy surface between two-dimensional materials and

water. We developed force field parameters based on the RPA data with no fitting to experiments. The

parameters are able to predict properties in excellent agreement with experimental measurements. The

agreement shows that it is feasible to develop accurate force field parameters entirely from first-principle

calculations. The multiscale approach all the way from diffusion Monte Carlo or coupled cluster to predicting

macroscopic properties is extended from molecular interactions [120] to molecule-solid interaction in this

work. The scheme has been applied to hBN-water, graphene-water, and MoS2-water systems.
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Appendix

Force Field Parameters
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Table A.1: A summary of LJ parameters in the literature and from this work, with corresponding graphene-water binding energy Eb, predicted
water contact angle θ on graphite surface, and CNT RBM frequency shift ∆fRBM . The LJ parameters include carbon-water oxygen parameters
σC-OW and ǫC-OW, and carbon-water hydrogen parameters σC-HW and ǫC-HW. σC-OW and σC-HW are in Å, ǫC-OW and ǫC-HW are in kcal/mol, Eb is
in kcal/mol, θ is in degrees, and ∆fRBM is in cm−1. The error bar for each contact angle value is 3.6◦. The error bar for CNT RBM frequency shift
is 0.6 cm−1. The experimental value is 42±7◦ for water contact angle on graphite surface [4, 5], and 7.3 cm−1 for CNT RBM frequency shift [6].

Ref C-water model σC-OW ǫC-OW σC-HW ǫC-HW Eb θ ∆fRBM

Hummer et al. [39] Combine C-C from AMBER [83] and O-O from TIP3P [111] 3.275 0.1143 N/A N/A 1.81 33.9 6.1
Won et al. [45] Combine C-C from Chen et al. [151] and O-O from SPC/E

[69]
3.2779 0.1037 N/A N/A 1.66 69.1 5.2

Noon et al. [46] Combine C-C from CHARMM [82] and O-O,H-H from
modified TIP3P [129]

3.296 0.1382 2.58 0.0772 3.60 0.0 15.0

Gordillo et al. [47] Combine C-C, H-H from Steele et al.[152] and O-O from
SPC-F2 [153]

3.280 0.0930 2.81 0.0308 2.13 43.5 7.6

Werder et al. [20] Fits to an experimental water contact angle on graphite of
86◦ [7]

3.190 0.0937 N/A N/A 1.43 86.9 4.2

Werder et al. [20] Fits to an experimental water contact angle on graphite of
42◦ [4]

3.190 0.1349 N/A N/A 2.05 41.5 7.6

Scocchi [48] Fits to an experimental water contact angle on graphene of
127◦ [9]

3.190 0.0478 N/A N/A 0.73 129.9 1.0

Markovic et al. [49] C-OW by experimental oxygen gas adsorption on graphite
[154], C-HW by combining C-C,H-H from Steele et al. [152,
108]

3.190 0.0935 2.82 0.0605 2.76 0.0 11.6

This work Fitting to MP2 data 3.430 0.1164 2.685 0.0263 2.54 10.3 8.8
This work Fitting to DFT-SAPT data [2] 3.372 0.1039 2.640 0.0256 2.24 34.2 8.2
This work Fitting to RPA data [55] 3.436 0.0850 2.690 0.0383 2.26 42.4 7.1
This work Fitting to CCSD(T) data [126] 3.126 0.1646 2.447 0.0246 2.84 <10 11.8
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Table A.2: Summary of water-hBN force field parameters used in the literature and developed in this work. The force field parameters include the
Lennard-Jones parameters σBα, σNα, ǫBα, and ǫNα (α=O, H, or M), the partial charge qB and qN, and the partial charges for water. The partial
charge values for water are specified by providing the type of the water model used. σBα and σNα are in Å, and ǫBα and ǫNα in kcal/mol.

Ref. hBN-water model α σBα ǫBα σNα ǫNα qB/qN water model
Won and Aluru [15] Combine B-B, N-N from DREIDING [155] and O-O

from SPC/E [115]
O 3.310 0.1214 3.266 0.1500 ±0.37 SPC/E [115]

Gordillo and Mart́ı [16]
Combine B-B, N-N from DREIDING [155], O-O from
SPC-F2 [153], and H-H from Steele et al. [152]

O 3.310 0.1214 3.266 0.1500
0.0 SPC-F2 [153]

H 2.837 0.0404 2.793 0.0499
Hilder et al.[17] Fit to DFT-D data O 3.265 0.2624 3.183 0.1757 ±0.98 TIP3P [111]

This work Fit to RPA data M 3.322 0.0981 3.278 0.1213 ±0.30 TIP4P [111]
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Table A.3: Summary of water-MoS2 force field parameters used in the literature and developed in this work. The force field parameters include the
Lennard-Jones parameters σMoO, σSO, ǫMoO, and ǫSO, the partial charge qMo and qS, and the partial charges for water. The partial charge values
for water are specified by providing the type of the water model used. σMoO and σSO are in Å, and ǫMoO and ǫSO in kcal/mol.

Ref. MoS2-water model σMoO ǫMoO σSO ǫSO qMo/qS water model
Heiranian et al. [22] Combine Mo-Mo, S-S from Sinnot et al. [142] and

O-O from SPC/E [115]
3.683 0.0458 3.148 0.2677 0.0 SPC/E [115]

Barati et al. [21] Combine Mo-Mo, O-O from Stewart [156], O-O
from TIP3P [153] [152]

3.683 0.0458 3.148 0.2228 0.0 TIP3P [115]

This work Fit to RPA data 3.934 0.0458 3.362 0.2680 0.6/-0.3 SPC/E [111]

7
2



References
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