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ABSTRACT

Sensitivity analyses were performed to examine typical stochastic
programming (SP) modeling issues for a hypothetical single reservoir
system. The elements considered include the partitions of inflow and
storage states, the hydrologic characteristics of inflows, the types of
system performance functions, and the tradeoffs between conflicting
objectives. Simulation studies were conducted to verify the modeling
outcomes and to provide insights for possible improvements of the system
performance. Results from these analyses show that (1) both the numbers
and the discrete increment values of the inflow and storage states affect
an SP model's accuracy; (2) the uncertainty associated with the coef-
ficients of variation of the inflows consistently has a greater impact
on the system performance than the influence of the serial correlations;
(3) in a sample study with flood control being the only objective, the use
of either a convex function or a concave function alone for flood damages
will not lead to an optimal operation policy which always prevents
excessive flood release when there exists some unused storage space in the
reservoir; (4) the preferences between the conflicting objectives have
been shown to affect both the expected system performance and the indi-
vidual operation decisions; and (5) modification of the discrete optimal
solution, using a simple interpolation scheme, may improve the reservoir
performance without resorting to a more complex model.

A case study of Lake Shelbyville, Illinois was conducted based on
the findings of sensitivity analyses for the hypothetical reservoir system
using SP. An ad hoc approach was used to estimate accurately the agricul-
tural and property damages in the optimization procedure. The optimal
pool levels of Lake Shelbyville in the summer months were found to
be roughly 2 to 5 ft lower than the current target level which is 599.7
ft. When the summer pool was forced to reach this target level using a
penalty function approach in the SP model, the annual expected damages
would increase by 9%. Generally, it would take more than one month for
Lake Shelbyville to resume the summer pool from the winter drawdown level.
Therefore, a transition period longer than one month between the winter
drawdown and the summer recovery of lake levels is recommended for consi-
deration if future modification is made in the rule curve.

Lee, Han-Lin, E. Downey Brill, Jr., and Jon C. Liebman
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I. INTRODUCTION

1.1 General

Reservoirs are physical storage spaces naturally or aftificially’
created which function to modify the temporal pattern of inflow quantities
into a more desirable outflow pattern. The configuration and size of a
reservoir system impose the primary constrainﬁs on how much surface runoff
can be controlled in a river basin. In addition, regional hydrology plays
a critical role in determining how well the water stored in reservoirs may
be regulated. For more than two decades, researchers have adopted
mathematical programming techniques and optimization procedures to enhance
reservoir system operation., Parallel to this development there has been
an expansion of knowledge in stochastic hydrology which involves genera-
tion of synthetic data bases and prediction of future hydrologic condi-
tions. The merging of mathematical programming and stochastic hydrology
has led to innovative studies of reservoir operation under hydrologic
uncertainty (Yeh, 1985).

Depending upon their respective applicabilities, vafious optimiza-
tion and simulation techniques, tbgether with engineering experience and
Judgment, may be coordinated in the modeling process. One example is to
employ a long-term planning model to determine the steady-state storage
and release policies for each operating period, which in turn serve as the
goals to be attained for a short-term, real-time reservoir control model.
In this manner, distinctive priorities and restrictions can be considered
in a detailed modeling framework for different operation levels. The
Tennessee Valley Authority (TVA) adopted the above approach in a weekly

multipurpose planning model for its immense reservoir system facilities



(Giles and Wunderlich, 1981; Shane and Gilbert, 1982; Gilbert and Shane,‘
1982).

Reservoir models based on mathematical programming were originally
developed to assist decision makers in effectively utilizing valuable
water resources. However, when many facets of a reservoir system are
considered, complexity in these models increases. It is not uncommon
therefore to find these models too complicated to provide much help in
comprehending a reservoir system's characteristics (Beard, 1973; Helweg
et al., 1982; Friedman et al.,, 1984; and Rogers and Fiering, 1986).

Despite the complex nature of real reservoir systems, however,
mathematical models have proved worthy for use under certain operation
conditions. One programming technique that has not received.much
attention for real-world reservoir operation is stochastic programming
(SP) (Gablinger and Loucks, 1970; Askew, 1975; Gal, 1979; Houck and Datta,

1981).

1.2 Stochastic Programming (SP) Model

A typical SP model is used to find the optimal steady-state opera-
tion policies (e.g., the storage and release levels at a given time
period of year) as Qiscrete functions of the current storage and inflow
states of a reservoir system. These optimal policies, which constitute a
Markov decision process, are generally determined by a recursive procedure
which incorporates either temporal or spatial correlations of natural
streamflows into the optimization of expected future returns. A concise
mathematical expression of SP typically used in a reservoir study is given

in Sec. 3.2.2.1.
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The large size of an SP model as well as the implicit assumption of
complete knowledge of future hydrologic events under statistically
stationary conditions usually limit the SP technique to theoretical
developments rather than practical applications. SP models, nevertheless,
of fer several advantages over either deterministic models or simulation
models in certain respects. Long-term steady-state operation conditions
can generally be obtained from an SP model. In addition, an SP model
would yield all the optimal decisions for operating a reservoir under the
various combinations of reservoir storage and inflow conditions.
Therefore, SP models can be used for screening purposes to eliminate those
alternative decisions that are clearly inferior (Loucks et ai., 1981). A
recent study by Wang and Adams (1986) extends the use of SP for real-time
optimization of the hydropower generation facilities in operating the
Dan-River-Issue Reservoir in China.

The usefulness of the SP approach for reservoir operation has been
more often than not overshadowed by its draQbacks as emphasized in most of
the literature. Some of .the limitations might be relaxed either by
improving the solution algorithm or by finding a more accurate and robust
predictive model for future hydrologic conditions. On the other hand, SP
models could also be simplified through careful manipulations in the
modeling procedure to yield desirable information for the operation of a
reservoir system. The general purpose of this research is to investigate
the mcdeling obstacles associated with the SP formulation and to resolve
them to the extent that facilitates the use of these modeling tools in

practical applications for optimal reservoir control.



1.3 Objectives and Scope of the Research

This study examines several common issues encountered when using
stochastic programming in both the model formulation and the practical
application phases. Only a single reserveoir system with multiple purposes
is considered. It is thought that a comprehensive study of the single
reservoir system may also provide useful insights for operégidn of more
complex reservoir systems. :

In the first phase of investigation the SP model formulation was
examined regarding: i

(a) the effects of different partitions of the storage and the

inflow states on the final result obtained;

{(b) the effects of hydrologic parameter uncertainty on the expected

system performance;

(¢) the variation in optimal decisions as a result of using

different measures for reservoir performance;

(d) continuous decisions versus discrete decisions in the determin-

ation of optimal operation policies.

The findings observed in these analyses were used in a case study
for Lake Shelbyville, a real reservoir syétem in Il1linois, 1In contrast to
the usual application of SP models to the optimization of either hydro-
power generation or water supply where the returns could be repeated over
time, the case study extends the use of SP models for systems in which
returns are in general not repeatable but cumulative -- e.g. agricultural
losses. A modified SP model was developed to accommodate this specific

situation. The performance of Lake Shelbyville, as evaluated by the
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losses of agricultural revenues and recreation benefits, property damages,
and by the changes in pool levels and releases, was investigated.

A closing summary'of the findings of this study discusses the pros
and cons of using SP models for reservoir study. A recommendation is
provided for consideration if future modification is made in the regul-
ation of the Lake Shelbyville system. Possible extensions of the current

research on SP models are also addressed.



II. LITERATURE REVIEW

2.1 Mathematical Programming in Water Resource Systems

The conventional planning process "comprises the collection of
needed information, thé,preparation of a tentative plan based upon analy-
sis of this information, and the search for an optimal plan by modifica-
tion of the tentative plan through analysis" (Reedy, in Maass et al., p.
300, 1962). It is basically a trial-and-error procedure usually involving
tepetition of similar tediqus computations. Mathematical programming or
optimization models contribute to the planning and 6peration processes
mainly in the efficiency of searching for the best scheme among all the
feasible choices, 1In addition, sensitivity analysis of the outcomes may
be performed more easily using mathematical programming models.

Since the Harvard Water Group published its pioneering study (Maass
et al., 1962), many mathematical programming models have been developed
for water resources systems. Prompted by the early successes in both
military and industrial implementations, those programming concepts were
widely acclaimed for systematically assessing water resources related
problems, such as finding the besﬁ design of a multiple purpose reservoir
(Hall, 1964), or controlling the water quality in a river basin (Liebman
and Lynn, 1966). Meanwhile, the capacity and the availability of fast
digital computers have been increased significantly in the past two de-
cades, which further accelerated the progreés in using mathematical
prograﬁming models in the real-time control of water resource systems,

Reservoirs are probably the systems in water resources that have
been explored most using mathematical programming. The mass balance law

constitutes the main skeleton of a mathematical programming model for
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reservoir study. The simple linear relationship between the incoming and
the outgoing flows makes the modeling process generally straightforward.
Assuming that the characteristics associated with a reservoir system can
be modeled using mathematical expressions, there are, however, some
factors that significantly complicate the modeling and solution
procedures. The natural hydrologic process is stochastic; so there are
uncertainties in the flow records used for describing the movement of
waters, In addition, measures of reservoir performance, whether in
monetary terms or not, generally introduce nonlinearities into a model,
making it more difficult to formulate and solve than a simple linear
model.

Most reservoir models attempt to accommodate these complexities in
one way or another, while at the same time keeping model size within
practical limits. 1In the following sections, the evolution of stochastic
programming models is reviewed, starting with a discussion of determin-
istic models. Various strategies for handling hydrologic uncertainties,
nonlinearities, and other issues related to optimal reservoir controls

are also addressed.

2.2 Deterministic Models

The basic components of a reservoir model are the mass conservation
of water as well as the storage and the release constraints. If the
sequence of external water flowing into a reservoir system is explicitly
specified in a mathematical programming framework, it is generally refer-
red as a determinis;ic model. The historical flow record is commonly used
either to provide critical period hydrologic information or to generate

synthetic flow series for use in deterministic models. It is assumed that



the past flow records are sufficient to reflect the general hydrologic
conditions for the corresponding river basin.

Hall et al. (1968) presented a monthly operation model of the Shasta
Dam in northern California for a period of low flows from 1928 to 1934,
The objective is to maximize the total income from the sales of both water
and energy during that critical period. The monthly schedule of releases
could be determined from the optimization model to compute the firm water
and the firm energy provided by the Shasta Dam. Harboe et al. (1370)
proposed a two-stage optimization procedure for the Folsom Reservoir and
Power Plant, also in northern California. Given a certain contract level
of the annual firm water supply from the reservoir, the maximum annual
firm energy production was determined for a critical period of 12 years.
Then, that maximum firm energy production was used as a constraint in a
dynamic programming model to determine the maximum total energy output --
including both firm and dump energy production -- based on 50 years of
historical monthly flow data. Tradeoffs between the firm water supply and
the firm energy production can also be obtained by varying the contract
levels of the annual firm water supply.

Using the historical low flow record to repeat the drought phenome-
non of a watershed can sometimes be conservative, Hall et al. (1969), as
well as Askew et al. (1971), examined the flow records of 26 river basins
throughout the continental U.S. Large numbers of equally likely hydro-
graphs of the same length as the historical record were generated, The
critical periods based on synthetic data were used to obtain the yields
from the river basins and compared to those of the historical records.

They showed that the generated records as a whole had significantly less
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severity than the historical records of the same length., Therefore,
unless the objective is to protect against the Qorst drought that is
similar in scale as that recorded in history, the expected performance of
a reservoir system may be underestimated. Generally, the historical‘fiows
are used to illustrate the improvement of the reservoir performance using
mathematical programming.

In contrast to the limited applications of deterministic models for
long-term planning purposes, incorporation of these models for real-time,
optimal reservoir control is widely advocated by system analysts. The
reasons are twofold. First, withih a shorter time period, the hydrologic
uncertainty might be small because of better forecasting and monitoring
of the surrounding physical environment. Second, the capacity of a.
reservoir system is generally large enough sO that real-time operation
decisions can be adjusted in a relatively short time period to respond to
the changes of inflow volumes, Hence, the assumption of a totally known
hydrologic future might be more appropriate for a short time span.

In the study of a single hypothetical reservoir, Croley (1974)
showed that results very close to the optimum might be obtained with only
a few operation horizons being considered in an optimization model. - The
results indicated that the hydrologic conditions in the remote future
wduld be practically irrelevant to the near-term reservoir operation
decisions. For real-time reservoir controls, the operation horizons are
usually restricted to either hours or days, for which reliable hydrologic

information can generally be obtained (Panel on Weather and Climate,

1977) .



Becker and Yeh (1974) developed an optimization model for the
real-time operation of a multiple reservoir system. The methodology
adopts a form of dynamic programming (DP) for selecting an optimal reser-
voir storage policy for a specified number of policy periods, and a linear
programming (LP) routine is used for the optimization within each périod.
An energy surplus of 35% over the contract level for a 12-month period
could be achieved for the Shasta-Trinity system in northern California.
Yazicigil et al, (1983) also proposed an LP model for the real-time
release schedule for the Green River Basin Reservoirs system in Kentucky.
The objective is to minimize the total penalties on the deviations from
both the target storage and the target release levels aggreg;ted over the
four reservoirs. An operation horizon of 1 to 5 days was used with
inflows generated from a separate forecast model. The penalty functions
were assumed convex, and allowed to vary to represent most of the goals
and priorities of the reservoir regulation authority. The study showed
that the penalty could be reduced by 45.8% compared to historical opera-
tions.

The performance of deterministic, real-time reservoir operation
models may vary to a certain extent depending upon the forecast models and
the penalty functions used. Datta and Burges (1984), as well as Can and
Houck (1985), explored these issues extensively and had the following
conclusions. First, short-term forecasts appear to be desirable for
real-time reservoir operations whenever the forecasts can yield reduced
variance (uncertainty) of actual streamflows. Second, the rate of impro-
vement in reservoir'performance decreases as the operation horizon in-

creases. Beyond some finite time period, the extension of the operation
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horizon has a negligible effect on the resuits obtained. Third, depending
upon the performance criterion used, the value of a forecast varies.

Datta and Burges (1984) showed that although the overall losses could be
reduced with improved forecast information, the average storage variance
which affects wildlife habitats and recreational pool uses was essentially
unchanged. They also warned that a bad forecast may very well offset all
the expectations in terms of losses and benefits.

As the name implies, deterministic models require a relatively high
degree of certainty about the information used. One may expect to obtain-
relatively stable results from a real-time operation model under normal
hydrologic conditions, provided that it is based upon certaih long-term
operating rules determined a priori., For long-term planning, however, a
deterministic model would be restricted mainly to a preliminary study of

a reservoir system.

2.3 Stochastic Models

Stochastic models should be considered as complements of determin-
istic models rather than substitutes for them in a reservoir study. The
basic idea is to incorporate hydrologic uncertainty into a mathematical
programming model using temporal or spatial (or both) correlations of
natural streamflows. In doing so a wide variety of flow situations can be
modeled, and the expected performance of a reservoir system may be
obtained.

Little (1955) pioneered the concept of using probabilistic methods
for reservoir operation. The hydropower generation of a single reservoir
system was treated as an inventory problem, with the inflows, not the

outflows, as random variables. The operation horizon was divided into a
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finite number of successive time intervals between which the river flows
are characterized as a simple Markov process. For each time interval, the
release decision based on a certain combination of inflow and storage can
be determined by a recursive procedure that optimizes the expected returns
of future operations. Little's work laid the foundation for subsequent
research on stochastic programming (SP) models mainly in two respects.
First, the Markov assumption is useful to correlate streamflows in a
straightforward and very simple manner in the SP model. Second, the
proposed optimization procedure -- currently called stochastic dynamic
programming (SDP) -- proved to be the most efficient solution algorithm to
date for this type of problem. The recursive equation used by Little
(1955) is expressed in the form of an integral which is computationally
feasible only for simplified reservoir models with continuous return
functions. A more general approach is to transform the continuous inflow
and storage variables into discrete units.

Gablinger and Loucks (1970) explored the various ways of formulating
SP models and compared their performances based on the respective optimi-
zation results. Both linear programming (LP) and dynamic programming (DP)
were used for three different versions of the stochastic model. The first
model defines the release policy as a function of the current storage and
net inflow states. The second model differs from the first by replacing
the current net inflow by the immediate past inflow information. The
third model examines the transient characteristics of the release deci-
sions when the reservoir has not reached a steady state in the early
stages of operation. They showed that the LP and the DP formulations

are actually duals of each other for the same problem; and both yield
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identical solutions. The first model results in less expected deviations
from the target storages and releases than the second model due to the
inclusion of the current, updated flow information. As expected, when the
discount rate is increased the release policy in transient stages tends to
hedge less for future periods in order to meet current operation prior-
ities,

The steady-state probability associated with a specific optimal
release policy can be calculated from the results of a stochastic program-
ming model, Sometimes, an undesirably high chance of failures may result
since risk and reliability considerations are not explicitly included in
the model. Askew (1974a, b; 1975) proposed a penalty functidn approach to
control the risk and reliability levels of the reservoir operations, A
penalty is attached to the recursive function as a reduction from the net
benefits, By varying the value of the penalty the probability of failure
of the reservoir system can be controlled.

Another unique modeling technique which explicitly brings risk and
reliability into consideration was first proposed by ReVelle et al. (1969)
for reservoir planning. A reliability programming (RP) model with chance
constraints is constructed by transforming selected reliability indices of
reservoir performance into the cumulative probabilities of seasonal
inflows. A deterministic model is then formulated by converting these
cumulative probabilities into the corresponding inflow volumes which must
be satisfied together with other physical constraints. The release
commitments are usually expressed as linear functions of the storage, the
inflow information, and a set of artificial variables which serve as

surrogate decision variables for the releases., After a reservoir problem
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is solved using the RP model, the seasonal releases can be determined
based on these linear decision rules (LDR).

Studies on the RP approach have been conducted by many researchers.
ReVelle and Kirby (1970) and ReVelle and Gundelach (1975) examined the
LDRs based on various reservoir performance criteria. Nayak and Arora
(1971) and Eastman and ReVelle (1973) extended the RP model to multi-
reservoir systems, Gundelach and ReVelle (1975) also developed a general
algorithm for formulating and solving the family of RP models. Houck et
al. (1980) included economic returns and hydropower production as alterna-
tive objective measures in RP models -- in contrast to the common approach
of minimizing reservoir capacity. The original formulation as proposed by
ReVelle et al. (1969) and its many variations generally suffer from the
problem of being overconservative for the specified risk and reliability
levels because they do not account for correlations among the flows
(Loucks, 1970; Loucks and Dorfman, 1975; Luthra and Arora, 1976; Stedinger
et al., 1983; and Stedinger, 1984). Recently developed modifications of
RP models have demonstrated significant improvements in handling this
problem by incorporating the necessary covariance structure between the
successive inflows (Houck and Datta, 198t; Joeres et al., 1981).

Stochastic programming and reliability programming adopt distinctive
concepts as well as methodologies to account for the hydrologic uncertain-
ty of natural streamflows. The flexibility of SP models allows for
various considerations of the expected reservoir performance based on the
storages and the inflows. On the other hand, RP models place major
emphasis on the reliability aspect of reservoir operation to achieve

certain performance criteria. In comparison, the SP formulations may
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have wider scope as well as greater potential for practical applications
than the RP models for the following reasons. First, although the theo-
ries of RP for a single reservoir for long-term planning purposes were
well developed, extensions to multireservoir systems might be limited
because the system reliability would be hard to define to reflect the
aggregate effects of the individual reservoir performances in the system.
Moreover, to represent the correlations among streamflows properly,
discretization of flows is inevitable. Thus, the size of an RP model can
easily grow much larger than that of models with no intraperiod flow
correlations.

Other stochastic modeling approaches were usually develbped either
for a specific reservoir operation environment or by adopting a different
mathematical programming technique. Maidment and Chow (1981) presented a
state variable model in conjunction with the SP formulation for a single
reservoir operation. The model allows continuous inflows within the
dynamic programming procedure, thereby allowing precise application of
chance constraints within the optimization.. However, the assumption of a
normal inflow distribution is relatively restrictive. Bras et al. (1983)
developed a closed loop control procedure for the real-time monthly opera-
tion of the High Aswan Dam in Egypt. Their model differs from the con-
ventional SP formulation in that the current inflows are conditioned on
the forecast inflows rather than on the steady-state Markov transition
probabilities. Turgeon (1980) proposed both a one-at-a-time method and
an aggregation/decomposition method to solve an SP problem indirectly for

large multireservoir systems.
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Whatever the variations of stochastic models may be, either the
Markov assumption or chance constraints are included as basic components
to account for hydrologic uncertainties. Although stochastic mode;s
incorporate probabilistic considerations in the optimization procedure,
the resulting operation policy, once executed, becomes deterministic,
Thus, stochastic models are most useful for evaluating the consequences
from applying the optimal operation policies under various inflow situ-
apions. Considerable judgment must be exercised, however, about the

future hydrologic conditions before any release decision is made.

2.4 Optimization Techniques

Optimization models for reservoir pianning, design, or operation
have usually been linear programming (LP) or dynamic programming (DP)
formulations. LP models require linearity in both the objective function
and the constraints. Techniques are available (e.g., in Loucks et al.,
pp. 57-62, 1981) to develop linear approximations of the nonlinear func-

tions of either hydropower production or economic returns. However, the

increased number of variables and constraints due to linearization greatly

hampers computational efficiency in finding the optimal solution. LP
models are mostly solved by commercially available computer codes.
Sometimes, preparation of the data base for LP codes could be more time-
consuming than execution of the optimization algorithm itself.

The size of a reservoir model also increases when the planning or
operation horizon is increased. Since boph natural inflows and water
demands generally exhibit cyeclic patterns, an LP formulation of a reser-
voir model may include many similar constraints with only minor differ-

ences in parameter values., Relatively, DP may be more efficient for
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reservoir study when multiple periods are considered (Hall et al,, 1968).
Recursive sets of equations are fundamental to DP; the optimal solution
can be obtained by sequentially optimizing the recursive equations. Rqefs
and Guitron (1975) explored these issues and concluded that DP is prefer-
red for most reservoir planning and operation situations. Yakowitz (1982)
provided a rather comprehensive review of the various applications of DP
models in water resource systems. Other techniques such as decomposition
or successive approximation (Turgeon, 1981; Houck and Cohon, 1978),
however, might be used jointly with LP or DP for multireservoir systems.

DP, in contrast to LP, does not have a étandard mathematical form.
Transformation of a reservoir problem into a DP model is sometimes diffi-
cult in terms of selection of state variables, or determination of recur-
sive equations, Although a ﬁP model with continuous state variables can
be in theory solved, almost all the applications are in the discrete form
for easy formulation and for convenience in coding computer programs,

The number of feasible decisions that must be evaluated within a
stage might increase tremendously with finer increments of the discrete
state variables in a DP model. Various strategies have been developed to
accelerate the recursive optimization process. For example, discrete
differential dynamic programming (DDDP) formalized by Heidari et al.
(1971) is an "iterative technique in which the recursive equation of
dynamic programming is used to search for an improved trajectory." DDDP

has been reported to be very effective in the analysis of various water

. resource system problems (Chow et al., 1975). Liebman and Lynn (1966)

earlier included this concept in the solution algorithm of a DP model for

the optimal control of water quality in the Willamette River, Oregon.
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Trott and Yeh (1973) also used the same concept as DDDP, which they calléd
incremental dynamic programming (IDP), with successive approximation to
determine the size of individual reservoir to be built in a multiheservoir
system. A nonoptimal solution might result, however, when adopting the
DDDP technique (Turgeon, 1982). Nopmongcol and Askew (1976) proposed a
modified version of IDP, named multilevel incremental dynamic programming
(MIDP), which was claimed to handle IDP better in searching for the global
optimum. It should be noted that none of the abovementioned modified
approaches is very useful within the stochastic DP framework in that they
are deterministic models; and a sequence of known flows must be specified.

Beside LP and DP, other techniques also exist for reservoir model-
ing. Windsor (1977) presented a mixed integer linear programming model
for the capacity expansion of power plants in a pumped-storage system.
The integer variables were used for describing the possible discrete
states of installation of future power generation facilities. Martin
(1983) made successive linear approximations to a nonlinear multireservoir
system and used an efficient network solution algorithm throughout the
course of optimization., Sigvaldason (1976) also adopted the out-of-kilter
algorithm (Ford and Fulkerson, 1962) for deriving the optimal release
schedules for a 48-reservoir network in the Trent River system in Ontario,
Canada. Kleme¥ (1979) developed a unique "stretched thread" method based
on the concept of mass curve of streamflows. He claimed that in some
occasions the proposed method is computationally more efficient than
either the LP or the DP formulations,

Selection of a mathematical model for reservoir study requires

careful judgment from a modeler. The efficiency of the solution algorithm
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is only one of the many considerations that may affect the modeling
results. The quality of data used in mathematical programming models is
as important as the models themsélves. Quite often the biggest challenge
to modelers is to collect the data and incorporate them into the rigid

programming framework,

2.5 Comments

Reservoir operation models have proliferated during the past two
decades, Mathematical programming techniques help identify efficiently
the best scheme among various alternative operation plans. By taking
advantage of efficient optimization procedures, system analysts are able
to incorporate more factors related to optimal reservoir controls than
they are using a conventional trial-and-error approach.

Stochasticity can be included in mathematical programming frameworks
to evaluate a reservoir system's performance under hydrologic uncertainty.
However, a tremendous data base might be required to characterize a
reservoir system properly when using stochastic models., The effectiveness
and practicality of mathematical programming models could easily be
hampered because of their size as well, The analysts should exercise
Jjudgment to utilize a model's flexibility rather than be restricted by its
rigid mathematical structure.

Determination of the proper objective function is crucial for an
optimization model to describe a decision maker's will as well as the
system's physical reality adequately. However, the definition and selec-
tion of objective fgnctions are common problems in the planning and design
of a reservoir system that are not unique to constructing optimization

models. Future socioc-economic and political changes may affect the
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optimal decisions that are based on the current reservoir operation goalé
as described by the mathematical model. Multiobjective programming
techniques (e.g. Cohon and Marks, 1975) may be useful in providing broader
insights in operation situations,

Finally, a significant reason that reservoir optimization models
are seldom implemented for real-world reservoir systems is the lack of
coordination among different groups of people with various backgrounds and
interésts. These models are restricted in that they lack multi-disciplin-
ary inputs to the model formulation (Changnon, 1985). Even if a reservoir
operatibn model could be developed, to deliver and utilize effectively the
information revealed by a model might be just as difficult as the task of

developing the model itself.
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III. EVALUATION OF STOCHASTIC PROGRAMMING MODEL

3.1 Purpose

| Stochastic programming (SP) models’are commonly used ﬁo evaluate.the
optimal expected performance of a reservoir system under steady-state
operation. Much work has been done to develop efficient solution algo-
rithms and to examine the effects of using various operation criteria and
performance measures. The modeling results might be biased, however, if
an SP model is improperly constructed.  Klemes (1977) showed that the
level of partitions of inflow and storage states could affect the accuraéf
of the expected reservoir performance. He also pointed out that to
discretize continuous variables could distort the optimal decisions, and
that the distortion might not be easily recognized. Therefore, it is
important to realize the potential shortcomings of using SP models, and to
avoid misunderstandings that may lead to erroneous conclusions about
reservoir operation.

In Section 3.3, sensitivity analysis is performed for SP models to
investigate the various causes which can result in misleading or.even
conflicting operation decisions. ‘A few selected cases are further studied
using Monte Carlo simulation to examine the consequences of following
different operation practices under hydrologic uncertainty. The findings

observed in these analyses provide useful insights for constructing an

operation model for a reservoir system based on the SP framework.

3.2 A Hypothetical Single Reservoir System
To explore the fundamental issues related to system performance for

a wide range of reservoir operation conditions, a hypothetical single
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reservoir system was used, This hypothetical system was configured so
that both the physical characteristics and the inflow-storage relationship
are reasonably close to reality and analogous to those of Lake Shel by~
ville, Illinois, which is considered for the case study in Chapter 4.
Throughout thé sensitivity analysis the values of system components as
well as the inflow characteristics are varied within appropriate ranges to
combare the system's response under different model settings and operation

requirements.

3.2.1 Definitions

3.2.1.1 Storage State

Let S, be the active storage capacity of a single reservoir to
regulate outflow release., The storage space which cannot be utilized
freely, such as the dead storage or the conservation storage for water

supply and navigation usages, is not considered as part of the active

storage. For explicit stochastic programming the active storage is dis-
cretized to represent the finite number of possible storage states for
reservoir control.

Kleme¥ (1977) summarized two distinct methods for dividing the
storage space based on several earlier studies conducted by other resear-
chers (Savarenskiy, 1940; Moran, 1954; Venetis, 1969; and Doran, 1975).
Figure 3.1 illustrates the difference between the two ways for defining
storage states. The first scheme (Savarenskiy, 1940; and Doran, 1975)
treats each of the equally divided zones of S, as a state interval with
increment AS; the corresponding storage level is defined at the center of
this interval and called the state mark. In addition, both ends of the

active storage, denoting respectively the full and the empty states, are
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Figure 3.1 , )
Defining Discrete Storage States.
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defined separately with zero state intervals. Thus, the discrete storage
states can be defined by: Sy = 0; Sj = (i - 3/2)AS, for 2 < i < I-1; and
Sy = (I - 2)AS = Sg. In the second scheme (Moran, 1954), the state
boundaries and the state marks are interchanged in position as compared

to those of the first scheme. That is, the state marks are defined at the
boundarieé of the equally divided storage zones in the first scheme; and
the midpoints of these storage zones are reversely treated as the bound-
aries of the corresponding storage states. The only two exceptions are
the full and the empty states with their respective state marks residing
on one side of the state boundaries. As a result, the storage states are
defined by: S; = 0 and Sj = (3 - s, for 2 < § £ J-1, and J = I-1 if the
AS's are equal in both cases.

Because of its definition, Moran's scheme tends to overestimate the
probabilities of both emptiness and fullness of the storage states (Doran,
1975; and Kleme8, 1977). It should be realized that the severity of this
overestimation depends not only upon the way that the storage state is
defined but also upon its relationship to the inflow volumes. From the
analysis by Kleme’ (1977), it can be concluded that as long as the storage
increment AS is significantly less than the total range of possible inflow
volumes, the distortion in probability estimation of strict emptiness and
fullness caused by storage discretization would be minimal in SP modeling.

The release policy also could have certain impacts on how the
storage states might vary from period to period. Both Doran's and KlemeSl'
studies examined the consequences of improper discretization schemes for
storage states based on simple release policies. Such policies include

the "standard policy" which dictates a constant release and the policy in
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which release is a function of either the initial storage or the mean
inflow volume. None of the above policies conforms to the general SP
framework in which the optimal release policy is a function of both the
initial storage and the stochastic inflow., Because of the possible
transitions of inflow states between successive periods, the storage state
is unlikely to be trapped in either the empty or the full states given a
reasonably sized active storage space. Thus, care should be exercised
before Doran's and Klemes' findings can be generalized to typical SP
models,

Finally, a real reservoir system can be regarded as being in an
unsatisfactory state far before the storage reaches strict emptiness or
fullness. Therefore, for practical reasons the emphasis on accurate
probability estimation of strict emptiness and fullness might not be as
crucial as that of proper definition of threshold storage levels which
differentiate the satisfactory states from the unsatisfactory states in
reservoir operations, In the subsequent analysis, the Savarenskiy-Doran
scheme is adopted for its overall consistent representation of storage

states in the center of respective storage zones.

3.2.1.2 Inflow State

Some special features are uniquely associated with the partition of
the inflow variable as opposed to that of the storage variable, First,
the range of an inflow distribution is hard to determine. Second, inflow
distributions tend to be skewed; and the probabilities of normal inflow
states are usually much greater than those of the extreme inflow states.
Finally, an inflow distribution varies periodically in time. Thus, the

partition of inflow states needs special attention for each month or
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season of a year in the discrete SP model. It is beyond the scope of this
study to investigate which inflow distribution might be the most appropri-
ate to use; rather, the emphasis is placed upon the different partition
precisions that could affect the modeling results. Therefore, the follow-
ing assumptions are made in order to proceed with the analysis.

The lognormal distribution is used for inflows in the hypothetical
system because it can represent diverse distribution patterns of the
inflows and is easy to manipulate mathematically. Unless otherwise
specified, the lower bound of the inflow distribution is assumed to be
zero. The upper bound is defined to be the probable maximum inflow (PMI)
which could be derived from the probable maximum precipitation (PMP)
(Stallings et al., 1986) in a river basin (Singh, 1977). Since an upper
bound is specified, the inflow distribution is actually "truncated" at the
upper end, The original probability mass beyond the upper bound is then
redistributed within the feasible range in proportion to the likelihoods
of occurrence of individual inflow events so that the total probability
mass equals one for the truncated distribution.

The bounded distribution is then divided into a finite number of
inflow states as illustrated in Fig. 3.2. The discrete inflow state or
state mark is defined at the center of each inflow zone or state interval.
The probability of each inflow state is integrated through the correspond-
ing inflow zone, and is assumed to be concentrated at the discrete inflow
state. Therefore, the inflow states are defined by Qp = (m - 1/2)AQ, for

PMI. The correspond-

1 <m< M; and AQ is the state increment with MAQ

ing steady-state probabilities are PQy, for 1 < m < M.

(e
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Figure 3.2 Definition of Inflow States with the Corresponding Steady
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It should be noted that inflows, unlike storage, are products of tﬁe
natural complex hydrologic processes, which cannot be controlled at exact
discrete levels. Thus, an inflow state used in an SP model essentially
represents a range of inflow amounts within +1/2AQ deviations from the
discrete state value. At each period t, the relationship between the

natural inflow ét and the discrete model inflow Qut can be expressed as

Qu = Qut + 8¢ (3.1)

where -1/2AQ < 8¢ < 1/2AQ is the possible inflow deviation. According to

the mass balance law, the release in each period is defined by
Rimjt = Sit * Qut ~ Sj,t+1 ' (3.2)

where Rijpjt 1s the release volume; Sjy and Sj t+1 are the initial and the
final storages, respectively; and the losses are neglected. While Eq. 3.2
is used in the model, the actual release ﬁt should be modified according

to Eq. 3.1 as
Rimjt = Sit * (dt = 8¢) - Sj,t+1 (3.3)
and ﬁt = Rimjt + 8¢ = Sj¢ * at - Sj,t+1 (3.4)

Equation 3.4 indicates that the actual release differs from the
model release by the same amount as the difference between the actual and
the model inflows if the discrete selection on storage state is strictly
followed. Thus, it is possible that ﬁt may actually violate the allowable
release limits while Rjpj¢ 18 still within the desirable release range. A
practical resolution might be to restrict ﬁt from violating any release

limit, and to displace §¢ to the final storage Sj t+1 which could be
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gradually adjusted back to one of the discrete states in the subsequent
operation periods. In case that Sj t4+1 would also violate the storage
constraints when absorbing 8¢, a decision must be made to weigh the
relative severities of release andistorage violations for a given
reservoir system,

The above observation distinguishes between the implicit assumptions
associated with the inflow and the storage states in discrete SP models.
More discussion of the inflow and storage partitions is given in the

sensitivity analyses in Sec. 3.3.2.

3.2.1.3 Markov Transition Probability Matrix

The Markov process model is widely used in engineering practice to
describe natural time series. It is a conceptual model which assumes that
the states of a system are governed by the previous states through certain
probability laws. The transition probabilities which dictate the likeli-
hood of transition from one state to another can be estimated in two ways
depending upon the model structure and the amount of information avail-
able. They can be calculated directly ffom the historical data>by group-
ing these data into the corresponding discrete state transitions. The
relative frequencies of these mutually exclusive events can then be used
to compute the probabilities of changing from one specific state to each
of the possible states in the subsequent period. This empirical method is
only feasible when the historical data base is large enough to
characterize the whole spectrum of transition probabilities properly.
Unfortunately, real'hydrologic data bases used in water resource systems

studies are rarely sufficiently large.

29



The second way to estimate the transition probability matrix is to
use an analytical method (Wang and Adams, 1986), Let ét and 5t+1 be the
continuous inflow variables in successive periods; and Qut and Qp t+1 be
the corresponding inflows in the discrete domain, which represents the
transition from a state m in period t to a state n in period t+1. The
probability of this joint event Qpt and Qp, t+1 occurring can be expressed

as

t ) = u ) = u
Pon = PPob(Q o g € Q. <@y | < Qg <)
prob(Q2 < Q ¢ QY and Q¥ < @, < Q%)
- nptrl bl bl - me___t____mtl (3.5)
B [ ~ u )
prob(Q < Q, < Q)

where the superscripts u and £ denote the upper and the lower boundaries
of the discrete inflow states Qut and Qn t+1, respectively. When written
explicitly in terms of the cumulative distribution functions, Eq. 3.5 is

equivalent to

v
P;n - -t (3.6)
L
b, o1 %, nee1) ft, t+1(th’Qn g
') u 9,
Ft,t+1(th'Qn,t+1) + t t+1(Q n,t+1) (3.6a)
u )
bo = F@Qp) - F Q) (3.6b)

where Ft,t+1(Qtht+1) and F¢(Q¢) denote respectively the joint and the
marginal inflow distributions. As long as the probability density func-
tions can be mathematically defined, Pﬁn can be calculated readily by

performing numerical integration over the desired range of inflow volumes.
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To use the analytical method effectively, ordinary inflows need to

be modified so that the bivariate distribution function in Eq. 3.6a can be

easily obtained and evaluated. Usually, the inflow variable Q is trans-

formed into the standard normal vaﬁiate Z by a certain transformation
function, Z = 2(5), to répresent more accurately the correlation structure
of the flow variables (Stedinger, 1980). 1In this study, a logarithmic
transformation is adopted to convert the natural inflows. As a result,

the transition probability Pgn can be calculated in the normal space as

]
L
Pan = Uy (3.7)
_ u _u ' _ u
U3 = G b1 neZn eer?) 7 G et e o Zn,eer)
-G (z* 7% ) + G 7 ) (3.7a)
t,t+1 "mt’"n,t+1 t,t+1 "mt’ "n,t+1 '
u oy o )
= G (20 - G 2h) (3.70)

where Gt t+1(Z¢,2¢+1) and G¢(Zy) are the joint and the marginal normal

distributions of the transformed inflows, with zU = z(QY) and z% = z(Q%).
By specifying the upper limits of the two‘variables, the bivariate normal
distribution can readily be calculated. Because a truncated distribution

is assumed for this study, a final normalization scheme defined by

t
£ Pmn
(Ppn) = B for allm & ¢t (3.8)
t
T P
mn
n=1
N ‘
is required to assure that I (Pp,)' = 1.
n=1

The Markov transition probability matrix is model-dependent, as an

underlying stochastic process is assumed for the historical inflow series.
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Therefore, using the analytical method outlined above does not imply that
more hydrologic information, in terms of the state-to-state transitions,
can be extracted from the historical record. Rather, it only provides a
proper working basis to derive the transition probabilities under the
Markov aésumption. In the following derivation, Pén is indisputably used
in piace of (Pgn)' for representing normalized transition probabiliﬁies

to simplify the mathematical form of an SP model.

3.2.2 Optimization by Stochastic Dynamic Programming

3.2.2.1 Model Formulation

Consider the control of a single reservoir system in which a year is
divided into a finite number of operation periods. For each period t, let
Sit be the initial storage level at state i, and Qpt be the inflow volume
of state m, The final storage level is to be determined so that the best
long-term system performance can be expected, given the current inflow and
storage conditions.

Assuming that the reservoir ends operation at period t = T in some
year in the future, define fg(i,m) as the total expected value of system
performance with t periods to go, including the current period. Thus,

T = T-t+1. Let Bjpjt be the value of system performance associated with
Sit, Qpt, and a final storage volume Sj t+q. Then with only one period
remaining,

f%(i,m) = maximum (BjpjT) for all i,m; j feasible  (3.9)
J

which simply selects the largest Biij value for all the feasible j's.
With two periods remaining, the maximum expected system performance can be

determined by
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f%_1(i,m) = maximum [Bi,m,j,T-1 + ZP%?f‘r}(j,n)]
J n
for all i,m; j feasible (3.10)

where PE;1 is the transition probability of inflow states from Qp, T-1 to
Qn,T. Because the outcome of inflow state Qpn,T is uncertain when looking
forward from period T-1, the system performance in period T should be
weighted by the possible transitions from Qm,T—1it° all Qn,T's- Thus,
f%_1(i,m) defines the best expected performance in the final two periods
for each pair of Sj 7-1 and Qp T-1-

Equation 3.10 can be generalized for any period t, with t periods
remaining, by the same recursive relationship as

fe(i,m) = maximum [(Bimjt * ZPénfEI}(j,n)]

n

J
for all i,m,t; j feasible (3.11)

Along the backward optimization procedure, not only can the function
fg(i,m) be evaluated, but also the corresponding storage decision j =
Jli,m,t) is determined. If Bimjt and Pén do not change for the same
period from year to year; and T is selected to be long enough, the optimal
storage decisions will be invariant for the same period in a year (Ross,
1970). In that case, the steady-state operation policies have been found,
and the backward optimization procedure can be terminated.

After the optimal policy for the final storage is determined, the
related optimal release Rimjt can be determined by Eq. 3.2. Under a
steady-state condition, the joint probability of Rimjtv denoted by PRimjt:
will be zero for nonoptimal policies. Loucks et al. (1981, p. 326) showed
that the PRimjt values can be calculated by solving the following linear

simultaneous equations
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PRi,n,k,t+1 = I I PRipjtPin for all j,n,t (3.12)
i=1 m=1
k=k(J,n,t+1) j=j(i,m,t)
I M
and I I PRipgjt = 1 for all t (3.13)
i=1 m=1

One equation in Eq. 3.12 for each time period is redundant; thus after
eliminating the redundant equations the number of equations in Egs. 3.12
and 3.13 equals the number of the unknowns.

The total number of unknowns in these equations equals the product
of the numbers of the storage states, the inflow states, and the time
periods in a year. Thus, the size of the solution matrix may become
enormous when many states and time periods are considered. Rather than
trying-to solve for the PRimjt'S directly, the successive substitution
method is recommended. That is, an arbitrary distribution for PRjpj1 is
assumed and substituted into Eq. 3.12 to calculate PRjpkp. Then, the same
process is repeated for the subsequent periods until the PRimjt'S converge
to the steady-state probabilities. The advantage of using successive
substitution is that it involves only simple arithmetic operations with a
much smaller matrix structure. Furthermore, the rate of convergence is
generally very efficient so that only the PRimjt's in first few periods
need to be recalculated.

After the steady-state probabilities are obtained, the expected

annual syStem performance can be calculated by

T I Mg
Expected Annual Performance = © I I BjipjtPRimjt (3.14)
t=1 i=1 m=1
J=3(i,m,t)
34
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in which T now denotes the number of operation periods in a year, and Mg

is the total number of inflow states for period t, t=t,...,T.

3.2.2.2 Model vs. Reality

In a typical stochastic programming model, the system performénce is
usually assumed to be a function of either the release or the storage, or
both, However, the optimal release calculated from the mass balance
equation in an SP model does not really prescribe how this amount of
outflow would be regulated within that operation period. Ideally, there
could be two extreme schemes in controlling the storage and the release.
For the first scheme, depicted in Fig. 3.3(a), the storage is varied at
a constant rate, and the release rate r will fluctuate with the inflow
rate q on a real-time operation basis. The fixed difference of q and r
equals the rate of change in storage. In the second scheme, illustrated
by Fig. 3.3(b), the release is held constant whenever possible, and the
storage level will fluctuate as a result of the uniform release. Both
schemes are based on the assumption that the total inflow volume is
predicted accurately in the beginning of an operation period.

However, a real reservoir system is likely to be regulated between
these two extremes, as an operator must respond to the constantly changing
inflow situations. For example, the water level as a function of the
storage state affects directly the various recreational and agricultural
activities related to a reservoir. Therefore, it is desirable to control
the storage stage according to the optimal rule with minimum fluctuations
in an operation period. Meanwhile, it is also important to prevent

abrupt changes of the storage level to avoid potential erosion along the
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Figure 3.3 Comparison of Two Extreme Reservoir Regulation Schemes Based
on the Same Discrete Policy: (a) Constant Rate of Changing
from Initial Storage State to Final Storage State, and (b)
Constant Release Rate.
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reservoir banks., Thus, both the total storage volume and its changing
rate are important in evaluating the reservoir performance.

Equally crucial is the protection of downstream floodplains, which
depends largely upon the release rate from the upstream reservoir. The
total release volume over a long period usually would not have great
impact on flooding which is a relatively short-term phenomenon. However,
for meeting water supply, irrigation, and sometimes hydropower production
demands under persisting drought conditions, the total amount of water
available for these purposes becomes a determining factor.

In SP modeling for steady-state reservoir operations, no explicit
relationship is considered between the inflow variation and the total
inflow volume for each operation period. Without perfect inflow informa-
tion, SP models certainly depart from reality. As the discrete time
interval is decreased, the discrepancy between model and reality maybe
expected to diminish, However, for models with a longer operation period,

the performance functions should be carefully selected.

3.3 Sensitivity Analysis

It has been observed in the previous sections that quite a few
uncerﬁainties as well as difficulties could exist in building a typical SP
model for reservoir operation. In the following sections, sensitivity
analyses are conducted for a wide variety of system conditions which can
be characterized by the ratio of reservoir capacity to the mean annual
inflow volume, the variations of inflows within and across the seasons,
and the performancevmeasures for system operation, Some unique features

of SP modeling are demonstrated; and the optimal results discussed.
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3.3.1 Basic Syatem Setup

Given a fixed mean annual inflow volume aa of 50*, the hypothetical
reservoir is assumed to have one of the three distinct active storage
capacities S, of 25, 50, and 100. They represent three values of the
storage ratio a of 0.5, 1, and 2, which provide different levels of inflow
control. A year is divided into four operation periods to reflect the
seasonal variation of the inflows, and hence its influence on the intra-
period release and storage regulations. The mean seasonal inflows ad, for
d =1, 2, 3, and 4, are chosen to be 2.5, 12.5, 22.5, and 12.5,
respectively, with the corresponding upper bounds of inflow volumes being
105d. Both the correlation coefficient pq and the coefficient of vari-
ation vq are assumed to be constants for the four seasons with values of
0.5 and 1.0, respectively., The relative magnitudes of the above inflow
statistics were selected to resemble typical hydrologic conditions in
central Illinois. Both py and vy were varied to cover a much wider range
of inflow situations. Assuming the inflows are characterized by the trun-
cated lognormal distribution, the transition probability matrix can be
estimated using these inflow statistics and the analytical method describ-
ed in Section 3.2.1.3. Values of the above parameters and statistics are
summarized in Table 3.1.

To begin the study, only the single objective of downstream flood
protection is considered. Later, a second objective of hydropower
generation is added to demonstrate the tradeoffs between these two

*¥ Note: Since the only significance of numerical values is their relative
values, no unit will be given3 Both storage and inflow are in
the same volumetric unit of L~.
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Table 3.1 Values of Parameters and Performahce Functions Used for the
Hypothetical Reservoir System and for the Corresponding
Sensitivity Analysis of SP Models.

Category valuet Comment
Reservoir Characteristics:
a. Active Storage Capacity, Sg 25,50,100
Inflow Statistics: _ -
a. Mean Annual Inflow Volume, Qg _ 50 (Sg/Q3=0.5,1,2)
b. Mean Seasonal Inflow Volumes, Qq 2.5 truncated
Q 12:5 lognormal
Q 22.5 distribution
Qé 12.5
¢. Maximum Seasonal Inflows, Q4,max 10Qqg d =1,2,3,4
d. Variation of Inflows: »
1. Correlation Coefficient, pq,d+i 0.3,0.5:,0.7 * typical
2. Coefficient of Variation, vqg 0.5,1.07,1.5 values
Partitions of States:
a. Number of Inflow States, NQ 5,10,20
b. Number of Storage States, NS h,7,12,22 including two

Performance Evaluation (Objectives):
a. Flood Damage,

b. Hydropower Production,

(R¢=30)8, Ry>30
0 Rt <30

K{Ry,[(Sg+Sg41)/210-5)

extreme states
of strict empt-
iness and full-
ness

B = 0.5,1,2

K{ , }:
hydropower
production

as a function
of R¢,. S¢, and
St+1

# Storage and inflow are in commensurate volumetric units; flood damage
and hydropower production are simplified measures of dollars and

KW-hrs, respectively.
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distinct objectives for different release decisions. For the flood
protection objective it is assumed that based on a separate study of the
downstream channel capacity, the maximum allowable release, when dis-
charged uniformly from the reservoir, is limited to 30 in each period,
Beyond this threshold value, the release would cause damages to the
downstream riparian areas., A simplified cost index is used in the SP
model to measure flood damages. A "damage cost" of (Rt-30)8 will be
induced whenever a release Rt exceeds the allowable limit, while no damage
will be recorded if Rt is less than or equal to 30. B is selected to be
0.5, 1, and 2, respectively, to encompass the possible ways that the
damage function may be defined (i.e., it may be concave, linear, or
convex). The value of B will directly affect the optimal control policies
as to how much the current system situation is weighted against future

inflow and storage conditions.

3.3.2 Partitions of Inflow and Storage States

In the theoretical development of SP models, the increment values of
the inflow and the storage states AQ and AS are commonly set equal to each
other., For real reservoir systems, however, it is difficult to define the
inflow and the storage states with exactly the same increment values.
Hence it is considered appropriate in real studies for AQ and AS to be
chosen with roughly the same magnitude in real studies. Under some
circumstances, to set AQ and AS approximately equal in value would lead to
a large number of storage states if the total storage space is much larger
than the normal inflow volume within an operation period. Besides, in
order to reduce the probable errors and distortions caused by discretiza-

tion, the inflow and the storage states could be conservatively chosen so
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that the number of states might be much more than needed to characterize
the system performance. There are some criteria developed from theoreti-
cal studies (Doran, 1975; and Kleme%, 1977) to determine the least number
required for discretizing the inflbw as well as the storage in a SP model.
However, these rules simply identify the upper bounds for the numbers of
states which assure stable optimal results, and sometimes these numbers
may result in a very large SP model that is computationally impractical to
solve,

Similar arguments can be applied to the partition of inflows in
different seasons. The inflows usually exhibit seasonal variation, and
the range of the inflow distribution for the wet season can Be much
broader than that of the dry season. Thus, an inflow partition which is
considered appropriate for the wet season inflow may be too coarse for the
dry season inflow if the same increment is used.

For typical SP models, the system performance would be evaluated at
discrete states of either the inflow or the storage. Thus, as long as the
performance measures and the resulting optimal solutions can be well
represented by the selected discrete states, there seems to be no specific
reason why the inflow partition cannot be varied from season to season and
different from the partition of storage states. 1In the following
analysis, an experiment is designed to test the significance of partitions
of both the inflow and the storage states on the modeling results,

The basic setting defined in Section 3.3.1 is adopted for the
hypothetical reservoir system. The inflow of each season is divided into
NQ = 5, 10, and 20 states to represent different levels of precision with

discretization. The storage is partitioned into NS = 4, 7, 12, and 22
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states, with each set including the two extreme states of strictly empty
and strictly full reservoirs with zero state interval. An optimization
model is formulated and solved using stochastic dynamic programming to
minimize the expected annual flood damage. The expected system
performance can be evaluated using Eq. 3.14 for each combination of

NS and NQ, for varioﬁs active storage to mean annual inflow ratios Sc/aa,
and for different values of the exponent B of the damage function. The
results of a number of tests incorporating these variations are summarized

graphically in Figs. 3.”—3.6, and discussed in the following sections.

3.3.2.1 Effects on Expected Performance

Despite the distinct measures of the flood damage, namely the
concave function with g = 0.5, the linear function with g = 1, and the
convex function with B = 2, the patterns of convergence of the expected
damage as a result of finer partitions of state variables are very similar
in general, as described in the following paragraph. In addition, for
most combinations of NS and NQ, AS and AQ are not set exactly equal, and
sometimes differ in value by more than an order of magnitude. Neverthe-
less, the general trend of convergence of the expected flood damage is not
significantly distorted by the difference between AS and AQ. The follow-
ing observations and comments are considered applicable for a wide variety
of performance measures taking the form of (R¢ - 30)B, for Ry > 30.

The expected damage as a function of the number of storage states NS
quickly levels off as NS increases, This indicates that the optimal deci-
sions, represented by the discrete values of the final storage, become
stabilized as NS increases, and eventually would converge to the true

continuous optimal decision values as the increment size gets smaller,
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For NS > 12 and NQ > 10, the change in damage index becomes negligible
when considering the probable uncertainties involved in choosing the right
performance function as well as obtaining accurate hydrologic models.

The significance of partitions depends upon the storage capacity as
well, For Sc/aa = 0.5, the active storage space (S, = 25) is barely
greater than the mean inflow volume of the wet season (5a = 22.5).

Since the damages are mostly concentrated in the wet season, the inflow
variation within that period, with relatively little storage space
available, would more likely contribute to the downstream flooding than
that of any other season. Hence, it would be more critical to discretize
the wet season inflows properly than the storage variable. This effect is
illustrated in Figs. 3.4-3.6 by comparing the rates of convergence in
performance evaluation for the group of curves associated with Sc/aa =
0.5. Increasing NS would not improve the damage estimation significantly,
while NQ needs to be greater than or equal to 10 to converge closely to a
stable and correct solution. For larger storage ratios, the inflow
variation would most likely cause storage fluctuations in the reservoir
for each operation period. As a result, for representing the proper
transitions between the storage states, the partition of storage variables
would be more crucial than that of inflows., It should be noted that if
the number of periods considered in a year is increased, the possible
amount of inflow entering the reservoir in each period will be decreased;
consequently, the partition of inflows will become less important than
that of the storage.

Because of the seasonal variation of inflows, the majority of flood

damages would be induced in the wet season. Therefore, more emphasis
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should be placed on the partitions of wet season inflows than on those of
dry season inflows. For example, when NQ = 10, the flow increment for
period three is 22.5, while the probable maximum inflow in period one is
only 25. It was found that the expected damage was essentially unchanged
if many fewer inflow states were considered for the dry season, given the
same increment of discrete inflows in the wet season. Thus, it seems
unnecessary to divide the dry season inflows into excessively fine incre-
ments to improve drastically the estimation of the expected system per-
formance.

When only a few inflow and storage states are considered, results
that seem conflicting might occur. For example, with NS = 4, the expected

annual flood damage was calculated to be larger for Sc/éa 2 than for

Sc/éa = 1 for all B's considered (except for B = 2 and NQ = 5). This is
clearly contradictory to the intuitive understanding that a larger reser-
voir storage capacity should provide better protection against flooding.
The result computed is mainly caused by the different precisions associat-
ed with the storage states. A storage increment of 25 is used in Sc/aa

= 1, compared to an increment of 50 in Sc/aa = 2, The misleading damage
evaluation for Sc/aa =2, NS =7, NQ =5, and 8 = 1, as revealed in Fig.
3.5(a), might not be easily recognized if no sensitivity analysis of the
state partitions was conducted. Therefore, it would be quite risky to use

an SP model in any preliminary study to screen out inferior alternatives

when only a few inflow and storage states were considered.

3.3.2.2 Effects on Optimal Decisions

Although the system performance as expressed by the expected flood

damage offers a direct way to evaluate the appropriateness of state
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partitions, it does not indicate whether the optimal decisions are proper-
ly represented by the discrete solutions. Figure 3.7 shows the typical
trend of convergence of the optimal discrete solutions for increasing
numbers of inflow and storage states. The discrete solutions would
gradually approach a hyperplane representing the continuous decisions in
3-dimensional space. For the example case in which only flood control

is considered, the decision seems approximately linear as revealed by Fig.
3.7(a). However, the optimal decisions in Fig. 3.7(b, c¢) with finer state
increments begin to exhibit some nonlinearities. Such nonlinearities
imply that a unique discrete optimal policy can not be determined simply
based on the total volume of the initial storage and the current inflow.
This is because there is a unique steady-state probability PR} jmt associ-
ated with each pair of Sjt and Qpt, and the resulting optimal release
decision depends not only on the absolute flood damage measure, but also
on the chance for this event to occur., Reliability programming models
mentioned in Sec. 2.3 might not capture this nonlinear feature in the
optimal decision space since a linear decision rule (LDR) would usually be
implied (Loucks, 1970).

For real applications where problem solution is subject to time and
budget constraints, it is usually impractical to repeat the same SP ﬁodel
for various precisions of the state partitions in order to assure that
proper results are obtained. However, it is possible to examine whether
the discrete optimal solutions comply with the criteria for measuring the
system performance. In Fig. 3.8 the optimal decisions are represented by
the release Ry. Since Rt is directly related to the downstream flooding

and is used to compute the corresponding damage, a transition on the
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Optimal Discrete Decisions in Final Storage, S,,,

@)

54
[T 1]
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St+1 NS 22

Figure 3.7 Illustration of the Optimal Discrete Decisions Expressed in
the Final Storage States, Sg4+1, for Different Partitions of
Inflow and Storage States; for S, = 100, 8 = 2, and t = 2.
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‘Optimal Discrete Decisions in Release, R;

NS = 12
NQ = 10

Figure 3.8 1Illustration of the Optimal Discrete Decisions Expressed in
Release, Ry, for NS = 12, NQ = 10, S, = 100, B =2, and t = 2.
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hyperplane describing the optimal decision set should be expected to
exist to represent the threshold value (Ry = 30) distinguishing the situ-
ations with or without flooding. That boundary can be observed in Fig.
3.8 near Ry = 30. This picture shows that consistent decisions would Be
made to keep excessive inflows inside the reservoir to protect against
downstream flooding. Therefore, it is believed that as long as the
correspondence between the optimal policies and the governing criteria for
reservoir control can be demonstrated unambiguocusly by the optimal
discrete solutions, the partitions of the states should be appropriate,
On the other hand, for models with complicated performance functions or
many distinct objectives, this relationship might not be easily observed

with crude discretization of the states.

3.3.3 Errors in Hydrologic Parameter Estimation
Because stochastic programming models include probabilistic features
of the natural hydrologic time series in the optimization procedure,
errors from parameter estimation for the inflow distributions, and hence
errors in the Markov traﬁsition probability matrices, may affect the
evaluation of expected system performance as well as final optimal deci-
sions, The statistics commonly used to characterize a hydrologic time
series are the mean, the standard error, the skew coefficient, and the
serial correlation p between inflows in successive time periods. For
lognormally distributed random variables, the skew coefficient is a
function solely of the coefficient of variation, v, defined by the ratio
of the standard error to the mean (Haan, 1977). Since for the
hypothetical reservoir system the inflows are assumed approximately

lognormal (although truncated at Qg4 = 105d), the uncertainty associated
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with the skew coefficient is not considered separately. In addition,
inflow variations within each season are represented by the coefficient of
variation to reduce the humber of parameter values considered in the
following sensitivity analysis. |

For each combination of the storage capacity and the damage function
considered, the SP model for the hypothetical system was solved for v =
0.5, 1.0, 1.5, and for p = 0.3, 0.5, 0.7, using NS = 12 and NQ = 10. It
is believed that these ranges for v and p encompass the hydrologic condi-
tions for most real watersheds in the U.S with patterns of seasonal inflow
variation similar to that of the hypothetical system. The results are
illustrated in Fig. 3.9. It can be observed that as either v or p changes
from one extreme value to the other, the resulting estimate of the expect-
ed damage cost can vary over several orders of magnitude. Through the
following regression analysis, the tremendous errors likely to be incurred
in damage estimation are presented and discussed.

Let the expected damage in Fig. 3.9 be a function of both v and p,
for a given combination of S, and g. The continuous damage hyperplane may
be approximated by performing multiple regression on the discrete points
represented by the nine combinations of v and p. Assume that the regres-

sion hyperplane can be described by a second-order polynomial as
Y = ag + agv + azp + azv? + ayp? + agwp (3.15)

in which Y is the expected damage from the SP model; and the ag, d =
0, 1, ...5, are the estimated coefficients from regression. To measure
the relative sensitivity of Y due to a small change in either v or p, take

the partial derivatives of Y with respect to v and p separately. After
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normalization, the following equations can be obtained:

TauvT| = (21 * 2a3v v asp) =y (3.16)
Y=Y(v,p)

oY/Y

_5575— =A(?2A+ 2aup + a5\)) "5- (3.17)
Y=Y(v,p)

Equations 3.16 and 3.17 thus represent the percentage changes of the
expected flood damage as a result of the percentage errors involved in
estimating v and p. Numerical results are summarized in Table 3.2 for
different S, and 8 values, all evaluated at v = 1.0 and p = 0.5.

The second-order polynomial regression equation for the expected
damage Y, Eq. 3.15, proved to be adequate as can be shown by the value of
the percentage explanation by the regression equation in the last column
of Table 3.2, It also demonstrates that, regardless of the damage func-
tion used, the sensitivity of the expected flood damage depends more on
the uncertainty of the variation of inflows within each period than on the
serial correlation between the inflows in successive operation periods.
For a storage ratio of 2.0 (S, = 100, éa = 50), the correlation coeffi-
cient would contribute an error of roughly the same value in percentage to
that in damage estimation., However, for small storage capacities, the
influence of accurate serial correlations quickly becomes negligible,

With little or no storage space available for the incoming floods, the
expected system performance would depend more upon the steady-state
probability of a hydrologic event than upon the conditional probability of
the previous event. . Therefore, the error of the serial correlation
between the seasonal inflows would have minimum effects on the evaluation

of expected system performance.
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Table 3.2

Relative Sensitivity of Annual Expected Flood Damage due to
Errors in Estimating the Coefficient of Variation v and the
Correlation Coefficient p, Evaluated at v = 1,0 and p = 0.5,
and NS = 12 and NQ = 10,

Storage Damage Y/ Y oY/Y Percentage
Capacity, Funetion = ====== = —=—=-- Explanation
Index, v/ v ap/p By
Se B Regression
Equation
100 2.0 3.53 1.23 98. 81
100 1.0 3.2 1.23 99,20
100 0.5 3.14 1.02 99.52
50 2.0 3.23 0.57 99, 81
50 1.0 2.89 0.62 _ . 99.88
50 0.5 2.72 0.50 99,97
25 2.0 2.93 0.14 99.99
25 1.0 2.61 0.20 99.99
25 0.5 2.29 0.12 99,93

Y = ag + aqv + apgp + a3v2 + aqu + agvp

= (a1 + 2a3v + asp) —%-
Y=¥(9,p)

0.5

holB)
]

1.0,

<>
"

= (ap + 2ayp + a5v) ‘g‘
Y=1(9,p)
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The coefficient of variation v measures the relative dispersion of
the inflows with respect to its mean., Therefore, errors in estimating v
would alter the chance of occurrence of the extreme events. These extreme
events, in turn, would affect the calculation of the expected system
performance (Eq. 3.14), This explains why v consistently affects the
accuracy of the expected damage estimation no matter what storage ratio or
damage function might be used. The importance of accurate estimation of
the serial correlations of a hydrologic time series has been noticed and
verified in many reservoir studies, while the influence associated with
the variation of inflows on the system performance were generally less
discussed. The numerical evidence in Table 3.2 highlights the relative
importance of the two hydrologic parameters for estimating the expected
system performance. Other combinations of v and p values were evaluated
as well; they demonstrated results similar to those shown in Table 3.2 and
are not discussed further.

Care should be exercised, however, in generalizing the above asser-
tions. For the hypothetical reservoir system, the flood damage was the
only index for evaluating the system performance. For a system where the
major portion of the expected performance occurs for the normal inflow
conditions, e.g., the benefits from water supply, irrigation, and hydro-
power production, the influence of both v and p might not be as signifi-
cant as that of a reservoir system with flood protection as the only

objective.

3.3.4 Effects of Performance Evaluation Function
Another major source of uncertainty in SP modeling besides the

probable hydrologic errors is the functions used to evaluate the expected
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performance of a reservoir system. Many factors might contribute to
errors in measuring the system performance, which involve the interpreta-
tion of the socio-economic goals, the weighting scheme between different
objectives, or the uncertainty in future development of the river basin.
It has been observed previously from Fig. 3.9 that tremendous uncertainty
could exist in evaluating the expected flood damage when the error of the
damage function, i.e., the error of g, is large. Therefore, it is impor-
tant to examine the relative sensitivity of the expected damage due to
errors from the damage evaluation function.

Let the expected damage in Fig. 3.9 be a function of B, and be

expressed by a power function of the following form:

2
Y = cg + cq18° (3.18)

in which Y is the expected flood damage, and cg, ¢y, and cp are the
coefficients to be estimated. For a given set of S,, v, and p values,
only three Y's were obtained from the SP model using 8 = 2.0, 1.0, and
0.5. Therefore, the coefficients in Eq. 3.18 can be solved exactly. To
measure the sensitivity of Y from B, take the partial derivative of Y with
respect to B. After normalizing the differential by the values of Y and g

being evaluated, one obtains

R It (3.19)

Table 3.3 contains the results based on Eq. 3.19 for different S, , v, and

p values,
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Table 3.3 Relative Sensitivity of Annual Expected Flood Damage due to
Errors in Estimating the Parameter of Damage Function, for
NS = 12 and NQ = 10,

[N

————

[

_oY/Y_
. L oR/B
Storage Coefficient Correlation
Capacity, of - Coefficient, co B
Variation,
Se v 0 2.0 1.0 0.5
100 0.5 0.3 4,66 4,61 3.61 0.56
100 0.5 0.5 5.06 5.01 3.77 0.4
100 0.5 0.7 4,95 4,90 3.78 0.47
100 1.0 0.3 5.78 5.76 4,8y 0.49
100 1.0 0.5 5.70 5.68 4,82 0.54
100 1.0 0.7 5.57 5.55 4,85 0.70
100 1.5 0.3 5.92 5.91 5.07 0.53
100 1.5 0.5 5.83 5.82 5.04 0.58
100 1.5 0.7 5.85 5.84 5.10 0.62
50 0.5 0.3 5.12 5.08 3.99 0.47
50 0.5 0.5 5.09 5.04 3.79 0.40
50 0.5 0.7 4,68 4,62 3.60 0.54
50 1.0 0.3 5.93 5.91 5.00 0.48
50 1.0 0.5 5.91 5.89 5.00 0.49
50 1.0 0.7 5.78 5.76 4,95 0.59
50 1.5 0.3 6.12 6.11 5.25 0.49
50 1.5 0.5 6.09 6.08 5.24 0.51
50 1.5 0.7 6.04 6.02 5.24 0.55
25 0.5 0.3 5.00 4,89 2.96 0.22
25 0.5 0.5 4,95 4,85 3.00 0.23
25 0.5 0.7 .77 4,67 3.03 0.29
25 1.0 0.3 5.90 5.94 4,91 0.42
25 1.0 0.5 5.93 5.91 4,91 0.44
25 1.0 0.7 5.86 5.84 4,89 0.47
25 1.5 0.3 6.22 6.20 5.29 0.44
25 1.5 0.5 6.19 6.18 5.28 0.46
25 1.5 0.7 6.13 6.12 5.26 0.48
Y = co + 01602
oY/Y 0102802 . 3Y/Y --> 0 as B --> 0
------ = —mme—e-—- g = 2.0, 1.0, 0.5; ————--
3B/8B Y oB/B '=-> cpas B => @
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It is interesting to note that the general trend of the relative
sensitivity in estimating the expected damage is consistent for each
distinct damage function considered, 8 = 0.5, 1.0, 2.0, for a wide spec-
trum of Sy, v, and p values. When the quadratic function is used, an
error from B will be magnified approximately 5 to 6 times in the final
evaluation of the expected flood damage. For the linear damage function,
this error magnifying factor ranges from 3 to 5, and still affects the
evaluation of system performance to a great extent. As B is reduced
below one, the impact on Y from the error in 8 will diminish quickly. The
normalized differential in Eq. 3.19 is actually bounded by two finite
numbers. When B approaches =, cg in Eq. 3.18 becomes negligible compared
to c1Bc2, since c¢g, ¢q, and cp are positive coefficients for the 27
different cases listed in Table 3.3. This will lead to an upper bound of
¢p, for Eq. 3.19. As B approaches zero, so does Eq. 3.19. Equation 3.19,
when plotted against B, will look like an S-curve bounded by [0, c»o].

The significance of the above errors associated with B8 depends
largely upon how the expected system performance might be utilized in the
overall decision making process. For instance, if the performance func-
tion happened to be an economic measure in monetary terms (e.g. Little,
1955; and Askew, 1974a, b), the consequences due to the error in calibrat-
ing B might be very critical provided that the expected system performance
was compared to other alternative flood control schemes or used to justify
the costs of building a new dam for flood mitigation purpose. 1In some
cases, the operation rule curves for the storage or the targets for
release are presumed known for a reservoir system. The performance index

would then be represented by the penalty applied to any operation that
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deviates from the established rules or targets (e.g., Sigvaldason, 1976;
Hashimoto et al., 1982a, b; Yazicigil et al.; and Datta and Burges, 1984).
In those cases, the reservoir manager or the modeler would be more
interested in the sensitivity of the optimal decisions than the numerical
results based on the artificially selected penalty function.

The shape of the damage function, as characterized by the exponent
B, could affect the optimal decisions under certain inflow and storage
conditions. Many researchers (e.g. Kleme%, 1977; Buchanan and Bras, 1981;
Hashimoto et al. 1982a; and Datta and Burges, 1984) have discussed the
consequences of using a convex function as opposed to a concave function.
Generally, a penalty of |o|B would be attached to any deviation ¢ of
release or storage from the target. This penalty might be one-sided; only

the condition of ¢ > 0 or of ¢ < 0, but not both, is penalized. If g > 1,

the penalty increases at a greater rate than |c . Thus, to protect
against a catastrophic failure of the system it may be better to permit
small deviations from the target even when enough water or storage is
available to meet the current operation requirements. On the other hand,
if B < 1, the penalty associated with large deviation is less emphasized;
and the resulting operation decision would satisfy the current demand
whenever possible,

The above assertion would not be always applicable if different
aspects of a system's conditions were considered. The optimal policy
obtained from the combination of S, = 100, NS = 12, and NQ = 10 will be
used to illustrate certain seemingly contradictory observations based upon

the same argument about the penalty function. The optimal final storage

states, expressed as a function of the initial storage and the current
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inflow states, are graphically presented in Fig. 3.10, for the four opera-
tion seasons and for the two distinct penalty functions with B8 = 0.5 and
2.0. The two initial storage states of Sg t = 75 and Sy, ¢ = 25 are consi-
dered to reflect sufficiently the general trend in the optimal decisions
for either high or low initial storage conditions.

To utilize fully the available storage space inside a reservoir, it
is plausible to lower the storage level whenever possible without violat-
ing the release constraint, This phenomenon can be observed from Fig.
3.10. In each operation season, if the inflows are small (e.g., Q =
Q1,t), the optimal final storage level would be lower than the initial
storage level. Consequently, the release made would be largér than the
total inflow amount of this operating season. However, when the release
is near the threshold value 30, models using different B's might dictate
different release. decisions. For instance in Fig. 3.10(a) for t = 1, if
the inflow state is 3, using B = 2 would result in an optimal release of
Rt = Sy,t + Q3,t ~ Sq,t+1 =25 + 6.25 - 0 = 31.25; whereas using B = 0.5
would yield Ry = Sy ¢ + Q3 t *+ Sp g+1 = 25 + 6.25 - 5 = 26.25, in which
the first subscript stands for the respective inflow and storage states
(see Secs. 3.2.1.1 and 3.2.1.2 for definitions). This is a situation in
which the previous reasoning on the influence of B8 on the optimal decision
is valid. The release difference is magnified in the second season in
that there is a higher risk of getting a large amount of inflow from the
wet season than the rest of the seasons in a year. Therefore, the deci-
sion of allowing a little violation from the target might be justified to

achieve better long¥term flood protection of the reservoir system.
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In case of Sy = 4, Q¢ = 8, and t = 2, the release would be Sy ¢ + Qg ¢t -
S11,t+1 = 25 + 93.75 - 95 = 23.75 for B = 0.5, as compared to that of Sy
+ Qg,t = Sg,t+1 = 25 + 93.75 - 75 = U43.75 for B = 2.0 -- a quite large
release violation even though there is still considerable room for holding
more flood water inside the reservoir in the current season.

The reversed phenomenon would occur if the total volume of initial
storage and inflow would be significantly greater than the storage capaci-
ty of the reservoir system. As exemplified by Fig. 3.10(b) for t = 2,
before the inflow becomes too large to be regulated by the available
reservoir storage, decisions based on the concave function (8 = 0.5)
demand to withhold the flood water as much as possible. However, beyond
a certain inflow state, a release much larger than 30 is inevitable; and
using the concave penalty function could lead to a decision to release
more water than actually needed when some storage space was still avail-
able. This result occurs because the concave function tends to diminish
the difference between large release violations of similar magnitudes.
Since the release was already large, it wouid be advantageous to release a
little bit more to spare more storage space for the next operation period.
With this little extra storage space available, the small and medium
floods in the next season, which would have a much higher probability of
occurrence than the current large flood, might be avoided.

As shown in Fig. 3.10(a, b), the shape of the penalty function does
not affect the optimal decision for the fourth season. This is because
the probable maximum inflow in the oncoming dry season is only 25. There-
fore, even if the reservoir is full in the beginning of season one, no

release violation beyond 30 would be possible; and it would be unnecessary
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to reserve any storage space at the end of season four. Moreover, it is
very likely that the reservoir level could be lowered because inflows much
less than 30 would be experienced in seasons 1 and 2; and some storage
space could be obtained by releasing an amount of 30 in those two seasons.
Thus, even though the hydrologic characteristics of inflows in season 2
and 4 are identical for this hypothetical system, the optimal release
decisions can be different depending upon the penalty function used, and
upon the risks of flood events occurring in the subsequent periods.

The optimal decisions shown in Fig. 3.10(a, b) also demonstrate the
difference between the modeling results and the decisions intuitively
preferred by a real-world reservoir manager. Adopting the optimal release
decisions could increase the number of small floods for B > 1, or enlarge
the magnitude of major floods for 8 < 1. Thus, decisions resulting from
the optimization model might be unacceptable to the public who generally
would be inclined to avoid or minimize the present flood damage. For the
example demonstrated, the preferred final storage level would probably
always be the upper one of the two curves shown in each plot of Fig. 3.10,
i.e., to release the flood inflows as quickly as possible without
violating the non-damaging release constraint. The implications are
twofold. First, neither the convex function nor the concave function
alone could reflect human behavior for the entire spectrum of operation
conditions. Second, decisions based on human intuition would likely be
suboptimal judged strictly from the result of the mathematical programming
model. The incompatibility between mathematical models and human
intuition could exist, and might not be easily recognized by either the

reservoir manager or the modeler.

64

]

[

i it riianss

M



3.3.5 Conflicting Objectives

A reservoir system 1s generally operated for meeting several dis-
tinet goals which may compete for the available storage space. If the
reduction of downstream flood damage is of primary importance, it is ofﬁen
desirable to lower the sﬁbrage level whenever possible so that much
storage room is saved for holding probable excessive inflows in future
time periods. Conversely, in order to develop the hydropower potential of
a river basin effectively, the water head behind a dam is preferably kept
high at all times. As a fesult, the storage space may be mostly occupied,
with little room left for a reservoir to regulate flood waters.

Objectives other than flood protection and hydropower generation would
most likely lead to an optimal storage level between the two opposite
extremes, Therefore, the objectives of flood protection and hydropower
geheration will be used in the following study to typify the tradeoffs
between various objectives for operating a reservoir system.

The flood damage will be measured by the one-sided convex penalty
function (8 = 2.0) as previously defined for a release greater than 30.
The hydropower in itself is a function of both the release rate and the
head drop through the hydroelectric turbines. For simplicity, the
hydropower produced is used herein to represent the benefit from selling
the generated hydroelectricity to the consumers, Assume that the storage
volume is represented as a simple quadratic function of the head water
elevation based on the natural geomorphological features at the reservoir
site; and the release is assumed to be uniform within each operation

period. The hydropower production may be approximated by
Hydropower Production = K{R¢, [(St + St41)/210:5} (3.20)
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in which Rt is a constant release in period t; (St + St+1)/2 represents
the average storage level in the same period; and K{ , } is the hydropower
production simplified as a function of the mean storage and the release.

A conversion factor is assumed to be included in K implicitly for making
hydropower commensurate in units with the flood damage. Various
combinations of weights, We for flood damage and Wp for hydropower
benefit, are considered to repreéent the relative priorities between the
two objectives in an SP model for operating the hypothetical single

reservoir system.

3.3.5.1 Effects on Expected Performance

Figure 3.11 illustrates the tradeoffs between the éxpected values of
annual flood damage and annual hydropower production from the SP model for
three different reservoir sizes. When flood mitigation is the only
concern (Wf/wp = ») for reservoir control, the expected annual flood
damage can be reduced rapidly by increasing the reservoir size so that
most small and medium flood events are eliminated. Beyond a certain
reservoir capacity, e.g..for Se > 100, fufther'improvement of flood
protection is rather limited, and is bounded by an upper limit of the
expected damage of zero. The expected hydropower production increases
gradually as the storage capacity is increased. This is because a larger
reservoir with more storage space is able to withhold a greater amount of
flood water, which in turn will increase the water head to produce more
hydroelectricity. Nonetheless, the rate of increase in hydropower produc-
tion diminishes eventually as the storage capacity approaches infinity

when all releases can be completely controlled.
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On the other hand, if hydropower generation is the only function
that a reservoir serves, increasing reservoir size would not reduce the
expected flood damage at all since the reservoir would be kept full at
all times. Unlike the flood protection case, the amount of hydropower
which could be generated increases monotonically with the reservoir
storage. The effect of hydrologic flood routing through a reservoir,
which can somewhat reduce the peak flow rate even with a full reservoir,
is neglected here.

Between the extremes are the tradeoffs with various levels of
emphasis or preference on one objective versus the other. In theory, for
a specific weight ratio Wf/wp there exists a set of utility contours
reflecting a decision maker's preferences on various objectives. The one
that is tangent to the Pareto frontier would yield the maximum utility
subject to the system's constraints, and the tangent point would indicate
the tradeoff in the performances of the different objectives. Note that
the example illustrated in Fig. 3.11 assumed a uniform, unchanged weight
ratio throughout a year. In reality, the preference for meeting each
objective might vary with time., For instance, in the wet season the
chance of having large flood inflows is higher than that in the dry
season, Therefore, more emphasis should be put on the flood protection
objective rather than on hydropower production., The Pareto frontier might
then be pushed even farther outward to yield better expected annual
performances of the two objectives than those based on uniform weight
ratio. Difficulties could arise, however, in the determination of proper
weight ratios not only between the objectives but also between the succes-

sive operation seasons.
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3.3.5.2 Effects on Steady-state Probability of Storage

The tradeoff between the objectives as reflected by the expected
performance is only one way to comprehend the modeling results related to
a syStem's characteristics. For the reservoir study, the information
assoclated with the optimal states of storage in each operation period
could be more meaningful in revealing what might be expected had a speci-
fic rule been followed. Figure 3.12 shows the variations of the steady-
state probability of the initial storage for each period based on differ-
ent ratios of the weights'for flood protection and hydropower generation.
The reservoir capacity considered herein is 100,

As expected, the storage remains at the empty state most of the time
if the preference is éompletely biased toward flood protection. The
occasional large floods may cause the storage to stay at higher stages for
certain extended periods, which explains why the steady-state probébility
is not concentrated totally at the empty state. The storage distribution
in the fourth period is broader than those of the other periods because it
follows the wettest season in a year. When the preference is gradually
shifted from flood protection to hydropowér generation, the steady-state
probability of storage is re-distributed toward the higher levels.
Eventually as wf-/wp becomes zero, the steady-state storage would be locked
at the full state.

By varying Wf/wp from « to 100, which only caused a little shift of
the steady-state probability distribution in two of the four periods, the
expected hydropower production could be more than doubled with the expect-
ed flood damage only increased by a minimal percentage (see Fig. 3.11),

This phenomenon indicates that as long as the storage level is kept low in
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the wet season to avoid most flood damages, the storage levels in other
periods might be allowed to remain high to gain greater water head for
hydropower generation. The reservoir generally can hold more water in the
fourth period than any other period since the oncoming inflows in the dfy
season pose no threat of downstream flooding. However, subject to the
lower storages in period 3 for flood control, the storage in period 4

can not resume the full state in the long run,

For a relatively large reservoir, Sc/aa = 2 in this case, the
steady-state storages are mostly confined within a smaller finite range
between the two extreme states, i.e., full and empty. This indicates that
the expected storage level for each period might be used as the storage
target for short-term operation, without greatly affecting the long-term
reservoir performance. The steady-state probability histogram of storage
thus provides useful information as to what the storage level would be in

balancing the two opposite objectives.

3.3.5.3 Effects on Optimal Decisions

Both Figs. 3.11 and 3.12 demonstrate the consistent patterh of
change in either the expected performance or the steady-state probability
distribution when the relative preferences for reservoir operation change
gradually between the two objectives. However, such consistency might not
always be observed for certain optimal decisions in the transition of
preferences for the objectives. This can be illustrated using Fig 3.13,
which contains the optimal decisions for the final storage level for three
initial storage states, Sj¢y = 3, 7, and 10, and for three welight ratios

Wf/wp = o, 1, and 0, respectively,

71



10

Initial Storage State = 7 (¢) Inltial Sterage State =

{®)

=3

Inltial Storage State

()

rrrrrrrriord TTTryrrrrryrr TTTTTYrTTTITTY TTTrTrTYrrrTT

. . . - a
g :Q\ {*Sv-o

. M EY =
Lj? X i T _

. 1
i v 4
le - -
\ ®
- —
..'-K- -
- ? -
- 6} d
L ‘.|° -t (-] [} '_

il n it (] n
& & - ® - . - . - ]
Lot lalo bt bbatabalely s b ol b b b badedalgly

NODMODIN NODOITN NODDODIN NODODOTN
-t - - - — -

TITTTTTiTT T

Lelaledadaly

FTTTTTTITrTTTTTT

A
LelgLebady

rTrrrrrriTe

L brdaiaty

TTTTTTITTYeTI T

adaliialbids

NO DTN
- -

NO DD N
-

NO OGN
- -

N DN
- -

el

TTTTTTETTITTY

1o lod g baditny

IlllllllT!ll

Ledaladsld

TTTTTT TV TiTY

fatalalaboty

TTTrYrTTTTIoTTI T T

Libgtalalaty

NODOFTN NODVDOIN NOD®DOFTN N DO N
L I -t - - -
Iwg 98vioyg ey Temmdg

72

7T 8 810

4 5 8
Inflow State

1 23

8 9 10

8 7

4 5
Inflow State

t 23

4 5 7 9 10
Inflow gtate 8 !

1 2 3

Initlal Storage Stote

Figure 3.13 Transition of the Optimal Decisions for Final Storage States as the Preferences

for Objectives Shift from Flood Protection to Hydropower Gener

ation; for S, = 100,

g = 2, and Wf/wp = o 1, and 0.

(e

————

[

by
H
j



Although the optimal final storage state is monotonically nonde-
creasing as the inflow state increases, with either flood protection or
hydropower generation being the sole objective, the underlying qauses are
totally different. For the flood protection objective, the final storége
level is forced to rise as the inflow is increased because only a pdrtion
of the large inflow that does not cause downstream flooding is allowed to
pass through the dam, while the rest is withheld., For hydropower genera-
tion considerations, however, all inflows will be kept inside the reser-
voir, provided that there is still some storage room available, to raise
the water head eventually to the full state. Therefore, the optimal
decision on the final storage for Wf/wp = 0, as shown in Fig. 3.13,
actually represents a transient condition of the storage before attaining
steady state. Once the storage reaches the full state, the reservoir
would be kept full ever after.

In Fig. 3.13, the corridor of the optimal decisions bounded by the
two extremes would contain all the possible storage decisions for any
combination of preference values assigned to the two objgctives:, The
upper left region above the curve- for Wf/wp = 0 is infeasible for the
final storage since the sum of the initial storage and the current inflow
is less than the discrete final storage volume. The lower right region
below the curve for Wf/wp = o though feasible, would always be inferior
to the decisions between the two extreme curves, Consequently, a majority
of the combinations of initial storage and current infloQ states may be
eliminated in the optimization procedure for a stochastic dynamic program-
ming model to reduce the computation time in searching for the optimum.

The optimal decisions for the balanced objectives (Wg/Wp = 1 in the

example), unlike the two binding extreme storage curves, might not be
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always monotonically nondecreasing as the inflow is increased. In Fig.
3.13(a) for t = 1 and 4, the initial storage would be low with the inflows
in the following seasons posing no major threat to downstream flooding.
Hence, the optimal final storage level could be kept mostly at the highest
possible state for generating more hydropower in the successive periods.
In the case where t = 2, because the wettest season in a year immediately
follows, the flood protection objective would begin to affect the deci-
sions on storage. This phenomenon becomes pronounced if the inflow in
period 2 is higher than normal. Since the inflows are assumed positively
correlated, it is more likely that in period 3 an unusually large inflow
would also occur. As a result, the decision on storage would gradually
shift from the higher extreme to the lower extreme. When the initial
storage level is high as illustrated in Fig. 3.13(c), there may not be
much storage room available for holding the future flood waters. A little
gain in the water head would not contribute much more hydropower produc-
tion, while the consequences from a major flood due to less storage space
might be very severe,.

If the initial storage state is moderate, and the current inflow is
small, as shown in Fig. 3.13(b), it would be better to keep this inflow
totally within the reservoir for reaching a higher water head in the next
period. The marginal gain in hydropower production based on this decision
would more than compensate for the marginal.loss in flood damage. Beyond
a certain inflow volume, the release decision as determined by the SP
model would be reversed drastically to lower the storage level and to

reserve more storage space when the inflow is increased. As one of the
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characteristics in SP modeling, the optimal decision for a certain
combination of initial storage and inflow state is determined by evaluat-
ing the expected longterm system performance as a result of making such a
decision. For the above case, the loss of future hydropower production
revenue could be compensated by releasing more water in the current
operation period and by the extra benefit of reducing future potential
flood damages. Thus, the gain in terms of the flood damage reduction
might offset the loss of hydropower production by shifting the water
inventory between successive operation periods.

Although all of these phenomena can be explained judging by the
expected performance of a specific decision as opposea to the others,
their existence is not always predictable before the SP model is solQed.
To avoid possible misinterpretation of the modeling results, different
aspects of the operation objectives as well as the dependence of optimal
decision on the current system status should be considered. The modeling
results which seem contradictory to intuition might not always be

erroneous and should be interpreted carefully.

3.4 Simulation Study

One of the major advantages of SP modeling is that the steady-state
probability of the system being in any specific state as well as the
overall expected performance can be derived directly from the optimal
solution. However, the consequences caused by the optimal policy may
not be easily captured by simple reasoning about the long-term effects of
the reservoir system based on steady-state operation conditions., For ins-
tance, what would be the meaning of the probability of occurrence of an

extreme flood event in the real world? Although the chance for this event
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occurring may be very slim, the consequences can be catastrophic; and the
expected flood damage due to this event may be significant when compared
to that from minor floods. Moreover, the actual performance of a
real-world reservoir system will largely depend upon the hydrologic events
that actually occur within its service 1life span. And the eventual system
performance in a relatively limited time period might deviate noticeably
from what had been calculated using the model.

System analysts can use simulation techniques to collect important
information when an optimization model fails to capture certain character-
istics of a system under a prespecified operation environment. Further-
more, simulation can be used to extend the findings from an optimization
model to reveal the real-time response of the system under various opera-
tion schemes. In the following analysis, an application of Monte Carlo
simulation is presented; it was used to complement the understanding of
operations of the hypothetical reservoir system based on the optimal
policy determined by the SP model. Variations of the optimal policy were
also considered to examine the flexibility in implementing those optimal

decisions.

3.4.1 Simulation Design

The hypothetical reservoir system in the simulation study contains
the basic setup defined in Sec. 3.3.1, with Sg = 100, Q4 = 50, v = 1.0,
and p = 0.5. Only the flood protection objective is considered, using the
one-sided quadratic cost function for measuring the flood damage caused by
any release greater than 30 (B = 2). Ten sets of sixty-year seasonal
inflows were generated based on the truncated lognormal distribution

assumed for the four seasons. Each of the ten synthetic inflow databases
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was used to simulate natural runoffs entering the reservoir, and the
system's operation was simulated for sixty years according to the optimal
rules determined by the SP model. To eliminate the initial storage effect
of the reservoir, the first ten years of simulation results were disca;d—
ed, leaving fifty years of simulated record to be analyzed for each set.
Inflow information was assumed known at the beginning of each operation
period. Evaluation of a reservoir system performance under various levels
of inflow predictability is beyond the scope of this research and can be
found in a study by Datta and Burges (1984).

To study the effects of partitions of both the inflow and the
storage states on the simulation results, three different levels of
precision are considered, i.e. (NQ, NS) = (5, 7), (10, 12), and (20, 22).
As discussed in Sec. 3.3.2.2, the set of optimal decisions of final
storages obtained from a discrete SP model would approach a continuous
hyperplane in 3-dimensional space if the increments of both the discrete
inflow and storage states became smaller. Therefore, it is interesting to
compare the simulation results based on both a discrete operating rule and
a continuous rule, to examine the relative importance of the partitions in
the modeling stage as opposed to the implementation stage.

In the case of the discrete rule, the final storage level in the
simulation is restricted to one of the finite storage states as defined in
the SP model. For the continuous operation rule, a simple bilinear
interpolation scheme is used to calculate the optimal final storage level
in continuous space. Figure 3.14 presents this bilinear interpolation
scheme graphically. Let S¢ and Qt be the continuous initial storage and

current inflow variables respectively bounded by the neighboring discrete
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Figure 3.14

Continuous Optimal
Decision Plane of
Final Storage

Storage, S

A Simple Bilinear Interpolation Scheme for Deriving the
Continuous Rule from the Discrete Rule for the Optimal
Final Storage Level.
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states, i.e., Si < 8 < Sisq and Qq < Q¢ < Qpe1. Moreover, define SgP” to
be the optimal final storage level based on the discrete states Sy and Qy,
in which x = i and i+1, and y = m and m+1. The time subscript for the
discrete storage and inflow states is neglected in the following
derivation without losing any generality. When performing linear inter-
polation of the continuous final storage on the discrete initial storages,

one obtains

~ opt opt opt S¢ - Sj

St'-,+1 = S]_[El> + (3191 ,m - Slfg ) —513‘{—:-é1- fOr‘ Qm (3. 21 )
= opt opt opt S, - S ‘
8t+1 = SThmer * (S2R7sme1 - Sitmer) eI for Quer (3.22)

Carrying out the interpolation between §£+1 and §§+1 on the discrete

inflows results in

t =t ~11" ~1t at -
= S - S4,q) ==~L-..3 M. - .
1 t+1 + (St+q t+1) P (3.23)

598
It can be proved that the order of this linear interpolation, whether
first on the discrete initial storages or on the discrete inflows, does
not affect the computation of the optimal final storage in the continuous
space.

Several indices were selected to evaluate different aspects of the
system's performance based elither on the discrete rule or on the continu-
ous rule with various levels of precision of the inflow and the storage
states. The first index counts the total number of flood occurrences in
each simulation run, which indicates the frequency of disturbances to the
downstream area caused by flooding in the 50-year operation period. The

second index calculates the annual average flood damage, which is compared

to that directly estimated from the SP model. The third index, termed as
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the total forced release volume, accumulates any excéssive flood release
only for the amount beyond 30. Generally, an operation policy leading

to less total forced release would represent a better performance of a
flood control reservoir. The last index simply records the maximum flood
release for each 50-year simulation period.

In the following sections, only the results which have demonstrated
significant variations among the ten simulations will be discussed in
detail. Other general observations such as the relative frequencies of
the storage states, which did not differ greatly from simulation to
simulation and were similar to what was anticipated from the SP model, are

not elaborated upon in the ensuing comparison studies.

3.4.2 General Results

The simulation results are summarized in Table 3.4(a, b, ¢, and d).
For all combinations of state partitions and operating rules, the indices
show tremendous variations of the flood control by the reservoir system.
The release hydrographs of the different simulation runs show that both of
the large damages found in simulation runs 7 and 9 in Table 3.4(b) were
respectively caused by a single catastrophic event. Had those extreme
floods not occurred, the reservoir would have been pretty much in control
of the incoming floods based on the optimal policy determined by the SP
model. Note that none of the annual average flood damages measured from
the ten simulation runs came close to those estimated from the optimal
solutions of the SP model. In the majority of cases, the average damages
for the 50-year Opefation period were far less than those predicted by the
model result. However, the occurrence of only a few extreme events (two

in five hundred years in this example) raises the average flood damage to
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Table 3.4 Comparisons between Simulation Results Based on a Discrete Rule

(a) Total N

vd., a Continuous Rule for Four Performance Indices.
Period = 50 Years, with 10 Distinct Simulation Runs.

umber of Flood Occurrences

Simulation

Discrete Rule

Continuous Rule

Simulation  —==m--mommooms—s—o——meome e e e
Runs NQ =5 NQ = 10 NQ = 20 NQ = 5 NQ = 10 NQ = 20
NS = 7 NS =12 NS = 22 NS =7 NS = 12 NS = 22
1 21 1 19 7 3 8
2 14 19 17 6 6 10
3 9 8 7 y y y
y 8 7 7 2 3 3
5 13 10 12 5 3 8
6 6 2 7 3 1 0
7 18 18 15 8 9 9
8 10 10 13 3 4 5
9 14 13 11 6 5 9
10 9 12 14 7 7 8
Average 12.2 11.0 12.2 5.1 4,5 6.4
(b) Annual Average Flood Damage
Discrete Rule Continuous Rule
Simulation  -====---=-c-scemorosesososs | moooooooe—mo———eemo— e
Runs NQ =5 . NQ=10 NQ = 20 NQ =5 NQ =10 NQ = 20
NS = 7 NS = 12 NS = 22 NS =7 NS = 12 NS = 22
1 54.84 17.09 1.88 12.90 7.86 1.48
2 20.63 6.05 7.00 3.81 2.22 4, 24
3 28. 11 7.49 1.82 18.64 7.1 3.84
y 8.77 2.54 1.55 2.86 1.16 1.38
5 14,45 2.58 0.63 0.39 0.29 0.58
6 1.69 1.81 0.62 0.79 0.12 0
7 181.64  162.12 178.79 139.05 162.14 138.69
8 5.97 2.19 1.50 0.04 0.03 0.15
9 111.76 76,47 73.46 91.92 73.32 75.51
10 8.24 6.12 2.48 4, 42 1.25 0.92
Average 43,64 28.45 26.97 27.48 25.55 22.68
Expected (42.08) (25.92) (22.66)

(42.08) (25.92) (22.66)
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Table 3.4 (continued)

(c) Total Forced Release Volume Which Causes Flooding (50 Years)

Discrete Rule v Continuous Rule
Simulation el D ettt
Runs NQ = 5 NQ = 10 NQ = 20 NQ = 5 NQ = 10 NQ = 20
NS = 7 NS = 12 NS = 22 NS = 7 NS = 12 NS = 22
1 155.9 55.5 34,3 43,2 23.6 19.6
2 99.1 57.2 57.5 28.5 18.2 27.9
3 80.6 42.3 18.14 35.8 21.6 16.5
4 52.2 27.7 17.7 13.4 9.2 10.5
5 89.2 30.2 16.0 9.0 6.0 12.8
6 19.1 13.4 13.4 8.6 2.5 0
7 200.2 158.3 150.1 149.9 138.1 136.1
8 1.4 28.1 25.1 2.0 2.3 b, 7
9 151.7 98.8 77.3 87.0 72.0 77.8
10 51.6 4y, q 33.5 28.2 13.5 15.7
Average 94,1 55.6 4y, 3 4o.6 30.7 32.2
(d) Maximum Flood Release
. Discrete Rule Continuous Rule
Simulation  ==-=-=--s-osmmmss—se—seos | e s s — e
Runs NQ = 5 NQ = 10 NQ = 20 NQ = 5 NQ = 10 NQ = 20
NS =7 NS = 12 NS = 22 NS =7 NS = 12 NS = 22
1 71.3 56.3 34.1 53.4 49,6 35.3
2 5,7 40,7 43,2 39.1 39.1 b3,2
3 60.8 45,8 38.3 60.3 48,7 43,7
4 411 36.1 36.1 1.9 37.5 38.1
5 41.0 35.8 33.2 33.2 33.0 32.9
6 37.3 37.3 33.5 36.0 32.5 -
7 118.6 113.6 121.1 95.0 113.6 100.0
8 40.6 35.6 35.1 31.3 31.1 31.9
9 99.6 89. 89.6 96.7 89.6 90.5
10 41.9 41.9 36.9 2.4 37.4 34.9
Maximum 118.6 113.6 121.1 96.7 113.6 100.0
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a value close to that predicted by the model. Hence, extreme events
generally distort the perception of the average system performance, and
i the direct modeling results sometimes do not provide sufficient
information about a system's behavior for various operation concerns. It
might be more proper to classify the system based on a few distinct
operation conditions such as no flooding, small flooding, medium flooding,
large flooding and extreme flooding states to account for the various
i impacts of these events on the overall system performance.
Increasing the number of partitions of storage and inflow states
4, generally improves the accuracy of modeling results as can be observed
from the average values of the four indices of the ten simulation runs.
‘ Beyond a certain precision level for defining the storage and inflow
variables (NQ > 10 and NS > 12 in this example), most of the critical
performance indices would not change significantly. It is interesting
f that the total number of flood occurrences in the long run is greater for
NQ = 20 and NS = 22 than for NQ = 10 and NS = 12 (reflected by the average
| values in Table 3.4(a)). This phenomenon can be explained by the quadra-
[ " tic damage function used in this SP model. As discussed in Sec. 3.3.4,

the convex damage function could lead to an optimal policy of releasing

more water than needed during some periods to reduce the chance of future
damage caused by an extreme flood. With coarser increments of the
| discrete storage and inflow states, this property might not be well

represented by the optimal result. However, with increasing storage and

inflow states, the SP model is able to capture this phenomenon more

accurately.

83



Both storage and inflow are essentially continuous variables in the
real world. The fact that they were approximated by a finite number of
states in a discrete model should not restrict the implementation of the
optimal results in the real-time operation of a reservoir system. As can
be observed from Table 3.4(a, b, ¢, and d), the continuous operation rule
based on a simple linear interpolation scheme for determining the optimal
discrete policy significantly improves the system performance in
comparison to the discrete rule, Among others, the greatest improvement
came from the reduction of the total number of floods in the 50-year
simulation period (Table 3.4(a)). Roughly half of the minor floods are
avoided if the release decisions are allowed to take intermediate values
between the discrete values. The total forced release in each simulation
run is also greatly reduced because of the elimination of the minor floods
using the continuous rule (Table 3.4(c¢c)). The maximum flood release
(Table 3.4(d)), however, is the least affected index if the continuous
rule is used.

The annual average flood damage for NQ = 5 and NS ; 7 was reduced
significantly using the continuous rule. -This damage would have been
greatly overestimated had it been calculated directly‘from the discrete
modeling results. In essence, the continuous rule based on a coarser
partition of the state variables would lead to a comparable or even better
system performance than that simulated by the discrete rule based on a
finer partition. Thus, when solving a discrete reservoir model further
partitions of the state variables can be avoided by a straightforward

interpolation scheme on the discrete optimal policy.
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3.4.3 A Modified Policy for Improved Reserfoir Performance

From the simulation results, it has been observed that the magni-
tudes of most flood events lay within a limited range above the nonfloqd—
ing release criterion. The reservéir was able to withhold totally an
excessive inflow without significantly affecting the available storage
space for the successive operation periods. The extreme floods were
isolated events in comparison to the small and medium floods. Therefore,
it might be possible to modify the optimal release policy near the thres-
hold value so that the small and medium floods could be eliminated without
causing adverse effects during the future operation of the system.

An experiment was designed to test the sensitiVity of releases near
the threshold volume of 30. Simulations were repeated for the reservoir
system using the previously defined continuous rule, except that a release
was restricted to 30 whenever the calculated release volume was less
than 30 + 8R, where 8R is a tolerance factor for release adjustment. &R
was selected to be 2.5, 5, 10, and 20 to monitor the changes in system
performance. The simulation results are contained in Table 3.5(a, b, c,
and d) for NQ = 10 and NS = 12.

The use of this release tolerance R up to a value of 10 improved
the overall system performance as reflected by the various performance
indices. The small and even the medium floods were eliminated depending
upon the tolerance value used in the simulation. The improvement persists
with increasing éR until the tolerance is greater than 10. Beyond this
tolerance level, the artificial restriction imposed dpon the release in
the long run leads to greater average flood damage (Table 3.5(b)) as well

as larger maximum flood magnitude (Table 3.5(d)). This phenomenon might
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Table 3. 5

Comparison among Simulation Results Based on the Modified
Continuous Rule with Corrections Made on the Releases within a
Tolerance Value of §R beyond the Threshold Release of 30.
Simulation Period = 50 Years, with 10 Distinct Simulation
Runs., NQ = 10; NS = 12,

(a) Total Number of Flood Occurrence
SR
Simulation = = = —=—mmrmmmerm e e
Runs 0 2.5 5 10 20
1 3 5 2 1 1
2 6 y 2 1 1
3 y 2 1 1 1
y 3 1 1 1 1
5 3 3 0 0 0
6 1 0 0 0 0
7 9 7 3 3 2
8 y 0 0 0 0
9 5 y 3 2 2
10 7 2 1 0 0
Average 4.5 2.8 1.3 0.9 0.8
(b) Annual Average Flood Damage
SR
Simulation =  =--eemmmmemmmm e
Runs 0 2.5 5 10 20
1 7.86 2.84 1.92 1.12 1.12
2 2.22 2.96 2.25 3.70 2.94
3 T.11 3.58 3.25 3.25 2.49
y 1:16 1.13 1.13 0.57 0.57
5 0.29 0.55 0 0 0
6 0.12 0 0 0 0
7 162.14 162,44 161.40 161.40 259,20
8 0.03 0 0 0 0
9 73.32 75.00 75.00 73.98 73.98
10 1.25 1.34 1.09 0 0
Average 25.55 24,98 24.60 24.40 34.03
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Table 3.5 (continued)

(¢c) Total Forced Release Volume Which Causes Flooding (50 Years)

: SR
Simulation @ = = —----mmmmmmmm e
Runs 0 2.5 5 10 20
1 23.6 24,4 13.8 7.5 7.5
2 18.2 22.9 14,5 13.6 12.1
3 21.6 16.8 12.7 12.7 1.2
y 9,2 7.5 T:5 5.3 5.3
5 6.0 9.1 0 0 0
6 2.5 0 0] 0] 0]
7 138.1 141.4 127.0 127.0 121.2
8 2.3 0 0 0 0
9 72.0 80.1 76.8 70.4 70.4
10 13.5 10.9 7.4 0 0
Average 30.7 31.3 26.0 23.7 22.8
(d) Maximum Flood Release
SR
Simulation =  mmmmmmemmmmm e e
Runs 0 2.5 5 10 20
1 49.6 38.4 37.4 37.5% 37.5%
2 39.1 39.1 39.1 43.6 u2.1*
3 48.7 42.7 42.7 42.7 y1.2*
4 37.5 37.5 37.5 35.3% 35.3%
5 33.0 33.0 - - -
6 32.5 - - - -
7 113.6 113.6 113.6 113.6 143.6
8 31.1 - - - -
9 89.6 89.9 89.9 89.9 89.9
10 37.4 37.4 37.4 - -
Maximum 113.6 113.6 113.6 113.6 143.6

*¥ Reservoir full.
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be attributed to the discrete approximation of the storage and the inflow
states. Because the state variables were represented by a few finite
discrete values, distortions exist in the optimal discrete solution. This
distortion cannot be totally eliminated even when the continuous rule is
used,_since the continuous rule is based on simple linear interpolation on
the discrete rule, which can be biased in the first place. By allowing a
tolerance on the release above the non-flooding ceiling, the distortion
and uncertainty involved in a discrete model can somewhat be adjusted.

In this experimental study, the increments of storage and wet season
inflow used in SP model are 10 and 22,5 respectively. Thus, the error
introduced for the storage and inflow would be roughly half the state
increment, i.e., 5 and 11.25., Since the optimal release is computed by
the mass balance equation, the uncertainty associated with the state
variables with larger increment would be transmitted to the release as
well. Hence, a tolerance value near 11.25 should be expected to lead to
the best system performance; and this has been observed in Table 3.5 for
SR = 10, As a check, a separate experiment has been performed with both
the numbers of storage and inflow states doubled in the SP model. It was
found that the breakthrough value of 8R shifts to 5, which still conforms
to the above assertion.

The numerical evidence provided in Tables 3.4 and 3.5 demonstrates
that the direct optimal solution obtained from an SP model sometimes would
not lead to the best overall system performance. Although the modeling
results would ideally become more accurate by using finer state increments
for the variables, the increasing computation burden might limit the

number of states ultimately included in a discrete model. The system
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performance can perhaps be improved as much or more, however, without
resorting to a more complex model if the major system characteristics can

be more accurately described by modifying the discrete optimal solution.

3.5 Summary

A typical SP model for reservoir study generally involves the
discretization of continuous storage and inflow variables, the estimation
of a Markov transition probability matrix, and the selection of adequate
measures for evaluating the system performance. The major advantage of
using SP models is that the resulting optimal steady-state operation
policy implicitly accounts for the future hydrologic uncertainty, and the
long-term performance of a reservoir system can be assessed without
resérting to laborious simulation studies. However, because of a general
lack of complete information related to a reservoir system, some distor-
tions and errors will be introduced in the modeling procedure. The series
of sensitivity analyses that has been conducted demonstrates the possible
causes of errors at the various stages in formulating a typical SP model,
and the uncertainties involved in the evaiuation of the expected system
performance and the corresponding optimal operation policy. |

The partition of storage and inflow states has been shown to affect
directly the precision of the optimal release policy. Extremely large
releases are llkely to occur as isolated events in the real-time operation
of the reservoir system. These extreme events are relatively insensitive
to the increments of the state variables as compared to the smaller
releases. Neverthe;ess, these rarely occurring extréme events can have a
major impact on the estimation of expected system performance in an SP

model. Even if the expected system performance appears to be stabilized
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with the models of finer state partitions, the distortions associated

Wwith the small or medium releases might not be completely diminished. On
the other hand, the discrete optimal decisions would normally provide
fundamental insights as to how a system's objectives and constraints might
be captured by the model solution. It has been shown by the simulation
results that it could be more efficient to eliminate the model's distor-
tion by directly adjusting the discrete optimal result rather than using
the same SP model with more states.

The uncertainty associated with estimation of the commonly used
second order hydrologic parameters, specifically the coefficient of
variation v and the correlation coefficient p of inflows, generally
affects the accuracy of the expected system performance. The coefficient
of variation has a significant impact on the modeling result regardless of
the reservoir size and performance function used in the sensitivity
analysis, Comparatively, the influence of serial correlation of inflows
on the expected system performance depends largely on the storage capacity
of a reservoir system. For reservoir systems with storage ratios less
than 2, the uncertainty associated with v can cause significantly larger
errors in the flood‘damage estimation than the uncertainty with p. For
even smaller reservolirs, the uncertainty associated with p would be
practically immaterial to the expected performance estimated from the
SP model.

The shape of the performance function for a reservoir system has
long been recognized in the literature to affect directly the resulting
optimal policy of an SP model. In the flood protection example, the

convex and the concave damage functions led to drastically different
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optimal decisions on the releases depending upon the initial storage, the
current inflow, and the future hydrologic conditions. For all the poss-
ible system conditions,.the convex or the concave function alone does not
result in a consistent operation policy which complies with human intui-
tion towards short-term interests rather than long-term benefits. Hence,
the control strategy of a reservoir system based on human intuition would
likely be suboptimal if judged from the strict result of a mathematical
programming model.

The tradeoffs between the competing objectives in reservoir opera-
tion can be examined by the changes in certain system characteristics,
such as the expected reservoir performance or the steady—stéte distribu-
tion of the storage, as a result of the shifting emphases on the various
objectives. Although sﬁch indices related to the lumped system perform-
ance might demonstrate a clear and consistent pattern of tradeoffs in
objective space, they usually failed to provide detailed information about
the changes in decision space due to the varying system preferences, It
has been shown that when boiled down to the level of individual discrete
decisions, not only the relative preferences of the objectives but also
the current system status would affect the optimal operation policy for
the long-term best system performance.

Finally, simulation studies are shown to be useful in complementing
the SP modeling results. Simulation would be necessary to help identify
the implicit distortions involved in SP modeling, which might not be very
evident by looking at the direct optimal results., Despite the many
uncertainties embedded in SP models, this modeling technique provides a

comprehensive assessment of the example reservoir system's response to the

91



varying hydrologic inputs in steady-state operation conditions. It is
critical'for a modeler to perceive the sources of potential errors, and to
filter out the useful information contained in the optimal solution to
effectively apply an SP model for reservoir study. Frequently, modifica-
tions are needed to make the strict SP modeling resulfs closer to reality

without worsening the system performance in the long run.
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IV. A CASE STUDY OF LAKE SHELBYVILLE, ILLINOIS

4.1 Purpose

The objective of cdnducting the case study'of this chépter is to:
extend the findings of SP modeling from a hypothetical reservoir system to
a real reservoir system. The flexibility of the SP formulation allows for
the consideration of various operation rules in response to the ever-
changing reservoir operation conditions, such as those for Lake Shelby-
ville, Illinois. 1In addition, a modified stochastic dynamic programming
(SDP) model is presented to measure properly the agricultural and property
damages due to flooding in consecutive crop-growing months. The sensitiv-
ity of the performance of Lake Shelbyville, judged from the losses of
agricultural revenues anq recreational benefits, property damages, as well
as the changes in pool levels and outflow releases is investigated and

discussed.

4,2 System Description
§.2.1 Background

Lake Shelbyville and Carlyle-Lake are the two majoh man-made reser-
voirs in the Kaskaskia River Basin, Illinois, and were created'by damming
the Kaskaskia River near Shelbyville and Carlyle (Fig. 4.1). The U.S.
Army Corps of Engineers has been regulating both reservoirs since their
completion in 1970 and 1967, respectively. Other méjor basin-wide water
resources projects include the construction of thé Kaskaskia Navigation
Channel (completed in November, 1974) downstream from Fayetteville to
the Mississippi River, the authorization of six levee districts between

Shelbyville and Carlyle, and the completion of New Athens local protection
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Figure 4.1 Locations of the Major Water Resources Developments in the

Kaskaskia River Basin, Illinois,
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project. These developments jointly serve the region for flood control,
recreation, navigation, water supply, and fish and wildlife conservation
purposes (Corps of Engineers, 1977; 1983a, b).

Lake Shelbyville and Carlyle Lake together control the runoff from
about half of the total drainage area of the Kaskaskia River Basin above
Carlyle. While the design capacity of Lake Shelbyville is 1.7 times the
mean annual inflow above Shelbyville, the storage ratio of Carlyle Lake to
the mean annual inflow above Carlyle is only 0.84. About half of either
lake's total storage space is devoted to withholding the projected flood
which equals 60% of the spillway design storm. Additional storage space
(surcharge storage) can be created when the tainter gates are fully
opened; and the maximum surcharge storage can increase to as much as 32%
and 23% of the total stoﬁage space available in Lake Shelbyville and
Carlyle Lake, respectively. The joint-use storage reserved for the
combined downstream navigation and water supply release accounts for 18%
of the total storage space in both lakes. In recent years the urban areas
and local industries in the Lower Kaskaskia River Basin have not. developed
to their projected growths, which might demand the full amount of the
joint-use reserve. S0 the present operations of both lakes are mostly
centered around the flood control, recreation, and fish and wildlife
conservation issues.

Despite the large storage capacities of both lakes, their operation
rules have been modified several times since the reservoirs were placed in
operation. The major reasons for causing these changes are summarized

below (Corps of Engineers, 1983c):
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(a)

(b)

(c)

(d)

The maximum flood release from each lake is governed by the
downstream channel capacity. Some of the proposed local levees
were never built, restricting the maximum allowable release to
a lower rate than originally planned.

In the severe flood years 1973-1974, the control of both lakes
based on the then-existing operation guidelines caused both
upstream and downstream flooding which could have been either
avoided or mitigated had a better rule been used.

The Kaskaskia River Navigation Channel was placed in operation
on a limited basis beginning in July 1976. The target winter
pool level was then raised from 590.0 to 596.0 ft so that
enough water would be available to augment the flow in the
Navigation Channel when a drought occurred.

The increasing emphasis on the recreation and the fish and
wildlife conservation‘uses, accompanied by the economic deve-
lopments of the private businesses surrounding the lake areas
necessitates constant meetings between the Corps of Engineers
and the local interest groups. These meetings have usually led

to modifications of the existed operation rules.

The above reasons typify the problems often encountered in the

development of a river basin. Because of the stochastic nature of hydro-
logic events and the unpredictable future of socio-economical changes,
managing valuable water resources within a river basin inevitably needs

constant re-assessment of the existing regulation and control plans.

Although the lakes are located serially along the Kaskaskia River,

the storage and release criteria of each are constrained essentially by
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the local recreation activities on and near the lake, and by the
respective downstream channel capacities for confining the flood releases.
Thus, either lake can be modeled as a singie reservoir system without
distorting very much the designated functions of the two reservoirs-for'
regionai flood protection aﬁd economic development. 1In the ensuing
sections, a stochastic dynamic programming model is developed for Lake
Shelbyville to assist in the evaluation of alternative plans for the

changing operation environment in the Upper Kaskaskia River Basin.

4.2.2 Physical Settings

Lake Shelbyville controls the surface runoff from the Upper Kaskas-
kia River Basin which encompasses a total drainage area of 1,054 square
miles in East-central Illinois. The storage space created by the Shelby-
ville Dam is 1,035,900 ac-ft and is divided into four major storage zones
which include dead storage, joint-use storage, flood control storage, and
surcharge storage (Fig. 4.2). The dead storage space is used to trap the
sediments brought in by the upstream and local inflows, and is essentially
ineffective in the overall flood control.plan. The joint-use pool of
180,000 ac~ft is contracted to be apportioned to the federal and the state
storages of 155,000 ac-ft and 25,000 ac-ft, respectively. The federal
storage is to be used for downstream flow augmentation during the drought
period; and the state storage is reserved mainly for regional water supply
purposes {(Corps of Engineers, 1964). In order to retain the full joint-
use pool of Lake S@elbyville, the tainter gates must be completely closed.
The flood control sporage is designed to withhold 60% of the net runoff
from the standard project storm occurring in the Upper Kaskaskia River

Basin. This was felt to be the minimum storage space required to meet the
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e Total Storage = 1,035,900 ac-ft

Figure 4,2 Major Storage Zone Divisions of Lake Shelbyville.
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downstream flood control criteria (Corps of Engineers, 1962). When the
tainter gates are fully opened, the surcharge pool is created with an
additional 351,900 ac-ft of storage space évailable for holding the
incoming flood. Figure 4.2 also shows the top elevations of the respec-
tive storage zones.

The land both upstream and downstream from the lake is mostly
devoted to agriculture use for growing corn, soybeans, and a limited
amount of wheat. Protection of the riparian agricultural lands from
being flooded is the priméry function of the lake. While a non-damaging
release rate of 1,800 cfs or less does not affect the downstream crop
production in the growing season, the maximum release in the dormant
season was allowed to be as high as 4,500 c¢fs from 1975 to 1983 for lake
levels below the top of the flood control pool, i.e. 626.,5 ft m.s.l. (mean
sea level), Overland flooding in the upstream lake area can be induced,
however, when the lake level is above 610.0 ft.

Various facilities have been built along the lakefront as well as in
the lake for fishing, boating, and waterskiing activities‘that take place
mostly in the summer. Although a pool level ranging between 589.0 and
602.0 ft would not significantly reduce the number of tourists coming to
the lake area (Singh et al., 1975), the summer lake level is conveniently
chosen to be at the top of the joint-use pool of 599.7 ft. The goal is
thereby to maintain this pool level whenever possible without causing

downstream flooding in the summer tourist season,

4,2.3 Operation History and Previous Studies
The control of Lake Shelbyville can be categorized into four major

areas: (a) the release rate, (b) the change of release rate, (c) the lake
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level, and (d) the change of lake level. These control regulations are
not only interrelated but also time-varying. In the crop-growing season,
the flood control release (maximum allowable release) is 1,800 cfs when
the lake level is below 610.0 ft. If the lake level exceeds 610.0 ft up
to the top of the flood control pool, the release ceiling of 1,800 cfs is
lifted linearly to 4,500 c¢fs. In the dormant season, the flood control
release was set at 4,500 cfs for lake levels below 626.5 ft during 1975-
1983. In December 1983, the flood control release was reduced to 3,800
cfs for lake levels below 605.0 ft. When the lake level exceeds 626.5 ft,
it is required to pass the flood at a higher releasing rate than the
inflow rate up to the spillway capacity in order to briné the pool‘down
below 626.5 ft. The minimum release is always 10 cfs regardless of the
time of year. Changes of release or storage rates are restricted so that
serious bank erosion both within and downstream from the lake can be
avoided (Corps of Engineers, 1983a, EXHIBITS D1-3). In addition to other
rules, a change of release rate greater than 500 c¢fs per day is always
prohibited.

The lake is generally controlled to meet the desired pool level
whenever possible without violating other release and storage require-
ments. The release is constrained mainly by the channel capacity; and the
storage rule curve has experienced several modifications over the past
sixteen years. The evolution of the current operation rule curve is
summarized in Fig. 4.3.

The initial operation plan of Lake Shelbyville was re-evaluated in
1969, even before the completion of the dam, in response to numerous

complaints about the regulation of Carlyle Lake which was built and placed
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increased to 4,500 cfs for lake levels above the winter
target level.

Dash lines depict the previous rule curve before a
change was made.

Minimum release = 10 cfs.

Figure 4.3 Evolution of the Operation Rule Curve of Lake Shelbyville.
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in operation in April 1967. Among the nine alternative plans considered,
the one shown in Fig. 4.3(a) was selecéed, dictating a summer pool level
of 599.7 ft from April 1 to November 30, and a winter drawdown to 590.0 ft
for the rest of a year. The maximum allowable release had been restricted
to 1,800 cfs for the entire year for lake levels below 610.0 ft before the
later change made in 1975. It should be noted that in the transitions
between the two pool levels the regulation would not be as strict és that
implied by the graphs in Fig. 4.3. Actually the lake pool would be
gradually shifted from one seasonal level to another with all the release
constraints met. Thus, in Fig. 4.3(a), beginning on April 1 the release
from the lake would be restricted to a minimum of 10 cfs until the lake
level was raised to the summer pool level. On the other hand, beginning
on December 1 the release would be larger than the upstream inflow, yet
less than 1,800 cfs, until the lake was lowered to the winter pool level;
From October 1972 to September 1974, the Kaskaskia River Basin
experienced the two wettest hydrologic years in its recorded history,
which prompted another modification of the lake operation rule., After a
transition period of two and half years, the winter drawdown period of
Lake Shelbyville was lengthened from October 1 to May 1, in an attempt to
increase the flood storage during the spring planting and seeding season.,
In addition, the maximum allowable release in the dormant season was
increased to 4,500 cfs for faster discharge of the flood inflow., 1In the
summer of 1976, the lake never regained the desired level of 599.7 ft
because of the deep drawdown of the winter pool and the limited surface
runoff entering the lake in that season. The pool actually stayed below

594,0 ft for the entire summer in 1976. To reduce the gap between the
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summer pool and the winter pool, while not $acrificing very much of the
flood control function provided by the winﬁer drawdown, the winter pool
was changed to 596.0 ft.beginning in the latter half of 1976. The time of
making this change coincided with ﬁhe beginning operation of the Kaskaskia
River Navigation Channel. An increase of the winter pool level was also
desirable to provide adequate amount of release for augmenting the flow in
the Navigation Channel when a drought occurred. It was concluded that a
moderate degree of satisfaction for the summer recreational endeavors
could be maintained at 596.0 ft even when the summer pool would not reach
the desired elevation of 599.7 ft (Corps of Engineers, 1983a).

For the next six years after 1976, the weather in the Kaskaskia
River Basin was relatively mild; and the operation rule curve remained
essentially unchanged. The most recent modification was made in late 1983
based on the operation experience of the Corps of Engineers as well as on
cqnstructive criticisms from the local business groups and farmers.
The winter drawdown period was shortened from October 1 back to December 1
because the 1975 lengthening of the drawdown period had not provided
measurable improvement in the spring flood control. 1In addition, water-
fowl hunting could be improved by extending the summer pool to November.
The winter target level was lowered to 594.0 ft; and the maximum allowable
release was reduced to 3,800 cfs for pool levels below 605.0 ft for better
spring flood control. Minor adjustments including a 6-in drawdown on July
1 and a 1-ft pool raise on October 1 were also made to improve fishery and
waterfowl habitat.

The sixteen-year operation history of Lake Shelbyville so far has

involved three major transition periods. The 1970-1976 transition was the
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adaptive period during which both the unusual wet years 1973-1974 and the
dry summer of 1976 were encountered in the basin -- an unusual combination
of hydrologic events. Owing to the impacts of these events, a more
acceptable operation plaﬁ evolved and was adopted for the next transition
period between late 1976 and 1983. The third period began in late 1983
when the era of fine-tuning the rule curve commenced in order to meet the
needs of local interest groups in the basin.

Besides the efforts of the Corps of Engineers in conducting economic
and hydrologic studies of Lake Shelbyville and Carlyle Lake in the first
transition period, two separate studies of the operation of both lakes
were conducted jointly by the Division of Water Resources, Illinois
Department of Transportation and the Illinois State Water Survey (Singh et
al. 1975; and Singh, 1977). 1In the 1975 report, Singh et al. used dis-
crete differential dynamic programming (DDDP) to determine the optimal
operation plan which minimizes the agricultural, reéreation, and property
damages in both lake areas in a 24-year period from 1942 to 1965. A
simulation study based on the findings from the DDDP model revealed that
to maintain a summer pool level of 595.0 f£ would induce less long-term
agricultural and recreation losses than those achieved by the Corps' plan
of a 599.7 ft summer pool. Differences in other aspects between the two
plans were comparatively insignificant.to the overall reservoir
performance. In the 1977 follow-up report, Singh extended the previous
simulation study and suggested a winter pool ranging from 590.0 to 594.0
ft and a summer pool from 593.5 to 597.0 ft for different levels of the
downstream water supply and navigation demands. Although the Corps of

Engineers adjusted the winter pool somewhat following these reports, they
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never adopted the plan to lower the summer pool below 599.7 ft because of
the already established water-related facilities in the lake area.

The selection of proper summer and winter target levels as well as
the respective periods for maintaining these pools is considered the core
of proper operation of the Lake Shelbyville system. Thus, in the follow-
ing study, the issue of improving reservoir performance is mainly
concentrated on the determination of target pool levels. Most of the
economic data prepared by Singh et al. (1975) and Singh (1977) were used
in constructing the stochastic dynamic programming model; and the hydrolo-

gic data were updated through 1982.'

4,3 System Characteristics
4.3.1 Hydrology

A continuous daily flow record of the Kaskaskia River at Shelbyville
is available from the United States Geological Survey (in Water-supply
Papers for the Upper Mississippi River Basins before 1960; and in Water
Resources Data for Illinois since 1961) beginning in water year 1941. The
flows were natural runoffs before the Sheibyville Dam was completed in
August, 1970 and have been controlled releases ever since. The monthly
and annual flow statistics can be computed directly from the daily data
before August, 1970. After the completion of the dam the monthly and the
annual flows at Shelbyville need to be corrected to account for the lake
storage effects, and for consistency with the earlier uncontrolled flow
conditions. The annual flow data are contained in Table 4.1.

It is observed that, in the last u2-year‘recorded history, two
severe drought situations occurred (in 1941 and 1953-1955) in the Upper

Kaskaskia River Basin. Moreover, the river basin has had large inflows
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Table 4.1 Annual Flow Data for the Kaskaskia River at Shelbyville,
Illinois.

Water Year cfs ac-ft/yr
1941 174 126,000
1942 1,358 983,000
1943 1,207 874,000
194y 662 481,000
1945 815 590, 000
1946 915 662,000
1947 963 697,000
1948 675 490, 000
1949 805 I 583,000
1950 1,657 1,200, 000
1951 1,169 847,000
1952 915 664,000
1953 338 245,000
1954 36. 1 26,000
1955 291 211,000
1956 467 339,000
1957 1,212 878,000
1958 953 690,000
1959 707 512,000
1960 611 444,000
1961 486 352,000
1962 997 722,000
1963 300 217,000
1964 458 332,000
1965 486 352,000
1966 523 379, 000
1967 . 837 606,000
1968 1,113 808, 000
1969 741 536,000
1970 932* 675,000%
1971 s45* 395,000%
1972 672* 488,000%
1973 1,754% 1,270,000
1974 1,950% 1,412,000"
1975 1,085% 785,000%
1976 655* 476,000%
1977 y19* 303,000%
1978 1,264% 915,000*
1979 1,3u4* 973,000%
1980 u53* 329,000%
1981 797* 577,000%
1982 1,319*% 955, 000"

Average 837 606,000

#

*

A water year begins in October of the previous year and ends in

September of the indicated year.

Flows were corrected for lake storage effects.
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more frequently than in the previous year since the completion of the dam.,
A comparison between the flow records before and after the construction of
the Shelbyville Dam is provided in Table 4.2. The flows in March, August,
and December accounted for 59% of the total difference between the mean
annual flows of the two periods. Moreover, 65% of the difference between
the mean annual flows was made up of the differences of flows in the
winter drawdown period from December to April. Several statistical tests
were conducted to examine if these differences are significant.

The monthly flows are assumed to be log-normally distributed based
on the Kolmogorov-Smirnov Test at a 95% confidence level. The means and
standard deviations of the log-transformed flows are also listed in Table
4,2. The t-statistic and the F-statistic (Miller and Freund, 1977) are
used to test the differénce between the means and between the standard
errors of the normal sample distributions. At a confidence level of 95%,
the differences would be insignificant for -2.02 < t < 2.02, and for F <
2.14, As a result of the test, only the August flows exhibit a signifi-
cant difference between the two samples. No apparent reason can be linked
to the August abnormality; and the physical characteristics of the Upper
Kaskaskia River Basin in general are not considered to have undergone a
fundamental change since 1941, Thus, the distinction between the mean
annual flows for the two sample periods might be solely attributed to the
natural randomness of the runoff process in this river basin.

The monthly evaporation coefficients within Lake Shelbyville range
from 0.68 inch in January to 6.02 inches in July (Corps of Engineers,
1983a, Table 1). ThHe evaporation can be as low as 0.9% of the mean

monthly flow in February; and as high as 50% in September. However, the
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Table 4,2 Comparison of the Mean Flow Statistics of the Kaskaskia River
at Shelbyville before and after the Construction of the Dam.

Mean Flow 5,

Logarithm of Flow, Logqo(Q)

x 103 ac-ft

Mean Stan. Dev.

1941 1971 1941 1941 1971 1941 1971
| | i | | | | F#

1970 1982 1982 1970 1982 1970 1982
Oct 13.4 18.2 14.8 3.28 3.59 -0.89 0.97 1.21 0.64
Nov 20.1 26.3 21.5 3.69 3.74 -0.13 0.90 1.29 0.48
Dec 33.5 60.4 41.2 3.96 4,35 -1.37 0.85 0.85 1.00
Jan 56.4 66.4 59.3 4.25 4,37 -0.42 0.78 0.81 0.93
Feb 70.0 83.2 73.8 4,48 4,67 -0.88 0.69 0.52 1.76
Mar 65.6 127.4 83.2 h,67 4,97 -1.90 0.49 0,38 1.65
Apr 87.8 104.1 92.0 4.81 4.89 -0.00 0.37 0.37 0.99
May 79.5 83.7 80.7 4,73 4,78 -0.30 0.40 0.39 1.07
Jun 69.3 T4.9 70.9 4,68 4.70 -0.12 0.39 0.40 0.93
Jul 37.7 u8.8 U40.9 4,28 4,49 -0.15 0.56 0.44 1.56
Aug 11.8 39.6 19.7 3.66 4,43 -4,26 0.57 0.40 2.02
Sep 5.2 15.2 8.0 3.22 3.27 -0.16 0.67 1.55 0.19

Annual 550.3 T48.2 606.0

*¥ The t-statistic
level.
# The F-statistic
ence level.

Note:

is insignificant within +2,02 at a 95% confidence

is insignificant when less than 2.14 at a 95% confid-

The Corps of Engineers (1983a, EXHIBIT A) also recorded the mean
annual inflows as
(a) 570,000 ac-ft for 1930-1970,
(b) 758,000 ac-ft for 1971-1976.
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annual evaporation is only about 5,7% of the mean annual inflow. The lake
evaporation in general plays a very small role in the current performance

of Lake Shelbyville for flood control and recreation.

4.,3.2 Flood Control

Flood control was one of the major reasons for the construction of
the Shelbyville Dam. The primary purpose of flood control is to minimize
the agricultural losses and the property damages in the bottomlands along
the Kaskaskia River Valley downstream from Shelbyville, Upstream damage
began to accumulate, however, when the lake level rose above 610.0 ft
after the completion of the Dam. The crop-growing season is considered to
begin on May 1, and to end wheﬁ the harvest is completed; the earliest
possible tiﬁe that this would occur is October. The spring rainstorms
which affect the soil moisture and hence the net basin runoff are most
likely to occur between April and June when field pfeparation and crop
planting are underway. The extra storage space spared by the winter draw-
down is used to hold back the spring floods and to protect the downstream
agricultural land. |

The Corps of Engineers suggested the Flood Hydrograph-Damage Inte-
gration (FHDI) Method (Cochran, 1960) for estimating flood damages in
agricultural lands. Both the loss of direct production investment (DPI)
at the time of flooding and the loss of income (LI) are included in the
damage estimation. The values of DPI and LI for a typical acre are
obtained by multiplying the values for various crops in that acre by the
respective fractions of the acre for each crop, and adding the products.
Singh et al. (1975) explained the FHDI method in great detail and providéd

the resulting Lake Shelbyville area agricultural damage data which is
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summarized in Table 4.3, The property damage data pertaining to
farmsteads, roads, add farm fences or other structures are also listed in
Table 4.3. While the damage to property may be caused by flooding at any
time in a year, the flood damage to crops is assumed to occur only in the
growing season between May and October. To compute the total agricultural
and property damages of the flooded lands, the area-elevation and the
area-release relationships for the upstream and downstream reaches in the

Lake Shelbyville area are needed and therefore included in Table 4.3.

4.3.3 Recreation

Recreation activities are assumed to take place mainly in the lake
area behind the Shelbyville Dam. Singh et al. (1975) divided the most
popular recreation activities into seven major categories -- camping,
picnicking, swimming, boating, skiing, fishing, and hunting. All the
activities except hunting take place mainly in the summer tourist season
from May to September. Table 4.4 shows the year-round distribution
of visitors for each recreation activity on a monthly basis. The visitor
distribution data were obtained from the Corps field office at Lake
Shelbyville for years 1971-1974 (Singh etAal., 1975). The monthly distri-
bution pattern of each activity was assumed unchanged; and the total
visitor numbers were estimated for 1975. The total expenditure of each
visitor in the lake area is a highly variable parameter depending upon the
kind of activities involved, and the intensities of the recreational
facilities used. Corps of Engineers (Singh et al., 1975) used a price of
$3.00 per visitor per day for both fishing and hunting, and $1.50 per

visitor per day for the rest of the recreation activities in the Lake
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Table 4.3 Pertinent Agricultural and Propebty Data, with Complementary
Area-Elevation and Area-Release Relationships for the Upstream
and the Downstream Reaches in the Lake Shelbyville Area.

Above Shelbyville*

Below Shelbyville**

Crop damages,

dollars/acre
Corn 24.30
Soybeans 10.36
Wheat 2.77
Total 37.43

Property damages,

dollars/acre 0.42
Area(A) - Elevation(H) A = 0.02063H3
(ac) (ft) - 33,1140H2
+ 17859.4H
- 3239336.2

Area(A) - Release(R)
(x103ac) (x103cfs)

=0

0.1278R3
- 1.4212R%
+ 7.1821R
- 9.0454

-0.035R2
+ 0.975R
+ 2,580

-0.018R2
+ 0.620R
+ 4,245

i

88.20
42,00

130.20

0.30

4.5 <R < 7.0

7.0 <R

* For area flooded above 610.0 ft.

¥% For area flooded in bottomlands (release > 1,800 cfs).
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Table 4.4 Distributions of Visitors for Various Recreation Activities.

Visitor Distribution®

Month
Camping Picnicking Swimming Boating Skiing Fishing Hunting
Oct 0.0572 0.0424 0 0.0457 0.0214 0.0586 0.2075
Nov 0.0178 0.0181 0 0.0145 0 0.0199 0.5876
Dec 0.0074 0.0077 0 0.0050 0 0.0101 0.2049
Jan 0.0061 0.0059 0 0.0025 0 0.0067 0
Feb 0.0075 0.0104 0 0.0049 0 0.0096 0
Mar 0.0205 0.0246 0 0.0183 0 0.0314 0
Apr 0.0586 0.0677 0.0165 0.0739 0.0199 0.07T17 o
May 0.1309 0.1425 0.1639 0.1514 0.2053 0.1548 0
Jun 0.1544 0.1654 0.2325 0.1786 0.2192 0.1701 0
Jul 0.1935 0.1867 0.2547 0.1901 0.2053 0.1716 0
Aug 0.2045 0.1849 0.2174 0.1826 0.1954 0.1658 0
Sep 0.1416 0.1437 0.1150 0.1325 0.1335 0.1297 0
Total 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Visitors 365,000 130,000 400,000 300,000 60,000 350,000 35,000
(/year)
Expenditure**
($/visitor 1.50 1.50 1.50 ~1.50 1.50 3.00 3.00

/day)

*  For years 1971-1974,

¥* For year 1975.
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Shelbyville area, based on the recommended data from the Water Resources
Council (1973). Although both the number of visitors and their expendi-
tures may change throughvthe years, the data provided by Corps of Engi--
neers are used herein in order to compare the results from the stochastic
programming model to those of the previous studies.

The damage to recreation is measured by the loss of visitors in the
lake area because of the undesirable pool levels for the various recrea-
tion activities (Singh, 1975). Table 4,5 lists the lake levels at which
recreation damages would occur, as well as the percent loss of visitors
per foot change of the lake level. All the camping and picnicking areas
along the lake are located above the top of the flood controi pool, 626.5
ft; and the visitors involved in these two activities would not be
affected by the change 6f lake level., For each of the other activities,
there are high and low threshold levels between which the visitors would
feel indifferent to the change of lake level. However, when the lake
level rises or falls beyond those ranges, fewer tourists would be expected
to visit the lake area. For example, the lowest level that all swimmers
in the lake area would tolerate is 589.0 ft. If the lake falls below this
level, a 5% decrease in the expected number of swimmers would be incurred
for an additional one foot drop of the lake level. However, only a
maximum of 50% of the total expected swimmers could be turned away when
the lake drops below 579.0 ft. Thus, the recreational loss of a certain
activity due to an undesirable lake level can be estimated by multiplying
the expected expenditure per visitor per day by the number of visitors

lost in that particular day.
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Table 4.5 Percent of Recreation Loss per Foot of Change
Lake Shelbyville.

in Lake Level,

Activity Low Levelf Loss, Max Loss, High Levelf* Loss, Max Loss,
feet 3/ft ) feet %/ft %
Camping No loss No loss
Picnicking No loss No loss
Swimming 589 5 50 603 8.3 70
Boating 585 25 100 610 8.3 39
Skiing 585 25 100 610 8.3 39
Fishing 585 15 75 610 5 75
Hunting 589 10 100 602 3.5 95

* Lowest lake level below which recreational damage occurs.
¥* Highest lake level above which recreational damage occurs,
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4.3.4 Priority between Flood Control and Récreation

Although the damage to agriculture, property, and recreation, in
monetarj terms, should ﬁot be the sole criterion in evaluating a reser-
voir's performance, it provides a convenient starting basis for building a
basic mathematical model. Other operation criteria may later be
incorporated into the basic model in further analysis of the reservoir
system. It is hard to perceive the relative weights of the various
damages directly from the information provided in Tables 4.3-4.5. With a
little arithmetic manipulation of the same data important insights can be
obtained as to how the system may respond under hydrologic uncertainty.

Figures 4.4 (a, b, and c¢) show the damage costs as fuﬁctions of the
storage levels in the lake, and of the release rates downstream from the
dam. The summer season for agricultural activities extends from May to
October; whereas the summer season for recreation activities begins in May
and lasts until September. The curves are plotted at selected discrete
storage and release levels which will be used in the following stochastic
dynamic model. It can be seen from Fig, ‘4,4(a) that in the summer the
potential recreation damages cause the major concerns in reservoir opera-
tion if the lake level drops too low. On the other hand, both agricul-
tural and recreation damages have roughly the same influence on the
control of high lake levels., The relative importance of recreation
damages varies in time. In winter, although the recreation activities
decrease significantly, the damages to those activities are still the
prevailing factors for overall lake control. Property damage is on all
accounts minimal as compared to damages to agricultural and recreation

activities. A public which is properly informed about the flood control
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zones both within and below the lake areas could reduce the potential
property damage by not building permanent facilities in this region.

The channel capacity downstream from Lake Shelbyville is 1,800 cfs.
For flows greater than 1,800 cfs, most of the agricultural lands along
the Kaskaskia River Valley are quickly flooded due to the mild transverse
slope of the floodplain, which results in roughly uniform increases in the
agricultural damage as the flow increases. Since the Kaskaskia River
Valley is mostly a geomorphologically depressed area relative to the
neighboring higher agricultural lands, the flood flows would be mostly
confined within the valley. This explains the decreasing rate of agricul-
tural losses as the flow increases above 4,500 cfs (Fig. 4.U4(c)).

From the damage curves in Figs. 4.4(a, b, and c¢), it can be inferred
that the best storage lévels at Lake Shelbyville should lie somewhere
between 589.0 ft and 602.0 ft, a range in which no damage would occur. In
addiﬁion, the desirable summer and winter pools might not stay at fixed
levels due to large seasonal variation of the upstream inflows. The
current summer pool target of 599.7 ft might be a little bit too high,
when judging from the flood damages and recreation losses, since choosing
a lower summer pool target would reduce the risk of reaching either high
storage levels or high downstream releases.

| In the following sections, a stochastic dynamic programming model is
used to explore the tradeoffs of storages between the summer and the
Wwinter seasons, as well as the tradeoffs of damages between the upstream
and the downstream reaches, in the Lake Shelbyville area. A penalty

function approach is adopted to account for operation criteria not commen-
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surate in units with the economic measures used in the objective function.

Certain unmodeled issues are discussed based con the modeling results.

4.4 Stochastic Dynamic Programming
4. 4,1 Partitions of Inflow and Storage States

The definition of discrete inflows as discussed in Sec. 3.2.1.2 and
illustraﬁed in Fig. 3.2 is used for partitioning the monthly runoffs into
Lake Shelbyville. The monthly inflows can be assumed to be lognormally
distributed based on the Kolmogorov-Smirnov test at a 95% confidence
level. The lower limits of the monthly flows are assumed zero; while the
information about the upper limits is provided by Singh (1977, p. 46)
through elaborate analyses of the various physical, meteorological, and
hydrologic characteristics of the Upper Kaskaskia River Basin. The flow
state incrément or class interval of all months is taken to be 35,000
ac-ft, which is of roughly the same order of magnitude as the storage
increments defined later in/this section., The inflow statistics and state
partitions are summarized in Table 4.6.

Column (1) lists the estimated probable maximum inflows for 12
months, which were derived from the respective probable maximum precipita-
tions in the Upper Kaskaskia River Basin, and then adjusted by the proper
basin fraction indices (Singh, 1977).. Column (2) contains the recorded
maximum inflows between 1941 and 1982 at Shelbyville. The flows in
Columns (1) and (2) are expressed in cfs-month, representing the total
flow volume accumulated in a month at the indicated mean flow rate in cfs.
The recorded maxima in months of lower inflows (July-December) in the

Y2-year period deviate relatively farther from their estimated maximum
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Table 4,6 Statistics and Partitions of Upstream Inflows of Lake Shelby-
ville for Use in the Stochastic Dynamic Programming Model.

(M

(2)

(3)

(4)

(5) (6)

(1)

Number

Probable Recorded Maximum Logarithm of Inflow**

Month Maximum Maximum Discrete of
Inflowf Inflowf* Inflow, States®**
cf's-month cfs-month ac-ft Mean Stan. Corr.

Dev.

Oct 7,400 2,031 (1969) 455,000 3.37 1.04 13
0.167

Nov 7,700  2,493%(1972) 455,000  3.T1 1.01 13
0.221

Dec 7,900 3,143 (1967) 490,000 4,07 0.86 14
' 0.308

Jan 9,700 7,097 (1950) - 595,000 4,29 0.78 17
0.213

Feb 8,400 4,033 (1951) 455,000 4,54 0.65 13
. 0.240

Mar 8, 000 5,720%(1979) 490,000  4.76 0.47 14
0.095

Apr 10,800 4,848 (1944) 630,000 4,84 0.37 ' 18
’ -0.121

May 12,400 6,527 (1943) 770,000 4,75 0.39 22
0.274

Jun 12,200 4,608 (1957) 735,000 4,69 0.39 21
: 0.055

Jul 9,000 3,043 (1942) 560,000 4,34 0.53 - 16
-0.087

Aug 6,100 2,347 (1958) 385,000 3.88 0.64 1
0.043

Sep 3,700 77u#(1972) 210,000 3.24 0.98 6
' 0. 144

*
*

##

*

Data taken from Singh (1977, Table 26).
Based on monthly flow record in 1941-1982; number in parentheses
represents the year when the maximum was recorded.
¥*¥*% State increment = 35,000 ac-ft.

Adjusted for lake storage effects,
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probable values, which could be due to the generally higher skewness of
the inflow distributions during this period. The historical monthly
maxima were recorded rather randomly through the years, with a tendency of
occurring more frequently in wet years. Moreover, the recorded maximum
monthly inflows are mostly much larger than the maximum non-damaging rate,
1,800 cfs, which indicates the importance of the flood protection function
provided by Lake Shelbyville,

The maximum discrete inflows were chosen to be multiples of the
state increment, 35,000 ac-ft, in the neighborhood of the respective
probable maximum inflows. Column (7) gives the number of states parti-
tioned for each month, with the class mark defined to be the center of
each class interval, The Markov transition probability matrix between
inflows of each of the 12 pairs of adjoining operation periods was esti-
mated by the technique discussed in Sec. 3.2.1.3; and the flow statistics
were calculated based on the 1941-1982 record.

The effective storage space of Lake Shelbyville, totaling 654,000
ac~ft, consists of the joint-use pool and the flood control pool between
573.0 ft and 626.5 ft (Fig. 4.2). When the lake level is below the top of
the flood control pool, 626.5 ft, the outflow up to 4,500 cfs is released
through the two sluice gates at the bottom of the dam. However, the
sluice gates are closed completely as the lake level rises above the flood
control pool; and control of the release is taken over by the tainter
gates. A surcharge pool is then created. Although the surcharge pool
adds up to 351,000 ac-ft of extra storage space to the lake, that storage
may not exist for a long time because the regulation requires the lake to

level be lowered as quickly as possible whenever the lake is above 626.5
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ft (Corps of Engineers, 1983a). The spillway can discharge a maximum of
121,000 cfs which is at least 10 times the probable maximum infiow of any
month at Lake Shelbyville, Thus, it can be reasonably assumed that
although the surcharge storage may'exist temporarily, it is practically
irrelevant to the normal operation of the reservoir system and can be
excluded from consideration in the reservoir model.

The partition of the effective storage in Lake Shelbyville is
illustrated in Table 4,7. Twenty storage states are considered, including
the two extreme states of emptiness and fullness with zero class inter-
vals. The state boundaries and the state marks are expressed in
elevations for easy comprehension of the relationship between the states
and the crucial control levels of the lake. The storage states are
defined in such a way tﬁat the state intervals are of the same order of
magnitude as the increment of the inflow states. According to the discus-
sions in Sec. 3.3.2,/the partitions of the inflow and storage states for
the Lake Shelbyville system should yield stable results from the discrete

optimization model.

4.4,2 Basic Model Formulation

The reservoir model developed herein for the Lake Shelbyville system
parallels closely that for the hypothetical reservoir system previously
presented in Sec. 3.2.2.1. The optimal operation policy is determined
solely by the recursive equation shown in Eq. 4.1 to minimize the
long-term damage to this reservoir system. No other release and storage
constraints are considered in the model. For the Lake Shelbyville system,
a year is divided into 12‘monthly operation periods. Let Cimjt be the

damage cost that accrues in time period t, which is associated with the
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Table 4.7 Partition of Effective Storage Space in Lake Shelbyville for
Use in the Stochastic Dynamic Programming Model.

[

State Number State Boundary State Mark State Interval
(Elevation, ft) (Elevation, ft) (Volume, ac-ft)

S

573
1 573 0
573
2 576.5 26, 400
580
3 582.5 26,700
585
Y 587.5 34,300
590
5 591.25 20, 300
592.5
6 593.75 22,300
595
7 596.25 24,500
597.5
8 598.6 23, 400
599.7
9 601.1 32,500
602.5
10 603.75 31,900
605
1 606.25 34,900
607.5
12 608.75 37,900
610
13 611.25 41,100
: 612.5
14 : 613.75 44,100
615
15 616.25 47,200
617.5
16 : - 618.75 50,300
620
17 621.25 53,900
: 622.5 :
18 623.75 57,900
625
19 625.75 36,800
626.5
20 _ 626.5 0
626.5

*¥ Storage (S, ac-ft) expressed as a function of pool elevation (H, ft):
S = 1.283H3 - 2105.6775H2 + 1152441,635H - 210338184,.5
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initial storage Sjt, the inflow Qut, and the final storage Sj,t+1. Then,
the minimum expected damage fg(i,m) to the system with only 1 periods
remaining can be determihed by the following recursive equation:
el . t 11,
t(i,m) = minimum [Cipjt + ZPynfe+q(J,n)l
j n

J
for all i,m,t; j feasible (4.1)

in which Pgn i1s the transition probability of the discrete inflows chang-
ing from Qut to Qp,t+1 in successive periods. In Eq. 4.1, fg(i,m) is
determined by finding the final storage state(s) which minimizes the sum
of the current damage and the expected total damage in the future t-1
operation periods. The optimization procedure expressed by Eq. 4,1 starts
at some time in the remote future, and proceeds backward through a finite
nunber of periods untilithe optimal storage decisions of any period in a
year become invariant for two consecutive years., The final storage
state(s) so determined represent the optimal steady-state operation policy
for any feasible combination of Sit'and Qnt in period t.

The damage cost Cimjt incurred in a cértain time period, as implied
by the state indices i, m, and j, is a function of the initial storage,
the inflow, and the final storage. Essentially, Cimjt comprises five
distinct components: the recreation loss, Cgmjt, the agricultural losses
in both the upstream and the downstream reaches, C?gjt and C?gjt, and the
property losses in these two reaches, Cfgjt and Cfgjt. Thus, Eq. 4.1 can

be written more explicitly as

T,. .. r au ad u d
fe(1,m) = minimum [Cimjt + Cimjt * Cimjt * Cll)mjt * Clpmjt
J
t -1,
+ TPpnfee](d,n)]
n for all i,m,t; j feasible (4.2)
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As discussed in Secs. 4.3.2-4.3.4, each of the five damage components is
expressed as a function of either the lake level (thus the lake storage)
or the downstream release, which are related via the following mass

balance equation:

Rimjt = Sit * Qut = Sj,t+1 ~ Eijt(Sit, Sj,g+1) (4.3)

in which Rjpjy is a feasible release in ac-ft. Ejjt is the total evapora-
tion loss in period t, which is assumed to be a function of only the

initial and the final storages and is defined by
Eijt(sit‘,’ Sj,t+1) = (Ej¢(Sj¢) + Ej,tﬂ(sj,tﬂ)) /2 (4. )

Because all of the terms on the right-hand side of Eq. 4.3 take on only
discrete values, only a finite number of values may be obtained for Rimjt-

The recreation damage in each month is calculated from decreases in
the number of visitors and their expected expenditures in the lake area
due to the unfavorable lake conditions in comparison to normal recreation
activity levels. The lake level is assumed to increase or decrease
linearly in time for different initial and final storage states within an
operation period. Thus the percent loss of visitors, if any, is consider-
ed time-dependent and should be computed as such. A schematic representa-
tion of the evaluation of the recreation losses in the recursive equation
is provided in Fig. 4.5.

According to the loss information contained in Table 4.5, the lake
level can be divided into five mutually exclusive zones, each of which
involves a different way for estimating the recreation damage. Taking

boating activity as an example, the five zones are separated by the four
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Figure 4,5 Schematic Representation of Evaluating the Recreation Losses

in the Recursive Equation (Eq. 4.1) Using Boating Activity as
an Example.
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levels of 581.0 ft, 585.0 ft, 610.0 ft, and 614.7 ft. For a lake level
below 581.0 ft, all boating activity ceases; and the loss of boaters is
100%. For the range of 581.0-585.0 ft, the percent loss of visitors is an
inverse linear function of the increasing lake level. No loss of visitors
is incurred for a lake level between 585.0 ft and 610.0 ft. The loss of
visitors increases linearly from 0% to 39% as the lake level rises from
610.0 ft to 614.7 ft. Beyond 614,7 ft, the loss of visitors stays at the
maximum 39%.

For each plot in Fig. 4.5, the vertical axis shows the lake eleva-
tion; and the horizontal axis represents the time span of one month.
There are 5 distinct combinations of the initial and the final storage
states (or lake levels), from which various patterns of the losses in time
are displayed. 1In each plot the shaded areas, after being multiplied by
the proper loss rates (25% and 8.3% per foot of change in lake level for
the darker area and the lighter area, respectively) and summed, equal the
percent 1oss of expected visitors in a month., Multiplying this percent
loss by the total visitors in that month aﬁd by the expected individual
expenditure ($1.50 per visitor) yields the damage to boating activity in
the month due to the change of thé lake level. It is assumed that visi-
tors to the lake area are uniformly distributed within a month. Recrea-
tion losses on swimming, skiing, fishing, and hunting activities can be
evaluated in a similar manner except that the five lake zones may be
defined differently for each activity. There is no loss associated with
either camping or picnicking at any lake level; and the total recreation
loss accumulated in a month is simply the arithmetic sum of those losses

pertaining to swimming, boating, skiing, fishing, and hunting.
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The above method for computing recreation damage is considered
applicable to any month in a year, and independent of‘the recreation
activities before or after the current operation period. This is because
the damage is counted on the basis of loss of the expected daily expendi-
tures of individual visitors to the lake area. In addition, the loss of
visitors on a certain day can be reasonably assumed to be a function of
the lake level only, and to be unrelated to the number of visitors in the

previous days.

4_ 4.3 Modification for Unrepeatable Damages

In evaluating agricultural and property damages, care should be
exercised in defining the recursive equation so that these damages are not
overestimated. Consider the folléwing example in which the pool rises
above the damage level of 610.0 ft to 615.0 ft during the third month of
the current crop-growing season. The agricultural damage in this month
would be estimated from the loss of direct production investment and the
loss of income of the crops in the flooded area. If in the remaining
growing season the pool stays below 615.0 ft, no additional cropland would
be flooded; and the total agricultural damage in the upstream area would
equal that accrued in the third month only. On the other hand, should the
podl rise further above 615.0 ft at any time during the remaining growing
season, extra crop damage would be added, but only for the additional
cropland flooded above 615.0 f;. In other words, neither agricultural nor
property damages can be counted more than once for the same flooded area
within a growing season. The damages to the downstream cropland should be
evaluated in a similar way by considering the releases in different months

of the growing season. The storage and release thresholds for incurring
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property damages in both reaéhes are the same as those for the agricul-
tural losses.

Because the typical recursive equation defined in stochastic dynamic
programming (Eq. 4.2) does not consider the effects of the previous
storage or release conditions in the calculation of the current agricul-
tural or property losses, the agricultural damage might very well be
overestimated. Since it has been assumed previously that the pool would
increase or decrease uniformly with time in each month, the lake would
reach the highest level at either the beginning or the end of that month.
For consistency in the backward optimization procedure, the agricultural
damage is assumed to be evaluated at the end of each month in the growing
season,

Method I in Fig. 4.6 shows that using the typical recursive equa-
tion, the crop damages would be counted for lake levels above 610.0 ft
(indicated by the black bar) during that month. Some of the agricultural
damages would be duplicated if the lake level would stay above 610.0 ft
for more than one month in the growing season. This would lead to an
overestimate of the expected agricultural damage in the long run. To
resolve this problem, an improved approach can be used.

As demonstrated by Method II(e & f) in Fig. 4.6, the agricultural
damagerwould be calculated only for areas which have not been flooded in
the immediately previous month. When translated to the recursive equation
in backward optimization, this concept would involve adding a nonpositive
correction term to the corresponding current damage in Eq. 4.2, In case
of (a), (b), (c), or (d), the recursive equation should be identical for

both Method I and II; and no modification would be necessary. When the
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Figure 4.6 Estimation of the Upstream Agricultural and Property Damages:
Method I -- Damage Independent of the Conditions in Previous
' Months;
Method II -- Damage Calculated Only for the Additional Flooded
Area Caused by Lake Level Higher Than in the
Previous Month,
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lake exceéds the damage level in two consecutive months, the damage which
had been counted in the later mohth in the backward optimization procedure
should be deducted completely or partially for the range of lake levels
represented by the white bars in Method II(e & f), respectively.

For each combination of Sjt, Qput, and Sj t+1, there are N inflow
states, Qp,t+1, in month t+1 to be considered in order to weigh the damagg
corrections properly in month t according to the likelihood of Qpn t+1
occurring. The damage C?ﬁjt in Eq. 4.2 (and similarly for C?ﬁjt) should

be replaced by the modified damage DPf;jt as

au au t au
Dimjt = Cimjt - IPmnCimjnk,t,t+1(Sit,Qmt»Sj, t+1+Qn,t+1+5k,t+2)
n .

for all i,m,t; j feasible (4.5)

in which c?gjnk,t,t+1 is the damage correction. Note that in backward
optimization, Sk,t+2 18 a known state as a function of Sj t+1 and Qp t+1-
Incorporating Eq. 4.5 into the computer code involves only the comparison
of Sj,t+1 and Sk t+2, and the corresponding démage correction, which can
be easily accomplished without major increase of computing time and memory
requirements., The same concept of damage correction can be applied to the
evaluation of downstream agricultural and property losses, with the damage
threshold being the release of 1,800 cfs.

These damage corrections for agricultural and property losses are
appropriate based on two assumptions. First,/the lake level does not
exceed the damage threshold (610.0 ft) for crop losses in more than two
consecutive months in the growing season; nor more than 2 consecutive
months in a year for property losses. Second, in these periods the lake

does not rise beYond 610.0 ft at two or more disjoint months. Given the
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relatively large storage capacity of Lake Shelbyville, and the expected
normal pool level far below 610.0 ft, it is believed that the above
assumptions are a reasonable approximation of reality. To assure the
adequacy of this assertion,‘however, in the ensuing sections the optimiza-
tion result froﬁ a more elaborate modification of the damage function
(Method III shown in Fig, 4.7) is compared to that from Method II. Using
Method III, the current damage is corrected according to all possible léke
level combinations in the next two months, rather than those only in the
immediate next month as represented by Method II. It can be observed from
Fig. 4.7 that except for (1) and (o), the damage correction for 16 of the
18 scenarios of Method III is properly accounted for by simply adopting
Method II, The probability of each of the remaining two cases occurring
is extremely small so that the overestimation of damages in these two
cases would contribute an insignificant effect to the resulting optimal
operation policy and the long-term expected performance of a single
reservoir system.

For a complicated reservoir model wiﬁh many inflow and storage
states, using Method III significantly increases the computation time
as compared to that using Method 1II since the inflow combinations would
be multiplied by the number of inflow sﬁates of the additional month
considered for the damage correction. As a general approach, the magni-
tude of the expected errors in damage estimation for cases (1) and (o) in
Fig. 4,7 should be calculated. If those errors are minimal as compared to
other damages, simply using Method II would be adequate. Otherwise, the

more elaborate Method III should be used.

131



Qi Qk Q Qk Q Qk Oi Ok Qi Ok Qi Qk
Elevation ‘ * * * ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
‘ ‘ Range within
A/ Which Agricul-
610.0 ft ’ tural & Property

Damages
> d Are Estimated
A

/]2
610.0ft. 74:D N N N | /4
‘ e /4
N
1t t t+1 t t+1 t t+1 t ot t t+1
(g) {h) (1) 1 (k) (1)

Range within
) Which Damages

~~a - - - Are Deducted

610.0 ft —l{; In Backward

Minimization

t t+d t 4l t t+d t t+1 t t+1 t t+1
(m) (n) (o) (p) (q) (r)

2
(2 x 3 possible cases)

Figure 4.7 Estimation of the Upstream Agricultural and Property Damages:
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4.5 Analysis

The stochastic dynamic programming model for the Lake Shelbyville
system was constructed based on the 1941-1982 inflow record. The
effective storage capacity qf the system is considered to consist of the
joint-use storage and the flood control storage. A maximum flood control
release of 1,800 cfs is enforced when the lake level is below 610.0 ft in
the crop-growing season from Méy to October. This maximum allowable
release is raised linearly to 4,500 cfs as the lake level rises from 610.0
ft to 626.5 ft. No release is allowed to exceed 4,500 cfs for lake levels
below 626.5 ft. Only the economic losses which can be estimated in
monetary terms are included in the objective function., The three differ-
ent ways of dealing with the agricultural and property losses in the
backward minimization procedure are first compared based on the respective
modeling results. This provides a means to determine the most efficient
way to model the unrepeatable damages for the Lake Shelbyville system.

The backward minimization was started in December; and it took 16
iterations of the backward search to find the optimal steady-state opera-
tion policy, regardless of the method used for estimating the unrepeatable
damages. This rate of convergence to the optimal solution is considered
reasonably fast since at least 13 iterations of the backward search must
be completed to verify the state of convergence. The expected total
annual damage obtained as a result of using Method I is $53,573, an
overestimate by roughly 45% of phe total damages of $36,983 or $36,979
estimated respectively by Method II and I1II. The monthly mean storage

levels (measured in the beginning of each month) and the monthly expected
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damages calculated from the optimal results are plotted in Fig. 4.8 based
on the three methods,

It is apparent that Method I greatly overestimated the monthly
damages in the beginning months of the crop-growing season. This is
because major spring floods are likely to keep either the lake level above
610.0 ft or the release rate greater than 1,800 cfs for this extended
period. Because of these overweighted damages in the objective function,
the solution based on Method I tends to drive the summer mean lake levels
lower than_those of Method II and III. As a result, more storage space
can be spared to hold the spring floods and to reduce the risks in
reaching high storage and release levels. In the later months of the
crop-growing season, the expected damages calculated using Methods II and
IIT are greater than those estimated using Method I. This is because the
mean storage levels are higher in these months as a result of using
Methods II and III. Since the recreation losses were adequately estimated
by all methods, the monthly damages consisting mostly of the recreation
losses would increase as.the lake level rises. Therefore, using Method I
would not only distort the resulting damage distribution but also affect
the mean monthly storage ‘levels.

The differences between the optimal results from Method II and III,
on the other hand, are found to be negligible on all accounts. The CPU
times for the models running on the Cybeﬁ 175 computer at the University
of Illinois were 13.41, 14,52, and 29.78 seconds, respectively, for the
three méthods. Since using Method II for evaluating the agricultural and
property damages does not significantly increase the model's complexity

and the associated computation effort, and yields adequate modeling
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Figure 4.8 Comparison of the Optimal Results from Models Based on Three
Different Methods of Estimating the Unrepeatable Damages:
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in the Next two Months,

135



results, it was adopted for the detailed analysis of the Lake Shelbyville

system in the following sections,

§.5.1 Basic Results

| Table 4.8 summarizes the expected performance of the Lake Shelby-
ville system following the optimal steady-state operation policy. As
expected, the monthly mean lake levels lie between 589.0 and 602.0 ft,
within which range the various upstream damages can be avoided. When the
major agricultural and recreation activities remain dormant from December‘
to April, the concern of incurring upstream damage due to the high lake
levels is minimal. As a result, the lake starts accumulating the exces-
sive winter inflows gradually in order to prevent downstream properties
from being flooded; and the monthly mean lake levels increase steadily
during this period. The rising trend of the mean lake level is interrupt-
ed in May when the resumed agricultural and recreation activities are more
sensitive to both the high lake levels and the high release rates than in
the preceding months. By lowering the lake level in this period more
storage space can be reserved; and the risk of feaching either a high lake
level or a high release rate may be reduced. Except for the sudden dip of
the mean lake level in May, the spring floods in April-Jdune keep the mean
lake level rising until reaching the peak in July. Then a period of
decline in the lake level starts due to small inflows to the lake in the
remaining months., Thus, the variation of the monthly mean lake levels is
affected mainly by the expected inflow volume and the relative economic
values of the various activities conducted in each month.

The monthly lake level distributions are in general highly skewed

toward the high values. Several statistical measures are listed in Table
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Table 4,8 Expected System Performance of Lake Shelbyville Based upon the
Optimal Results from the Stochastic Dynamic Programming Model
Wwith the Mean Summer Lake Level Unconstrained.

(1) (2) (3) (W) (5) (6) (7 (8) (9)
Mean Standard Deviation Prob. of Lake Level Prob. of Release
Month Lake of Lake Level, feet ----—----—-oo--vo-—e Greater Than
Level®  —mm-comomomoee Drop. Ris. Ri§. —==-—=m—==mm—mnn
feet spt* spf* sp** below above above 1,800 4,500
590.0 599.7 610.0 cfs cfs
ft ft ft -
Jan 592.2 1.24 7.4 2.25 .0022 .0557 0 .0994 0
Feb 592.4 1.4 6.80 4.03 .0018 .0867 0 .0971 0
Mar  593.3  2.21 8.59 5.26  .0016 .1249 0 .1605 0
Apr 594,7 2.45 6.90 L4.49 .0013 .1668 0 .2697 0
May 593.6 2.39 4.63 3.36 .0007 .0406 0 .0047 0
Jun 5942 2.75 10.74 5.71 .0005 .1484 ,0322 .0060 .0008
Jul 597.0 3.73 13.02 6.70 .0004 .1967 .0589 .0125 .0008
Aug 594.9 3.65 13.20 7.31 .0003 .1459 .0639  .0048 0
Sep 593.9 2.86 16.29 6.94 .0026 .1121 .0505 .0009 0
Oct 593.2 2.13 17.72 5.97 .0025 .0880 .0378 - .0007 0
Nov 593.0 2.03 17.23 6.39 .0024 .0627 .0393  .0660 0
Dec 591.9 1.07 3.16 .0023  .0373 0 .0592 0

7.7

* Mean lake level at the beginning of the
x% SDp,:

SDy:

SD:

monthly mean (Eq. 4.6).

monthly mean (Eq. 4.8).

standard deviation of all possible

of the indicated month.

standard deviation of all possible

standard deviation of all possible
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Table 4.8 (Continued)

(10) (11) (12) (13) (14) (15) (16) (7
Damage Distribution Damage Distribution Expected
by Month, % by Category, % Monthly
Month  ----=-==----------- | e Damage,
Agri. Recr. Prop. Agri. Recr. Prop. Total dollars
Jan 0] 1.0 11.0 0] 76.7 23.3 100.0 357
Feb 0] 0.9 6.1 0 84.2 15.8 100.0 289
Mar 0 0.5 12.7 0 56.8 43,2 100.0 221
Apr 0] 0.3 28.6 0 23.8 76.2 100.0 284
May 3.7 0.3 0.1 79.7 20.1 0.2 100.0 432
Jun 20.5 9.9 0.8 42.0 57.9 0.1 100.0 4,577
Jul 31.8 21.2 1.9 34,4 65.4 0.2 100.0 8,683
Aug 31.6  31.1 3.8 26.1 73.6 0.3 100.0 11,376
Sep 7.3 29.9 1.0 7.9 92.0 0.1 100.0 8,707
Oct 5.1 3.0 0.5 37.7 62.0 0.3 100.0 1,300
Nov 0] 1.1 29.3 0 57.8 42,2 100.0 524
Dec 0 0.8 4,2 0] 86.5 13.5 100.0 233
Total
Damage,
% 100.0 100.0 100.0
Total
Damage,
$/year 9,395 26,833 755 36,983
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4.8 to describe the variation of lake levels in each month. First, two
statistics SDj, and SDy are introduced to describe the average dispersion
of the lake levels respectively below and above the monthly mean. Let Hp
be the lake level in state n and Pp be the corresponding probability of

occurrence+ Then SD;, and SDy can be calculated by

N'
X Pn(Hn = H)Z
n=1
SD, = | —=m=-mmmmmmmmmee (4.6)
N'
T Pp
n=1
N
X Pn(Hn - H)2
n=N"'+
SDU = JTTTETT s T E s s ()407)
N
T Py
n=N"'+1

in which H 1s the mean; N is the total number of storage (or lake level)
states; and N' and N'+1 are the states separated by the mean. The common-

ly defined standard deviation SD can then be related to SD;, and SDy by

, N , N
SD = [SDf L P,+SDFI Py (4.8)

n=1 n=N"'+1
By comparing SD; and SDy it is noted that the uncertainty associated
with the lake level in each month is mostly attributed to the high lake
levels as a result of large floods. The probability of the lake dropping
below 590.0 ft is significantly less than that of the lake rising above

the current summer operation pool, 599.7 ft, in any month of the year.
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The lake level could rise above 599.7 ft with probabilities ranging from
3.73% in December to 19.67% in July. Therefore, it would not be a rare
event for the lake level to exceed the summer pool of 599.7 ft in the
normal operation of the Lake Shelbyville system.

Based on the optimal operation policy, the lake most likely would
not rise above 610.0 ft from December to May, There would be some chance,
however, for the lake to exceed this threshold level in the crop-growing
season when it would be desired to avoid the upstream agricultural damages
due to the floodings in the area above 610.0 ft. This phenomenon can be
explained by the economic tradeoff between the upstream and the downstream
income losses during this period. Table 4.9(a, b) contains the marginal
costs to the upstream and the downstream areas as a result of a unit
change in either the storage volume or the release volume per month,

These marginal costs were derived directly from the cost data contained in
Tables 4,3-4.5,

Consider the case in the summer growing season when the lake level
is at 610.0 ft, and the inflow rate is a bit greater than 1,800 cfs., If
the operation criterion of the lake were based solely on the economic
values of the various activities, then the inflow would be passed only at
a maximum rate of 1,800 cfs, forcing the lake to rise beyond 610.0 ft,
since comparing the marginal costs iIn both reaches would favor this
operation with less overall damages. For example, the marginal damage to
the upstream reach at a lake level of 610.0 ft in July is $2.83/ac-ft,
which is less than the marginal damage, $3.29/aCfft, to the downstream
reach. By the same token, if similar situations occurred in the winter

months the preference in operation would be reversed in contrast to the
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Table 4.9 Economic Tradeoff between the Damage in the Upstream and the
Downstream Reaches for the Lake Shelbyville System,

(a) Marginal Costs for the Upstream Reach

Lake Marginal Cost per Ac-ft Increase in Storage, $/ac-ft
Level, =-=--=r---=--roe——o- e e e e e e e m
feet Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

(Summer Growing Season)

602.5 o o o0 .01 .11 .15 .17 .14 .08 .02 .07 .02
605.0 O ©0 0 :05 .50 .70 .76 65 .34 .07 :19 .07
607.5 0 0 0 .10 1.01 1.44 1.58 1.35 .71 .12 .33 .11
610.0 .30 .31 .33 .55 1.99 2.63 2.83 2.49 1.52 .53 .76 .46
612.5 1.13 1.14 1.27 1.73 3.78 4.58 4.82 4.41 3.12 1.64 1.74 1.33
615.0 2:10 2.12 2.32 2.96 5.28 6.12 6.37 5.95 4.54 2.84 2,84 2.34
617.5 2.95 2.98 3.20 3.89 6:24 7.06 7.29 6.89 5,49 3,78 3.78 3.22
620.0 3.76 3.79 4.06 4.80 7.22 8.03 8.25 7.86 6.45 4.70 4.68 4:06
622.5 4.54 4,58 4.88 5.67 8.11 8.90 9.11 8.74 7.34 5.58 5,53 4,87

U

625.0 6.53 6.58 6.98 7.98 11.02 11.98 12.23 11.77 10.07 7.89 7.81 6.95

(b) Marginal Costs for the Downstream Reach

Release Marginal Cost per Ac~ft/month Increase in Release, $/ac-ft
Rate, ~—====-------—rermm e e e m e m e
cfs Winter (Nov.-Apr.) Summer (May-Oct.)

1,800 .0088 3.29

2,400 L0147 5.51

3,600 .0479 17.86

4,200 .0865 32.25

4,600 .0628 23.43

5,200 .0663 24:75

5,800 . 0696 25,98

6,400 0727 27.12

7,000 .0455 16.98

8,000 LOUTY 17.69

9,000 . 0491 18.32
10,000 .0506 18.87

Note: 1 cfs = 59,5 ac-ft/month, for 30 days in a month.
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practice adopted in the summer since the marginal cost for damages in the
downstream reach is so low (e.g., $0.0088/ac-ft at 1,800 cfs). The
selection of 610.0 ft and 1,800 cfs as the example coincides with the
thresholds of the lake level and of the release rate below which no
agricultural and property damages would occur.

Based on the economic data used, the optimal operation policy
determined by the stochastic programming model clearly leans towards
adopting a more stringent rule for release control rather than trying to
prevent the upstream damages due to high lake levels. This can be
observed by comparing the probabilities in Columns (7) and (8) of Table
4.8, For each month in the summer growing season, the probability of a
release greater than 1,800 cfs is much less than that of the lake level
rising above 610.0 ft. Under either condition some agricultural damages
would be incurred. The marginal cost information provided in Table 4,9
supports, to a certain degree, the current practice of release control at
Lake Shelbyville, where in the summer the maximum release is increased
beyond 1,800 cfs only for lake levels above 610.0 ft. However, the
maximum summer release appears to be bounded by 3,600 cfs for lake levels
below the top of the flood control pool, 626.5 ft. The small
probabilities of releases greater than 4,500 cfs observed in June and July
(Table 4.8, Column (9)), on the other hand, are attributed to the
operation constraint prohibiting the lake from rising beyond 626.5 ft
under any circumstances.

In the second half of Table 4,8, the expected damages are expressed
both by the distributions in time for the agricultural loss, the recrea-

tion loss, and the property loss, and by the distributions among the three
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different losses in each month. The percentages of the various damages
are comparatively more important than the corresponding expected values
because the former reflect the significance of each of the distinct
activities relative to one another. The expected damages may be mislead-
ing in that the damage incurred in most months is much less than indicated
sincea a few catastrophic events account for most of the weights in
calculating the expected values (as discussed in Sec. 3.4.2.).

Recreation damage accounts for :72.5% of the expected annual damage;
whereas agricultural loss contributes only 25.4% of the expected damage
(Table H4.8). These proportions result because the chance of the lake
level being between 602.0 ft and 610.0 ft, within which only upstream
recreation damages occur, is much greater than the probability of the lake
rising above 610.0 ft for each month. However, agricultural damage may be
underestimated by the stochastic programming model since both thé inflows
and the releases were assumed uniform within a month. Thus, the peaks of
the inflow or the release rate in a month are not captured by the model
nor properly reflected by the monthly mean values. Nevertheless, this
simplification of the model should not alter the resulting optimal
operation policy greatly because the damage from agriculture plays a
predominant role in determining the tradeoffs between the storage and the

release during the critical conditions in the summer. As long as these

marginal costs are properly estimated, the general trend in controlling

the lake level and the release is not greatly distorted.
Although the statistics associated with the monthly lake levels and
releases were calculated based on the optimal operation policy under the

ideal steady-state conditions, their values generally reflect the tend-
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encies which could be expected in the normal control of the Lake Shelby-
ville system under the current operation rules. The monthly mean lake
levels determined from the stochastic programming model are within the
ranges proposed in the two previous studies (Singh et al. 1975; and Singh,
1977). If these means were treated as the monthly targets, then they
would be roughly 2 to 5 feet lower than the current rule for the control
of the lake level. The following section presents an additional analysis
to examine the possible changes of the optimal operation policy if the

sunmer pool is forced to meet the current target of 599.7 ft.

4.5.2 Penalty Function

The basic results discussed above were obtained from the stochastic
programming model defined in Sec. 4.4; it uses the economic values of the
various activities as the criteria for operating the Lake Shelbyville
system. A requirement for meeting the sumﬁer pool level of 599.7 ft can
be added to the model by modifying the objective function (the recursive
equation) using the penalty function approach (Askew, 1974a, b; 1975).
For each of the crop-groﬁing months, a one-sided quadratic penalty

function PF defined by
PF = W(H - 599.7)2 H < 599.7 ft .  (4.9)

is included in the recursive equation, which penalizes any lake level H
‘(as a function of storage) less than the desired level of 599.7 ft. W is
the weighting parameter to be determined so that in the long run the

expected lake levels in the summer months match the current target.
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The weighting parameter was varied within a wide range of values
between 0 and 10,000 to monitor the changes of the monthly mean lake
levels. To begin with, each of the values of W =0, 1, 100, and 10,000
was used in the modified stochastic programming model; and the correspond-
ing mean lake level in the period from May to October was calcula;ed. A
semi-log plot of W against the mean lake level was created; and the weight
corresponding to mean lake level of 599.7 ft can be obtained by using
simple linear interpolation. It was shown that a weighting parameter of
approximately 5 leads to the desired target of the mean summer pool in the
long run.

Figure 4.9 compares the relative changes in the expected lake
performance when different weighting parameters are used. It is interest-
ing to note that even using a rather small value (W = 1) would greatly
increase the mean lake levels in the summer months. The summer pool would
keep rising with the increasing penalty on lake levels below 599.7 ft; and
the optimal operation policy wouid remain unchanged for W > 10,000, 1In
comparison the pool levels in the January-March period are almost unaf-
fected by the pronounced changes in the summer pools when different
penalty values are used. Moreover, despite the consistent increase of the
expected damages in the summer months, these damage values do not change
as greatly as the monthly lake levels if W is changed from 0 to 5. Thus,

_the Lake Shelbyville system may be considered rather flexible in terms of
the selection of the operation rule curve. More discussions are provided

in the following section specifically for the case of W =5,

4.5.3 Further Analysis of Expected Lake Performance

Table 4.10 contains information about the expected system perform-
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Figure 4.9 Comparison of the Expected Performances of the Lake Shelby-
ville System Using the Penalty Function Approach; W is the
Weighting Parameter Defined in Eq. 4.9.
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Table 4.10 Expected System Performance of Lake Shelbyville Based upon the
Optimal Results from the Stochastic Dynamic Programming Model
with the Mean Summer Lake Level Constrained to Be 599.7 ft.

(1 (2) (3) (W (5) (6) (7 (8) (9)
Mean Standard Deviation Prob. of Lake Level Prob. of Release
Month Lake of Lake Level, feet -~--—--=-=---—------- Greater Than
Level®  =m=-=—-mmm—emo— Drop. Ris. RiS., ===-=-m=-mmm=mo-
feet spr* sph* spi* below above above 1,800 4,500
590.0 599.7 610.0 efs cfs
ft ft ft
Jan 592.14 1.34 T7.15 3.64 .0019 .0668 0 .1046 0
Feb 592.5 1.40 6.72 4.06 .0016 ,0905 0 .0974 0
Mar 593.5 2.20 8.56 5.59 .0014 .1268 0 .1315 0
Apr 593.9 2.52 T.64 4,43 L0011 1677 0 .2545 0
May 595.9 4,59 1.76 2.59 .0006 .0406 0 .0061 0
Jun 598.6 4,16 4.91 5.02 .0004 .1703 .0358 .0061 .0008
Jul 600.2 3.28 10;07 5.145 .0003 .2496 .0691 .0139 , 0009
Aug 600.1 2.95 12.89 5.80 ;0003 .1810 .0745 .0057 0
Sep 600.2 2.62 11.07 4.92 .0025 .2125 ,0569 . 0001 0
Oct 599.6 2.04 13.57 4.86 .0024 ,1106 .0418 .0008 0
Nov  599.5  1.96 16.67 5.26  .0023 .0870 .O472  .0923 0
Dec 592.6 1.58 6.56 2.T71 .0021 .,0700 0 LO74Y 0

* Mean lake level at the beginning of the

**%  SD,:

SDy:

SD:

standard deviation of all possible

monthly mean (Eq. U4.6).

standard deviation of all possible

monthly mean (Eq. 4.7).

standard deviation of all possible

of the indicated month,
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Table 4.10 (Continued)

(10) (11) (12) (13) (14) (15) (16) (17)

Damage Distribution Damage Distribution Expected
by Month, % by Category, % Monthly
Month  -===-=-----oommmooem e Damage,
Agri, Recr. Prop. Agri. Recr. Prop. Total dollars
Jan 0 0.7 10.8 0 69.6 30.4 100.0 287
Feb 0 0.6 5.8 0] 79.4 20.6 100.0 226
Mar 0 0.3 12.0 0 48.8 51.2 100.0 190
Apr 0 0.2 24.2 0] 20.6 79.4 100.0 247
May 4.1 0.3 0.1 84.3 15.5 0.2 100.0 527
Jun 19.9 10. 4 0.9 42,2 57.7 0.1 100.0 5,140
Jul 31.7 22.9 2.1 34,4 65.4 0.2 100.0 10,028
Aug 31.8 31.3 4,2 27.7 72.0 0.3 100.0 12,480
Sep .4 29.5 1.1 8.7 91.2 0.1 100.0 9,272
Oct 5.0 2.4 0.5 Ly 1 55.6 0.3 100.0 1,236
Nov 0 0.8 33.4 0 45,1 54.9 100.0 492
Dec 0 0.5 5.0 0 78.5 21.5 100.0 189
Total
Damage,
% 100.0 100.0 100.0
Total
Damage,
$/year 10,882 28,623 810 4o, 315
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ance similar to that listed in Table 4.8, except that the mean summer lake
level is forced to increase to 599.7 ft. Although the penalty is included
in the recursive equation for each of the crop-growing months, the lake
generally cannot reach the ;arget level until July. This is because the
winter drawdown of the lake level is significantly lower than the summer
pool in the steady-state condition. As a result, when it is desired to
raise the lake to 599.7 ft beginning on May 1, there is probably not
enough inflow to raise the lake level.

Although the average monthly inflow in May ideally should be enough
to raise the lake from the winter pool of 592.4 ft to a summer pool level
around 599.7 ft, there could be certain factors which might cause a delay
in raising the lake level. First, the monthly inflows at Shelbyville are
generally positively skewed. Since the majority of inflows are likely to
be less than the monthly mean, there is muéh less than a 50% chance that
the difference between the winter and the summer pool level will be
completely eliminated by the inflow in May. Second, a minimum release
from the lake is generally required, and some of the inflows may be passed
through the dam under occasional flood conditions. Finally, evaporation
may also partially offset the net monthly inflow amount. In Fig. 4.9
(a), it can be observed that the patterns of the rising rates of the mean
lake level from May to July are roughly the same for the various nonzero
penalties used. This pattern implies that on the average the lake level
could only be increased by roughly 3 feet from May to June, and by 2 feet
from June to July, under normal inflow and operation conditions.

In comparison to the monthly mean lake levels derived from the

stochastic programming model, the operation rule curves that have been
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used for the Lake Shelbyville system (Fig. 4.3) are too simplistic to
reflect the system's response to the natural inflows. A ten-foot winter
drawdown mandated in the early operation plans could force more than a

two month periocd for raising the lake level back to the summer pool. This
effect was not initially observed because of the unprecedented floods
which occurred in 1973-1974., The effect later become'apparent in
1975-1976 when the inflow amounts were less than normal. Thus, rather
than adopting the commonly used dichotomous scheme to divide the summer
and the winter target operation pool levels, it would be more appropriate
to define a third (or fourth) period in a yeaf for the transition between
the winter and the summer pools., For example, a two-month linear transit-
ion between the pools from April 1 to June 1 may be recommended for Lake
Shelbyville to control the lake level better in the transition season.

The lake level can be sharply reduced in November-December since the
normal inflows in this period are small, and the maximum allowable release
can be significantly increased after the harvest. If because of unmodeled
issues (e.g., rapid change in lake level causes significant bank erosion
within and below the lake), the winter drawdown should not be executed at
a rate faster than that reflected by the model, a transitibn period could
also be added to smooth the change between the summer and the winter
pools.

The overall performance of the Lake Shelbyville system does not
exhibit much change whether the penalty function is used or not. For the
modified model with the penalty function, the elevated mean lake levels
are accompanied by an increase in the probabilities of reaching high lake

levels as can be seen in the Columns (6) and (7) in Tables 4.8 and 4.10.
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It is interesting that by raising the summer pools roughly 5 ft, the
probabilities of the summer lake levels rising above 599.7 ft would be
increased only from an average of 12.4% to 16.8%. The expected annual
damage would be increased by only 9% as a result of the higher summer
pools, and the increased damages would be fairly evenly distributed by
percentage through time and among the three categories.

Finally, the modeling results are found to be insensitive to the
hydrologic data used. Figure 4.10 compares the expected system perform-
ance (W = 5) based on the historical inflow records for the periods of
1941-1982, 1941-1970, and 1971-1982, respectively. Although the 1971-1982
data resulted, as expected, in higher mean lake levels and expected dam-
ages, the general patterns of the monthly statistics do not vary from one
another significantly. Moreover, the deviations among the performances
based on different hydrolégic data sets are not as great as those caused
by the mandatory increase in the summer to a 599.7 ft level from the
optimal target levels which would be 2 to 5 feet lower. Thus, the wet
spell experienced in the Upper Kaskaskia Basin in the 1971-1982 period
should not greatly affect the long-term performance of the Lake Shelby-
ville system,

The above observations indicate thaﬁ the performance of Lake Shelby-
ville would in general not be seriously impaired by keeping the summer
pool at 599.7 as compared to the theoretically more economical plan with
the mean lake level in summer being 5 ft lower. The summer pool level of
599.7 ft has been mandated since the completion of the Shelbyville Dam;
and the facilities in the lake area have been-built for the past 16 years

conforming to this expected summer pool. Therefore, although keeping the
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Figure 4.10 Comparison of the Expected Performances of the Lake Shelby-
ville System Using the Three Historical Data Sets of Monthly
Inflows: (a) 1941-1982, (b) 1941-1970, (c) 1971-1982.
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current summer pool would be considered sub-optimal based on the economic
analysis using the stochastic programming model, retaining this level in
the future operations of the system should be an acceptable practice
unless the major functions qf Lake Shelbyville are drastically changed.

On the other hand, the transition from the winter pool to the summer pool
has caused some problems in the past operation history of Lake Shelby-
ville. As a result, the lake rule curve has been modified frequently. It
seems that the lake cannot recover to the summer pool level from the
winter drawdown in a very ghort transition period. A period of two months
for transition between the seasons is likely to improve the control of the
lake level either in providing the nécessary storage space for withholding

the winter floods or in attaining the summer pool level in time for the

beginning of the summer recreation season,

4,6 Summary

Lake Shelbyville has controlled the surface runoffs from the Upper
Kaskaskia River Basin, Illinols, since August 1970 when the Shelbyville
Dam was completed. It serves as a multi-function reservoir for flood
control, recreation, fish and wildlife conservation, navigation, and water
supply purposes, though the latter two functions have never been fully
utilized. While the design capacity of the Lake is 1.7 times the mean
annual inflow above Shelbyville, which is considered a rather large
storage ratio, the operation rules for Lake Shelbyville have been modified
a few times in the past 16 years. Those modifications were made partially
becausevboth the regulating agency and the local residents typically
needed some time to ada;t to the physical and socio-economical changes

brought about by the newly-built dam. The unusual weather conditions
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experienced in the 1973-1974 period added to the complexity of defining a
robust operation policy in the control of the summer and the winter pools.,
This led to five modifications of the operation rules in the six-year
period from 1970 to 1976.

Two comprehensive studies conducted jointly by the Illinois State
Water Survey and the State Division of Water Resources (Singh et al. 1975;
and Singh, 1977) provided detailed analyses of the optimal joint operation
of the Lake Shelbyville and Carlyle Lake system in the Kaskaskia River
Basin. It was shown (Singh et al., 1975, Table 20) that the agricultural
damages that occurred in 1973-1974 from the Shelbyville-Carlyle reach were
reduced by 62%, as compared to the damages which would have occurred had
the Shelbyville Dam not existed. It was also observed that the functions
of Lake Shelbyville could be much improved if the summer pool levels were
lowered by 2.7 to 6.2 ft (Singh, 1977, Table 39) dependiﬁg upon the levels
of demands from the water supply and navigation uses. The findings in
these two reports, nevertheless, did not affect the later decision made by .
the regulating agency to retain the summer pool at 599.7 ft.

Because the various hydrologic conditions were implicitly inecluded
in the model presented here, the expected performance of the Lake could be
perceived rather easily, However, careful preparation of the hydrologic
and the economic data, and the incorporation of this information into the
stochastic dynamic programming framework, are critical to the validity of
the optimal results obtained. Although the inflow data in the 1971-1982
period seemingly implied a drastic change of the hydrologic characteris-
tics after the dam was built, the results from the statistical tests

showed that the change could be attributed more to the natural randomness
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of the hydrologic process than to a basic change of land use in the Upper
Kaskaskia River Basin. More important is the fact that for the Lake
Shelbyville system the optimal operation policy is little affected by the
hydrologic data used.

The computations of the agricultural, recreation, and property
damages reflect the real operation conditions with reasonable accuracy.
Recreation activitieé generally take place on a daily basis. Therefore,
the possible damages to recreation as estimated by the losses of visitors
per day should vary in time if the lake level changes within a month. On
the other hand, the damage to either agriculture or property is assumed to
depend upon the greatestAarea flooded in the crop-growing season, Conven-
tional stochastic programming models do not provide a direct link between
the current operation decision and that in the future disjoint operation
periods. An ad hoc approach was proposed in Sec. U4,.4,3 to resolve this
problem by adjusting these damages according to the system's condition in
the previous month. Numerical evidence showed that optimal results would
quickly converge with adjustments in only one additional month in the
backward optimization procedure. Without this modification, not only
would the expected damages be overestimated, but also ﬁhe distributions of
the lake levels would be distorted.

The expected lake performance as a result of the optimal operation
policy resembles that already found in the previous studies by Singh et
al, (1975) and Singh (1977). Based on the economic data used for estimat-
ing the various damages, the optimal operation policy determined by the
model would lean to adopting a more stringent rule in the release control

rather than trying to prevent upstream damages. By comparing the marginal
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cost data (Table 4.9), the maximum allowable release in the summer would
be limited to 3,600 cfs for better long-term system performance.

A penalty function approach was used to monitor the changes in lake
performance if the summer pool level of 599.7 ft is desired. The imposi-
tion of the penalty function would cause a 9% increase in the expected
annual damage, and would raise the summer mean lake levels by roughly 5
ft. With a target summer pool of 599.7 ft, the probabilities of the lake
exceeding this level in June-September would be greater than 20% on the
average. Moreover, it would not be a fare event for the lake to rise
above 610.0 ft at which upstream agricultural and property damages would
start to occur, adding to recreation damages that would already have
occurred., Since these events would be highly related and would occur in
clusters in successive months, the actual chance of the lake exceeding
599.7 £t or 610.0 ft in the whole summer season would not be much greater
than the chance of that occurring in a single month.

The most important observation from the above analysis is that it
would generally take more than one month for Lake Shelbyville to resume
the summer pool from the winter drawdown. The historical operation
record (Corps of Engineers, 1983a) also supports this assertion., There-
fore, a transition period between the winter drawdown and the summer
recovery in the lake level is recommended for consideration of future
modifications of the rule curve. An extended transition period between
the two seasons should represent the actual response of the lake to the
inflows better than the rigid transition currently adopted.

Although the stochastic programming model is only a screening model,

the information provided would be generally valuable. The biases and
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uncertainties embedded in the modeling results could be reduced by care-
fully selecting the modeling parameters. A better understanding of the
system operating conditions and the corresponding constraints could also
help in constructing such a model with appropriate details., For the Lake
Shelbyville system, the stochastic dynamic programming model as proposed
in the above sections proved to be a flexible and efficient tool for

analyzing the system performance.
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V. SUMMARY AND RECOMMENDATIONS

5.1 Summary of Studies

This study has examined the common issues encountered when using
stochastic programming (SP) in both the model formulation and the practi-
cal application phases. A hypothetical single reservoir system was used
first to study typical SP modeling issues which may be obscurely defined
or difficult to resolve in the complex modeling process of a real
reservoir system. Sensitivity analyses were performed to monitor the
changes of performance of the hypothetical system as a result of varying
modeling parameters., The parameters or elements considered in these
analyses include the partitions of inflow and storage states, the
hydrologic characteristics of inflows, the types of system performance
functions, and the tradeoffs between conflicting objective functions,
Simulation studies were conducted to verify the modeling results and to
provide insights for possible improvements of performance of the
hypothetical system.

An SP model for the Lake Shelbyville system in Illinois was then
developed as a case study to help identify the major factors which may
affect the operation strategies of Lake Shelbyville, specifically the
operation rule curve, The computation of agricultural, recreation, and
property damages was considered; and an ad hoc approach (generally appli-
cable in studying the operations of other single reservoir systems,
however ) was used to estimate accurately the agricultural and property
damages in the optimization procedure. The performance of Lake

Shelbyville was evaluated considering the losses of agricultural revenues
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and recreation benefits, property damages, and the changes in pool levels
and outflow releases.

The following two sections summarize and discuss the findings of
using SP for the hypothetical reservoir system as well as for the Lake
Shelbyville study. Recommendations are provided for consideration if
future modifications of the operation rule curve are made for Lake Shelby-

ville.

5.2 Discussion
5.2.1 Typical SP Modeling Issues

A typical SP model for reservoir study generally involves the
discretization of continuous sforage and inflow variables, the estimation
of a Markov transition probability matrix, and the selection of adequate
measures for evaluating the system performance. It has been shown that
not only the numbers but also the discrete increment values of the inflow
and storage states affect the modeling results. The partitions of inflow
and storage states with NQ > 10 and NS > 12 would lead to stablé optimal
results for the hypothetical reservoir system, regardless of the relative
storage capacity to mean annual inflow ratios (Sc/aa = 0.5, 1, 2) used.
The number of storage states could be further reduced without much affect-
ing the expected system performance for small Sc/aa ratios (Sc/aa < 1.
The partitions of dry season inflows would have minimal impact on the
optimal decisions provided that the overall system performance is mainly
affected by the wet season inflows.

Extremely large releases are likely to occur as isolated events in
the real-time operation of a reservoir system. These extreme events are

relatively insensitive to the increments of the state variables as com-
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pared to the smaller releases. Nevertheless, these rarely occurring
extreme events can have a major impact on the estimation of expected
system performance. The small-~scale flooding caused by the discrete
release policy are largely attributed to the distortions in discretizing
the continuous storage and inflow variables. According to the results of
simulation studies, these occurrences may be eliminated by allowing a
proper tolerance value for the discrete releases, and the overall system
performance can be improved when compared to that estimated directly from
the SP model,

The uncertainty associated with estimation of the coefficient of
variation v and the correlation coefficient p of inflows generally affects
the accuracy of the expected system performance. The influence from
serial correlations of the inflows depends largely upon the storage
capacity of a reservoir system. For smaller reservoirs (e.g., Sc/aa <
0.5), the uncertainty associated with p is practically immaterial to the
expected system performance estimated from an SP model. Nevertheless,
for all combinations of storage capacities and performance functions
evaluated, the uncertainty of the coefficients of variation of inflows has
a consistent and greater impact on the system performance than the influ-
ence of the serial correlations.

In the sample study with flood control being the only objective,
convex and concave performance functions could lead to different optimal
release decisions depending upon the initial storage, the current inflow,
and the future hydrologic conditions. Under the convex performance
function assumption; it is desirable to reduce the magnitude of an extreme

flood event through prior regulation, even at a cost in the current
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period. On the other hand, it would not be justified to release more
water than necessary when the extreme event occurs. The opposite argument
can be applied to the concave function, in which case the small floods

are always avoided; and the }arge floods may not be reduced as much even
when some storage space is still available in the reservoir. Therefore,
neither the convex function nor the concave function alone in an SP
framework can simultaneously maximize short-term and long-term benefits,
for the entire spectrum of reservoir operation conditions.

The tradeoffs between the conflicting objectives in reservoir opera-
tion can be examined by the changes in certain system characteristics,
such as the expected reservoir performance or the steady-state distribu-
tion of the storage, as a result of the shifting emphases on the various
objectives., Although such indices related to the lumped system perform-
ance might demonstrate a clear and consistent pattern of tradeoffs in
6bjective space, they usually failed to provide detailed information about
the changes in decision space due to the varying system preferences, In
the flood control vs, hydropower generation example, it has been observed
that both the relative preferences between the two objectives and the
current inflow and storage conditions would affect the optimal operation
decisions, An individual release decision is mainly determined by
comparing the long-term marginal gain for one objective to the long-term
marginal loss for the other objectives as a result of taking a certain
control action in the reservoir storage and release. The consequences of
these long-term marginal gains and losses to the expected system
performance, however, may not be easily inferred before an SP model is

solved.
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Finally, simulation studies are shown to be useful and crucial in
complementing the SP modeling results. Simulation would be necessary to
help identify the implicit distortions involved in SP modeling, which
might not be very evident by looking directly at the optimal results.
Despite the many uncertainties embedded in SP models, this modeling
technique provides a comprehensive assessment of the example reservoir
system's response to the varying hydrologic inputs in steady-state opera-
tion conditions. It is critical for a modeler to perceive the sources of
potential errors, and to filter out the useful information contained in
the optimal solution to apply an SP model effectively for reservoir study.
Frequently, modifications are needed to make the strict SP modeling

results closer to reality.

5.2.2 Lake Shelbyville Operation

The purposes of using SP for the case study of Lake Shelbyville are
twofold, First, it was intended to demonstrate that with carefully
selected modeling parameters and an understanding of the system's operat-
ing history, the SP model can be a flexible and effective tool for
analyzing a real-world reservoir system like Lake Shelbyville. Second,
and more importantly, it was used to provide insights about the response
of the Lake Shelbyville system to the natural inflows in steady-state
operation'condition. By studying the long-term average system performance
using an SP model (e.g., the monthly pool levels), it was possible to make
suggestions for future adjustment of the rule curve,

The findings from the SP modeling results, which agree fairly well
with the two earlier studies reported by Singh et al. (1975) and Singh

(1977), suggest that the functions of Lake Shelbyville could be improved
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if the summer pool levels were lowered by roughly 2 to 5 feet. The
current summer pool level of 599.7 ft has been mandated since the comple-
tion of the Shelbyville Dam in 1970, When the summer pool was forced to
be 599.7 ft in the SP model py adopting a penalty function approach, the
annual expected damage increased by 9%. Whether or not this increase in
potential damage is significant to the regulating agency and the local
interest groups may depend upon other factors that cannot be éxpressed
quantitatively in an SP model. These considerations may include the
difficulty of altering the existing recreation facilities, the degradation.
of scenic values due to the exposure of additional bare banks around the
lake, and the importance of "maintaining stapility and consistency in a
project regulation schedule over an extended period of time to those local
people who must live with the project" (Corps of Engineers, 1983).

With a target summer pool of 599.7 ft, the probability of the lake
level exceeding this value in June-September period is greater than 20%
on average. In addition, it would not be a rare event for the lake to
rise above 610.0 ft in the summer (with more than 5% chance of occur-
rence); at that level upstream agricultural and property damages start to
occur. Therefore, even with the considerably large storage capacity of
Lake Shelbyville, it is not possible to control the lake level always
Wwithin the non-damaging range.

The economic tradeoff between the damages incurred in the upstream

- and the downstream reaches may be examined by comparing the marginal costs

for both reaches for a unit change in the storage or release volume. A
release rate greater than 3,600 c¢fs in the summer crOp-growing months

would cause more damages in the downstream reach than would be compensated

163



by the damage reduction in the upstream reach. For Lake Shelbyville, the
maximum allowable release in the summer could therefore be limited to
3,600 cfs for better long-term system performance,

The most impcrtant 6bservation from the case study was that it
would take more than one month for Lake Shelbyville to reach the summer
pool from the winter drawdown. It is believed that some of the damages
and inconveniences in operating Lake Shelbyville for the past 16 years
might be caused by the rigid transition of the rule curve between the
summer and winter pools. This type of rule curve has been followed since
the completion of the dam. An extended transition period between the two
seasons should reflect more closely the actual response of the lake to the
inflows than the current regulation., Therefore, a transition period
between the winter drawdown and the summer recovery of the lake level is
recommended for consideration if future modification is made in the rule
curve.

In developing the SP model for Lake Shelbyville, the computations of
different losses were carefully examined to validate the use of SP and to
reduce the potential biases that may be induced in the optimization
procedure, The incorporation of the penalty function approach also
extended the capabilities of typical SP models so that a certain desired
performance could be achieved from the reservoir system. Although the SP
model is only a screening model, the information provided is generally
valuable. With carefully selected modeling parameters and an understand-
ing of the operating history, the SP model proved to be a flexible and

effective tool for analyzing the Lake Shelbyville system.
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5.3 Proposed Future Research

The studies reported in this research were intended to accomplish
two distinct research goals which are (a) to explore the issues commonly
encountered when an SP model is used for a reservoir study, and (b) to use
SP effectively in a case study of a real-world system. The first part of
this research, though quite comprehensive in terms of the major model-
ing issues of SP, has been limited to a hypothetical single reservoir
system. It would be desiréble to extend the findings based on a single
reservoir system using SP to a multiple reservoir system.

In the analysis of conflicting objectives for the hypothetical
system, it has been observed that, if inferior solutions could be identi-
fied using information about the nature of the reservoir problem, the
backward optimization efforts required in stochastic dynamic programming
might be reduced significantly. One of the most common objections to
using SP models for reservoir study is the large size of the models. It
would be interesting to evaluate the possible ways, both mathematically
and intuitively, for simplifying the computation burden associated with
the SP models.

The case study of Lake Shelbyville in this study can be treated as
complementary to the previous two studies for the same system, Because
of the budget and time constraints, the same analysis was not performed
for Carlyle Lake; and the joint operation of both lakes was not studied.
It is believed that similar conclusions could be made about the operation
of Carlyle Lake, Finally, it would be interesting to study the rule
curves for many of the reservoirs in the Midwestern area to examine the
merit of using a more flexible definition for the transitions between

different operating seasons.
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