[

WRC RESEARCH REPORT NO. 194

MATHEMATICAL MODELS AND OPTIMIZATION TECHNIQUES
FOR USE IN ANALYSIS AND DESIGN OF
WASTEWATER TREATMENT SYSTEMS

Chi-Chung Tang
Department of Civil Engineering

E. Downey Brill, Jr.
Department of Civil Engineering
and Institute for Environmental Studies

John T. Pfeffer
Department of Civil Engineering

REPORT

PROJECT NO. S-092-ILL

UNIVERSITY OF ILLINOIS
WATER RESOURCES CENTER
2535 Hydrosystems Laboratory

Urbana, Illinois 61801

November, 1984



i

iif
ACKNOWLEDGMENTS

This report is based on the doctoral dissertation of Chi-Chung Tang at
the University of Iilinois at Urbana-Champaign. The authors thank M, T.
Suidan, J. W, Eheart, and J. S. Liebman for their helpful suggestions.
Also, S. A. Burns, B.D.C. Wong, P. H. Hutton, M. Okumura, and J. G. Uber
provided valuable assistance. This work was partially supported by the
Water Resources Center at the University of Illinos under grant number

S-092-ILL.



[ —

e

v

ABSTRACT

A mathematical frémework is developed for use in the design of a
secondary wastewater treatment system. Mathematical models predicting the
performance of various unit processes are used to construct a comprehensive
system model. Three efficient optimization approaches to generate cost
effective system designs are studied. The first approach transcribes the
comprehensive system model into a nonlinear program that includes 64
variables and 58 constraints. A generalized reduced gradient algorithm is
applied to solve this model. The second approach uses an existing algorithm
for solving generalized geometric programs. Partitioning of model variables
into two sets is necessary. A number of geometric programming subproblems
résulting from the partitioning are solved. The third approach decomposes
the wastewater system into a liquid and a sludge subsystem. The liquid
subsystem is optimally designed, while the sludge subsystem design includes
embedded optimization steps, The overall optimal design is obtained from
coordination between the two subsystem designs. The comprehensive system
model can be used as a tool for the analysis of process performance,
Important insights about process design, modeling, and integration can be
gained by exercising the model. Potentially fruitful areas for research can
also be identified. This is illustrated through the use of an example
problem,
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CHAPTER 1

INTRODUCTION

1.1. Preliminaries

The objective of present wastewater treatment plant design is to provide a cost
effective processing system for a given wastewater. Such a system is relatively complex, con-
taining a series of unit processes. Generally each of the unit processes is designed to achieve
a specific gdal, and only limited consideration is given during the desigh procedure to
interactions among the unit processes. It would be desirable, of course, for engineers to have
design procedures that take into full account the tradeoffs that are possible among the unit
processes. For instance, minor modifications in the design of the liquid waste treatment por-
tion of a conventional plant may produce significant cost savings in the solids handling por-

tion of the plant.

Design engineers, however, are generally limited to using their past experiences and
trial and error in considering these tradeofls for a srﬁall number of options. One reason is
that many of the unit processes are not well understood, and therefore a complete and com-
patible set of unit process models is not available for use in comprehensive, systematic design
procedures. A second reason is that only limited progress has been made in comt;ining the

existing knowledge of individual unit processes to form comprehensive design procedures.

One approach that researchers have identified is to connect various unit process
models within an overall system model and to apply a mathematical or enumerative optimi-
zation technique. The literature review in Section 1.3 provides an overview of the consider-
able progress that has been made since the first work in this area was reported by Lynn et

al. in 1962.



The goals of this research are to extend the current capa.bilitics in combining unit pro-
cess models Qithin an overall optimization framework as an analiysis and design tool, and to
highlight research needs that will improve the usefulness of unit process models in
comprehensive system design. It is important to stress that wastewater »tre:).tment ‘plant
design is a complex process and that good designs generally cannot be achieved using only a
mathematfcnl, computerized model. The best system models are designed for use as tools by
designers, who ultimately have the responsibility for taking into account factors not con-
sidered in .the model. System models can be very useful, however, for obtaining an optimal
solution for given input data and effluent requirements based’on specified assumptions. By
varying these conditions, the designer can use the model to facilitate the evaluation of

options and tradeoffs.

Research in developing comprehensive design procedures is important because the need
for wastewater treatment will clearly continue to require the commitment of significant
resources at the national and international level. It is also important to improve the under-
standing of complete wastewater treatment systems so that innovative regulatory
approaches to water quality management can be better evaluated. Examples of such
approaches are time varying effluent requirements that change with receiving body condi-
tions (see Reheis ef al., 1982, for an illustration) and basin wide management of a particular
pollutant using transferable discharge permits (see Joeres and David, 1983, for a discussion
of the program recently implemented by the Wisconsin Department of Natural Resources for
the Fox River). In general, as more cost effective regulatory approaches are developed it will
be even more important to understand better the options and tradeoffs ir wastewater treat-
ment. Perfect understanding (e.g., of costs) cannot be expected, but relative performances,

costs, trends, etc. provide fundamental insights.

In the remainder of this chapter, research objectives and procedure are outlined in Sec-

tion 1.2. Section 1.3 provides a thorough literature review of past research efforts on the
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optimization of wastewater treatment system design. Several guidelines to improve this
research over previous studies are summarized. Section 1.4 describes the organization of the

thesis.

1.2. Research Objectives

Progress in developing comprehensive system models can be roughly divided into two
branches: 1) efforts to develop models that consider a wide range of unit processes and
emphasize the selection from among them (e.g., an activated sludge process or a trickling
filter) to form a treatment train, and 2} efforts that focus on a particul:;r process train
(perhaps with some options) and that emphasize the selection of design parameters (e.g.,
basin volumes). Models of each type can be used jointly since they emphasize different stages
of the design process. Models of the first type could be used in selecting a general plant lay-
out, and models of the second type could be used in refining recycle flows and in selecting

design parameters for the given layout.

»

The overall objective of this thesis is to extend research along the second branch
described above by developing a comprehensive system model of a conventional activated
sludge secondary wastewater treatment system; several variations of the base treatment sys-
tem are also considered. There are two major tasks under the objective: one is to develop
efficient optimization techniques for solving the comprehensive system design model, and the
other is to illustrate the use of the system model for the analysis of process performance and

design. The specilic steps taken to achieve this objective are the following:

1) Evaluate current unit process models to determine their suitability for use in a
comprehénsive system model and design procedure, and construct an overall wastewa-
ter system model which can be used to describe the performance of the system with

given influent and design conditions.



2)  Develop and apply optimization approaches for the design of the wastewater treatment
system. Several approaches are examined for their applicability to optimizing the

comprehensive system model.

3)  Illustrate the use of the comprehensive system model as a tool for the analysis of per-
formances, integration, and limitations of unit processes considered in the study.
Several variations of the base treatment system are modeled to verify the insights

obtained from the design optimization of the base system.

1.3. Literature Review -

Past studies on the use of optimization models in the design and planning of wastewa-
ter treatment and sludge disposal systems can be roughly divided into two general
categories: Optimal process synthesis and optimal process design. Process synthesis studies
deal with the selection of the combination of unit processes that composes the least cost
treatment system. Lynn ef al. (1962) pioneered the study of the optimal wastewater treat-
ment plant synthesis. A network linear programming model was formulated to represent
the BOD removal in a treatment plant that consists only of liquid waste treatment. Many
assumptions had to be made in order to render the optimization model a linear program.
The model was solved for the combination of unit processes that would remove a given

amount of BOD at the least treatment cost.

Evenson et al. (1969) applied dynamic programming to select the unit processes that
would result in the least cost design of a plant treating cannery processing wastes, Both
liquid and sludge treatments were included in their system, with the sludge treatment train
being a diverging branch in the dynamic programming framework. The removal of BOD
was considered to be the only function of the plant. The structure of the waste treatment
plant, with each unit processes represented as a ‘‘stage’ and with the absence of recycle

streams, made the application of dynamic programming possible. However, the design of
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unit processes in this study was very simplistic.

Shih and Krishnan (1969, 1973) also applied dynamric programming for the optimiza-
tion of industrial waste treatment plant design. The problem was formulated as an initial-
final state problem since the characteristics of the raw waste and the requirement of the
treated effluent quality represent the boundary conditions. The performance of a unit pro-
cess was considered to be its ability for removing BOD. The Decision Inversion Method pro-
posed by Aris et al. (1964) was used to identify the least expensive liquid treatment system.
The same methodology of process optimization was again demonstrated on a simplified prob-
lem by Shih and DeFilippi (1970). Lack of confidence in the performances of individual unit

processes was considered by these authors a major handicap of the study.

The study of Shih and Krishnan (1969) appears to have attracted attention from other
researchers. Ecker and McNamara (1971) formulated a geometric program for each of the
process trains considered by Shih and Krishnan. The primal-dual relationship was used for
solving these programs. The flowchart thaf has the lowest treatment‘cost was then
identified by comparing the optimal cost of each process lowchart. Computational simpli-
city and the ease of performing sensitivity analysis for variations in effluent quality are

features of the geometric programming approach for this problem.

Adam and Panagiotakopoulos (1977) discussed the weakness of using linear program-
ming, dynamic programming, and geometric programming for wastewater treatment process
design optimization. They proposed a network approach as an alternative solution tech-
nique for the problem studicd by Shih and Krishnan (1969). Advantages of the network
approach as claimed by the authors included its capability of handling multiple wastewater
parameters (other than BOD), its indifference to the types of the cost functions and perfor-
mance relationships, and iis flexibility and. efficiency. Unfortunately, with a simple example

problem, none of these advantages were demonstrated by the proposed approach.



The fact that various optimization approaches have been appiied to solve the same
process optimization problem is indicative of the many special characteristics contained in
this problem. The special arrangement of the unit processes in the system or the unique
characteristics of the process performance relationships or cost functions may warrant the
application of a specific optimization technique or the development of an innovative optimi-

zation procedure.

Sterling (1976) conducted a similar study to those discussed above on the optimal pro-
cess selection and design using dynamic programming. Only BOD was included in the

analysis of process performance, and the treatment included only liquid waste.

Patterson (1977) also developed a dynamic programming model for the optimal process
selection and design of a liquid waste treatment system. An effort was specially made to
identify those flowcharts that are good with respect to the total system cost, but different in
the units being included. This allows the designer to examine different flowcharts and

tradeoffs among these systems in more detail.

Mishra et al. (1973) considered optimization of both the structure and the design of a
biological wastewater treatment system that included only liquid waste processing. Struc-
tural parameters, or stream splitting factors, were introduced into the model formulation to
specify the arrangement of the unit processes. These structural parameters were continuous
variables varying between zero and one. Both BOD and total suspended solids concentra-
tions were modeled. The objective function was not complete because only the construction
cost of the system was included. The simplex pattern search technique was employed to
optimize this nonlinear programming model. Because the operation and maintenance costs
were not included in the objective function, the optimal system selected by the technique

was an activated sludge system, not a trickling filter system.

Bush and Silveston (1978) considered the optimal synthesis of the liquid processing por-

tion of a complete waste treatment system. The structural parameter method used by
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Mishra et al. was adopted. The constraints on the decision and state variables were
expressed in terms of penalty functions. I'ive wastewater parameters were modeled. The

complex method by Box‘(1065) was selected as the optimization algorithm.

While most efforts in optimal process synthesis focused on the liquid treatment system,
Hasit et al. (1981) studied the optimization of a sludge management system using a mixed
integer model. The design of the sludge treatment and disposal units were based on empiri-
cal loading factors to avoid nonlinearity in the model, and to make the model amenable to
efficient optimization. Since the process performances were not modeled, the tradeoffs
between performance and costs could not be evaluated. This model can be used to minimize
overall sludge handling, transportation, and disposal costs both for a single plant and for a

group of plants with or without centralized treatment.

The U. S. Army Corps of Engineers (1978) developed a computer program (CAPDET]
in an effort to aid in the design of wastewater treatment facilities. The design procedures
for a wide range of physical, chemical, and biological unit processes were programmed (the
1980 version of CAPDET contains 79 liquid stream processes and 14 sludge stream
processes). Once the user specifies the unit processeé to be considered for the design, CAP-
DET synthesizes and designs all possible treatment owcharts that can be constructed from
these unit processes using user-provided or default design criteria. Among all designs exam-
ined, the more cost-effective process trains and their detailed designs are given to the user as
outputs. The eflectiveness of CAPDET as a screening device and design aid was demon-
strated by McGhee et al. (1083). Some problems encountered in the application of CAPDET
were also noted by these authors, among them the most noticeable being the high computer

user costs because of the enumerative nature of the program.

Rossman (1979, 1980) also developed a computer-aided procedure for the synthesis and
design of wastewater treatment and sludge disposal systems. Information requirements from

the user are simitlar to that for CAPDET. The computational procedure uses implicit



enumeration coupled with a heuristic penalty method that accounts for the impact of return
sidestreams from sludge processing. A unique feature of this work is that planning objec-
tives other than system cost can be optimized in the program. Alternative designs that are
energy efficient, or low in the initial construction cost, etc. can be identified and evaluated.
The optimal design of the system is approximate in the sense that discrete values for the

decision variables are supplied by the user.

To summarize, optimal process synthesis studies often deal with a variety of wastewa-
ter treatment unit processes. The mathematical models are basically used as screening. dev-
ices for planning and design of wastewater treatment systems. They are used as design aids
to specify good process trains; but the system design and performance in general cannot be
predicted at a detailed level. If the tradeofls among unit process designs or the applicability
of unit process models for design are to be further explored, a process design optimization

model will have to be employed.

Process design optifnization models usually employ [fairly detailed mathematical state-
ments to describe the performance of a specified configuration (or possibly a few variations)
of unit processes. They do not deal with the breadth of the options considered by the syn-
thesis models. To use process synthesis models and process design models conjunctively, a
process design model could be used in evaluating more thoroughly a process train selected

using a synthesis model.

Naito el al. (1969) and Fan ef al. (1970) studied the optimal design of an activated
sludge subsystem consisting of aeration and final sedimentation. Various flow regimes in the
aeration tank were considered. The simplex method of Nelder and Mead (1965) was
employed to minimize the total capital cost of the system. The objective function was not
complete since it left out the operation and maintenance costs which often play an impor-

tant role in the design of wastewater treatment systems.
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Berthouex and Polkowski {1970) investigated wastC\.vacer treatment plant design under
uncertainty. Uncertainty in performance of system components was considered by applying
the concept of propagation of variance. Only the liquid treatment train was optimized,
sludge train design and cost estimation were based on typical design criteria. Thickening of
activated sludge in the final clarifier was modeled by the limiting flux theory. The pattern
search technique of Hooke and Jeeves (1961), with modifications to handle inequality con-
straints, was applied to solve this problem. Only a single local minimum was reported for

the problem.

Scherfig et al. (1970) attempted to optimize the design of an activated sludge system
using geometric programming. The primal problem of their model had a high degree of
difficulty and was not amenable to the classic geometric programming solution approach. As
a result, the system was decomposed into a sludge disposal system and a liquid waste treat-
ment system. The sludge subsystem was optimally designed using a search algorithm to solve
the dual problem. The liquid treatment train was designed by experience. These authors did
not coordinate the designs of the two subsystems to identify the overall optimal system
design. The capability of the classic geometric programming for solving the entire waste
treatment plant design was shown to be limited by the high degree of difliculty and the lack

of an cfficient nonlinear programming technique.

Parkin and Dague (1972) indicated that an overall waste treatment system made up of
individually optimized unit processes was seldom optimal. They assembled a design model
for a treatment system that included both liquid and sludgc.processing. Six decision vari-
ables were identified and 720 alternative designs formed by diffcrent combinations of the
values of the six decision variables were evaluated. This complete enumeration approach
indicated that more than 609 of the treatment alternatives investigated were at least 20%
more expensive than the least cost design. The importance of the cost-effective design of a

waste treatment system was clearly demonstrated.
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Middleton and Lawrence (1974) presented a unique techﬁique for optimization of the
activated sludge system. By adopting the concept of sludge age and the set of design equa-
tions proposed by Lawrence and McCarty (1970), they observed that the liquid and sludge
process trains could be optimized independently for a fixed sludge age. An enumerative
graphical search technique was developed based on the fact that each subsystem had only
two decision variables. This optimization technique was specially designed to solve this for-
mulation of the problem. It would become more complicated and inefficient if recycle

streams generated in sludge processing are recycled to the liquid treatment train.

Middleton and Lawrence (1976) applied the same optimization technique to the design
of a sirailar system where anaerobic digestion was substituted for aerobic digestion. Primary
settling and sludge dewatering by vacuum filtration were also included. Simplifying assump-
tions were made such that the number of decision variables in this problem remained the
same as in the previous problem even though more units were included. The assumptions
that the primary settling tank removes suspended solids at a constant efliciency and that the
final settling tank performs perfect clarification are unrealistic. However, they are essential
for the solution technique to work. This is clearly a drawback of this approach. Only a sin-
gle local minimum was found for this problem. The overall system cost was found to be

quite insensitive to the sludge age.

Craig et al. (1978) used the complex algorithm (Box, 1965) to design the system studied
by Middleton and Lawrence (1976). It was shown that this nonlinear programming algorithm
was much more efficient than the graphical enumeration technique previously used. Multi-
ple starting points were used in solving the nonlinear programming model, but only one local
minimum was identified in this problem. Since the formulation had been purposely res-
tricted by Middleton and Lawrence to include only five decision variables, the complex algo-
rithm worked satisfactorily, outper[orminé the graphical enumeration significantly as far as

computing time was concerned. The same algorithm was also successfully applied to an
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optimal activated sludge operation problem by the same group of résearchers (Hughey et al.,
1982).

Bowden et al. (1976, 1978) reported another effort to develop a computerized pro-
cedure for wastewater treatment system design. Their model included liquid waste and
sludge treatment units and recycle streams generated from sludge processing. Because of the
presence of the recycle streams in the model, an iterative approach was used to determine a
steady state solution. The objective function value corresponding to a set of decision vari-
ables could not be determined until a steady-state design was obtained. The search method
by Powell (1964) was selected as the optimization algorithm. Although the computational
experience was not explicitly reported, it is expected that the overall optimization procedure
would not be very efficient becanse of the time requirement for obtaining the steady-state

design by iteration.

In his study of sensitivity of the optimal wastewater treatment plant design with
respect to state variables and technological parameters, Voelkel (1978) assembled an optimi-
zation model for a complete wastewater treatment system that contains recycle streams from
sludge processing. Nine degrees of freedom were identified in his model. A modified com-
plex algorithm was selected as the optimization technique. Voelkel applied the equation ord-
ering algorithm of Rudd and Watson (1968) to select the decision variables in his model.
Fixing the values of these selqctcd decision variables permits more efficient solution for the
steady-state design than the iterative approach. Voelkel did not report any computational
experience with his optimization approach, nor did he discuss the quality of the solutions

obtained from using this search teclinique.

Based on the above studies that used search techniques for optimization of wastewater
treatment system design, it appears that these methods are not computationally efficient
because of the nature of these methods and the need for obtaining a feasible solution by

iteration. Although these methods are straightforward, they are likely to be very slow in
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obtaining the optimal system design for a complex arrangement of unit processes.

An optimization procedure that incorporates embedded optimization steps may serve
well for the purpose of process design optimization. Tarrer et al. (1976) studied the
activated sludge design under uncertainty. In developing their solution strategy, Tarrer et
al. assumed that either the effluent BOD or total suspended solids constraint would be limit-
ing if a least cost design is to be achieved. They subsequently developed a solution pro-
cedure with embedded nonlinear programming steps for the optimal design of their system.
The major shortcoming of this work, however, is that it optimized only the liquid treatment
process train, although the costs of sludge treatment were estimated using typical design cri-

teria {and were included in the overall objective function).

Grady (1977) outlined the steps for using discrete drynamic programming for optimiza-
tion of the activated sludge system. The problem formulation was similar to that of Tarrer
et al., i.e., only the liquid treatment train was considered. Grady observed that the problem
could be formulated as éhree stages in series, each having one decision variable, provided
that the sludge age was fixed. To implement the solution procedure, the sludge age was first
calculated from an assumed effluent soluble BOD requirement. Designs were then made
based on this sludge age using dynamic programming. It should be noted that if the com-
plete treatment plant design is to be optimized, dynamic programming may not be an
attractive technique because of the recycle streams, branches, and additional state variables

that would be required in the system model.

Laurvia et al. (1977) considered optimization of an activated sludge subsystem that
included aeration and final settling. Through substitutions they reduced the objective to a
function with only two variables. They solved the problem by using the classical calculus
technique with Newton's method for solving systems of nonlinear equations. This approach
would beco‘me impractical for a more complete treatment system because of the extensive

computing requirements.
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Hughes (1978) employed the same design cquat-ionsvused by Lauria ¢! al. and optim-
ized the system design using geometric programming. The problem had ten degrees of
difficulty and a concave objective function. A problem of this type was considered unsolv-
able by Scherfig et al. in 1970. Advances made by Avricl et al. (1975), however, on the
development of a solution technique for generalized geometric programs made the problem
amenable to very efficient. solution. With only two degrees of freedom in the problem,
Hughes was able to verify that his solution was indeed the global minimum by mapping the

response surface.

Although their main objective was to identify the most cost-effective sludge treatment
and management scheme, Dick et al. (1976, 1978, 1979, 1981) considered both i;he liquid and
sludge treatment trains and performed a sequence of very comprehensive studies on treat-
ment process selection and design optimization. The interactions between the liquid and the
sludge subsystems were considered in more detail than in previous studies. Side streams
gencrated throughout the sludge processing train were assumed to be recycled to the liquid
treatment train. The authors called for the use of fundamental design equations instead of
empirical observations grounded purely on experience. Process models were complete except
that the authors assumed a constant effluent solids conccntrqtion from the secondary
clarifier regardless of the design condition. This assumption is unrealistic since the perfor-
mance of the secondary clarilier varies significantly with the design and operation of the
activated sludge subsystem. Based on their modeling work, the authors indicated that the
physical properties of sludge influenced the optimal design to such an extent that more
research on this aspect would be needed (Dick et al., 1978). Predictive models for sludge
characteristics as functions of basic design and operational variables were subsequently

developed (Dick et al., 1979, 1981).

Dick et al. developed a computer program for the selection of the least cost

configuration of unit processes among alternative sludge management schemes. Because of
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the presence of recycle streams in the system, this program caiculates the design parameters
iteratively until a steady state design is achieved. This information is used interactively
with a nonlinear programming code. This code uses the penalty function approach with the
Davidon-Fletcher-Powell method (Davidon, 1959, and Fletcher and Powell, 1963) for the
minimization of the resulting unconstrained problem. Dick ef al. recognized that the
number of potential decision variables can be very great when complex systems are being
optimized. They discussed the factors that limit the number of design paramecters actually
needed as decision variables for the purposes of their study. In the demonstration runs
presented, the design of the liquid train was fixed, i.e., the optimization was carried out for
the sludge treatment system only. The computational requirements of their approach wouid
be expected to increase considerably if it is applied to the entire wastewater treatment sys-
tem. Dick et al. did not report an attempt to verify that the local optimum resulting from
their solution strategy was indeed the global optimum, nor did they discuss the general issue

of local optimality.

Tyteca et al. (1977) presented a thorough review of mathematical models developed for
or used in wastewater treatment process design and optimization. Based on this work,
Tyteca formulated an optimization model for a complete activated sludge system (Tyteca,
1981). His model included quite detailed models for unit processes except that he assumed
perfect clarification in the secondary clarifier. The model had eight degrees of freedom and
was unique in that dimensionless variables were used. The model was formulated as a
geometric program which allows eflicient computntidn of the analytical derivatives of the
objective function and the constraints and systematic input of model data when implement-
ing the optimizing code (Tyteca and Smeers, 1981, Smeers and Tyteca, 1984). The authors
discussed one potential problem with their approach: the use of inequality constraints to
replace equations as required for the standard geometric program formulation. In view of

the size of this problem, Tyteca and Smeers decided to employ a well-tested nonlinear pro-
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gramming algorithm based on the generalized reduced g;adient (GRG) method, rather than
a special-purpose geometric programming (GP) code. A more general study of the use of a
GRG algorithm to solve geometric programs was carried out by Ratner et al. (1978). They
reported that for many test problems GRG compared well with special-purpose GP codes.
An interesting conclusion of the Tyteca and Smeers study was that only a single local

minimum was found for their highly nonlinear model.

Koelling (1982) used a quasi-enumerative search procedure for optimization of sewage
treatment plant design. His study concentrated on the design of the activated sludge sub-
system. Sludge processing units were then sized accordingly. The model has two degrees of
freedom. An interesting feature of this work was that three objective functions were con-
sidered: the total system cost, the costs incurred by the federal government, and the costs
incurred by the local municipality. It was observed that the ‘‘least cost’ design changes
with different objective functions. Koelling concluded that a design reached as a comprom-
ise of different interest groups seems to be more realistic than that obtained based on a sin-

gle objective.

Suidan et al. {1983) formulated an optimization model for a simplified activated sludge
system. Waste sludge was assumed to be dewatered by vacuum filtration and incinerated.
Separate sludge thickening was not conside}'ed and recycle streams from the sludge process-
ing system were ignored. Consequently, it was possible to simplify the model sufliciently to
have only two decision variables. The univariate search technique was selected to solve this
problem. Fibonacci search was employed for minimization in one dimension. It was
reported that the response surface was unimodal and very flat in the vicinity of the
optimum. These researchers applied the limiting flux theory to thickening in the primary
settling tank and obtained an unrealistically high underflow solids concentration. As a
consequence, they assumed that only a fraction of the primary clarifier area was eflective for

sludge thickening.
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As shown in the literature review, the state of the art has evolved considerably over

the last twenty years in the application of optimization concepts to wastewater treatment

system analysis and design. There still, however, are areas where additional improvements

can be made. The following summary of guidelines for future work is from the above discus-

sion. These guidelines serve as a basis for the development of the comprehensive system

model described in Chapter 2.

1)

2)

3)

Construction, operation and maintenance costs: Both categories of costs should be
included since different unit processes have different relative costs for construction,

operation and maintenance.

Complete treatment system: The sludge treatment and disposal systems should be
optimiz.ed together. Since the costs of these systems comprise a large portion of the
total system cost, designs based on optimizing only the liquid tfeatment train are not
likely to be optimal for an entire treatment system consisting of both liquid and sludge

treatment units and sludge disposal.

Descriptive process models: Mathematical models describing the performance of units
and interactions among units should be taken into account. For example, recycle
streams [rom the sludge treatment system to the liquid treatment system have often
been neglected but should be considered. Ultimate sludge disposal costs also must be

considered.

Realistic assumptions: For many unit processes, a predictive modcl for process perfor-
mance is not available due to the complexity of the process. Assumptions about pro-
cess performance are necessary for a complete design of the treatment system. Limita-
tions of the state-of-the-art in this area are probably best exemplified by an assump-
tion made by a number of researchers that 100% of the solids are captured in the final

settling tank. DBecause a substantial portion of effluent BOD results from the

suspended solids, it is essential that a model relating the design and operational
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| parameters to the final eflluent suspended solids concentration be included in the

optimization model.

5) Meaningful constraints: Several previous studies have formulated the optimization

problem with constraints on various design parameters or state variables. These con-

straints are based on past experience rather than on scientific fundamentals. Such

A constraints have often been used to force the model to produce ‘“‘reasonable” results.
This limits the usefulness of an optimization model by forcing it to work only in the

! range of variables found in conventionally designed systems. Important insights on

j process research may be lost with such a restricted optimization model. However,
empirical models should only be used in the ranges within which they are developed

' J when they are used to construct the overall system model.

6) Efficient optimization techmique: Many optimization methods used previously can be
! applied only to a special and limited process scheme or only when simplifying assump-
tions about process’ designs are made. Few studies developed and presented methods
that are specially tailored to take advantage of the unique structure of a complete

| wastewater treatment system.

One major purpose of this thesis is to make additional progress toward developing an

efficient optimization method for use in designing a complete activated sludge treatment sys-
t tem. Significant cost savings in water pollution control efforts may u[timate_ly be made‘ pos-
sible with the aid of such a method for treatment process design. Attempts are made to
incorporate many of the interactions that were omitted in previous studies into an optimiza-
tion model to provide the designer with realistic insights about system design. Three optimi-
zation approaches that can be used efficiently to solve a complete mathematical model for

the waste treatment system design are also presented.

A treatment plant design optimization model has been perceived by a number of

—

researchers as a means to obtain the least cost system design. This role of an optimization
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model is suggested by the very nature of the optimization conclept. The planning and design
of a wastewater treatment system, however, is a complex‘problem. Many important issues
such as energy requirements and system reliability may not be captured in a cost-
optimization model. As a result, the optimal design obtained from solving such a model may
only be meaningful mathematically. Another view suggests that the most appropriate role of
this type of optimization model is as a decision-making aid. This role is more appropriate
because of the importance of unmodeled issues and the uncertainties associated with plan-
ning a waste treatment system. The other major purpose of this thesis is to illustrate the
use of such an optimization model as a tool for the analysis of process performance. An
optimization model can lead to the examination of the validity of process models from the
cost-effectiveness point of view. Useful insights about process performance, integration, or

limitations are gained as valuable by-products from exercising an optimization model.

1.4. Thesis Outline

A comprehensive system design model ol a wastewater treatment system is prerequisite
for this research. Chapter 2 defines the base treatment system selected for this study, and
provides a review of the representative process design models that describe the performances
of those unit processes included in the base treatment system. Design equations and cost
information used for the construction of the combrehensive system model are also described
in this chapter. Several solution techniques examined for solving the comprehensive system
model are described in Chapter 3. together with discussions of the performances of these
techniques. Chapter 4 emphasizes the use of the optimization model as a tool for system and
process analysis. Insights obtained from optimizing the system design are used as examples
to illustrate the role of an optimization model. A summary, ¢gnclusions, and future research

directions are presented in Chapter 5.
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CHAPTER 2

DEVELOPMENT OF THE COMPREHENSIVE SYSTEM MODEL

2.1. Introduction

Design of unit processes in a wastewater treatment system follows two general
approaches in current practice. One approach is simplistic, and involves the use of empiri-
cally determined design parameters. It has been observed qualitatively that these design
parameters affect the performances of unit processes. However, quantitative measures of
process performance cannot be obtained. As a result, designs based on p:;st experience deny
the engineers the opportunity to analyze the interactions among unit processes in a Waste-

water treatmeat system, which are essential to achieving a cost effective design.

The other approach for designing unit processes is to employ mathematical models
which predict the process performance under given input and design conditions. Interrela-
tionships among unit processes can be studied in detail to strive for cost-efficiency; perfor-
mances of unit processes can be predicted to insure satisfactory eflluent water quality.
These process performance models may be developed from physical, chemical or biological
principles, or from empirical data fitting; they may be time-dependent or time-independent;
deterministic or stochastic. A thorough review of process performance models for unit
processes typically employed in secondary wastewater treatment was g.iven by Tytcéa et al.
(1977). The review of process performance 'models in this chapter is intended to highlight
and update that elfort. Time-dependent or stochastic models are not considered in this

study. Unit process performance models were selected based on this review, and serve as

building blocks for the comprehensive system model.

Ideally, a process model suitable for design should be able to describe the unit process

performance over a wide range of operating and influent conditions. It should reflect realis-
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tic process performance, and include all relevant process vafiables that affect the process
performance. Based on these guidelines, models developed from fundamental principles were
given first priority for use in constructing the comprehensive system model because such
models are valid regardless of the external conditions. Models developed from plant-scale
studies were then considered, followed by models developed in laboratories. For complicated
processes for which only empirical models are currently possible, those empirical models that
predict process performance consistent with fundamental knowledge of treatment processes
or with observed process responses were prefe;red. Since the development .of an empirical
model is generally specific to the system studied, the limitations of such models should be

recognized.

Assuming that cost efficiency is a primary objective in the design of a wastewater
treatment system, it is appropriate to write the comprehensive system model in the form of
an optimization model. The objective function is to minimize the total system cost, which
includes capital, operation and maintenance costs. The constraint set in the model is a col-
lection of the independent design equations for all unit processes in the system and the mass
balance relationships among the interconnected units. Restrictions on effluent water quality

are also imposed on the design of the system as constraints.

The base wastewater treatment system selected for this study and the definition of the
variables in the model are described in Section 2.2. Section 2.3 presents process performance
models for units included in the base treatment system. Representative models for designing
each unit process are reviewed, followed by the mathematical expression of a particular
model that is incorporated into the overall system model. Section 2.4 deals with the formu-
lation of the objective function in the cost minimization model, and includes discussions
about available cost information. Section 2.5 illustrates the complete design procedure using

the comprehensive system model with a numerical example.
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2.2, System Description

2.2.1. Flowchart

A typical secondary wastewater treatment plant was selected as the base system for
evaluation in this study. The flowsheet of the plant includes primary sedimentation of raw
wastewater, organic material stabilization by the activated sludge process, gravity thickening
of combined primary and waste activated sludge, two-stage anaerobic digestion of the thick-
ened sludge, and sludge dewatering by vacuum filter. Final sludge disposal by sanitary -
landfill was assumed. Figure 2.1 dépicts this study system. Supernatants generated in
sludge processing were assumed to be recirculated to the head end of the plant for BOD and

suspended solids removal.

2.2.2. Deflnition of System Variables

The complete design of the wastewater treatment system requires the specification of

three groups of variables:

1) The parameters are those quantities that remain constant in the design; examples are
the biological coefficients in the activated sludge process, pumping efficiency, cost of
energy, etc.. A complete list of the parameters used in the system design and economic

analysis is provided in Section 2.5.

2)  The decision variables specify the dimensions or the design condition of a unit process.
More specifically, the decision variables selected in this ‘stuidy are: overflow rate of the
primary settling tank (L), mean cell residence time (8_), hydrauiic retention time (8),
and sludge recycle ratio (r) in the activated sludge process, solids loading on the grav-
ity thickener (L,), digestion temperature (T;) and solids retention time‘ (@) of the pri-
mary anaerobic digester, solids loading on the secondary digester (L), and filter yield

from the vacuum filter (L,).
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3)  The state variables represent the wastewater charaéteristics at a particular stage dur-
ing the treatment processes, and are defined at the seventeen control points shown in
Figure 2.1. These state variables include flowrate, concentrations of soluble BOD;,
active biomass, biodegradable and inert {with respect to aerobic stabilization} volatile
suspended solids, fixed suspended solids, and total suspended solids. The following
notation and units for the state variables are used in the development of the
comprehensive system model:

Q; = Flowrate at control point 7, m*/hr

,SI' = Soluble BOD concentration at control point j, g/m3

= Active biomass concentration at control point j in kg/m3 unless noted otherwise

M

af

M;; = Biodegradable volatile solids concentration at control point j in kg/m® unless noted otherwise

M;; = Inert volatile solids concentration at control point j in kg/m® unless noted otherwise

M,; = Fixed, or inorganic, solids concentration at control point j in kg/m® unless noted otherwise
M = Total suspended solids concentration at control point j in kg/m3 unless noted otherwise

J = Index of the control point, j = 0,1, ... ,16.

2.3. Problem Formulation

The constraints in the comprehensive system model are described in this section. In
general, the design of a uﬁit process can be considered using Figure 2.2. Vectors Z; aﬂd Y;
represent the input States to unit i and outputvstates from unii i, respectively. Vector d;
denotes the decisions made at unit i. The input and output states are related by a transfor-
mation function, or a technological runction,

Y; = T(2:d,) | 1)

where T; is a vector function that defines the performance of the unit process.

The total cost of unit i, ¢;, can be expressed as
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Figure 2.2 - Functional Diagram for Design of Unit Processes
¢; = ci{(2;,d;) ’ (2:2)
The T'; functions are described in this section, while the c; functions are described in

the next.

2.3.1. Primary Sedimentation

Primary sedimentation is provided mainly for the removal of influent settleable solids.
Organic matter in the form orfv suspended matter and semi-colloidal solids may also be
removed from the wastewater. Fundamental understanding of the solids removal mechan-
ism is limited to the ideal conditions of discrete spherical particles settling in laminar flow.
The overflow rate was shown to be the single most important parameter controlling the
solids removal efficiency according to the theory (Hazen, 1904, Camp, 1946). In practice,
however, because of the flocculant nature of wastewater and the disturbance in the settling
tank caused by hydraulic turbulence, density currents, scour and wind action, it is not possi-

ble to apply this basic knowledge to design.

Empirical relationships developed from plant operating data to describe the suspended
Solids and organic matter removal efficiencies in the primary settling tank are abundant in
the literature. Smith (1968) propos.ed that solids removal efficiency is a function of the sur-
face overflow rate. He developed a _model'using data from the WPCF Manual of Practice

(1959). Berthouex and Polkowski (1970) developed a linear model with respect to the
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overflow rate based on the same data. This model is mathematically simple, but it is not an

adequate representation of the observed data.

Other researchers have found that the influent suspended solids concentration is also
important in predicting the solids removal efficiency. This observation seems reasonable
considering that sewage contains a large portion of flocculant particles. Voshel and Sak
(1968) developed two models relating the solids removal efficiency to both the influent solids
concentration and the overflow rate based on their plant-scale study performed in Michigan.
In England, two models have evolved over the past decade for the solids removal efficiency
of primary sedimentation. The model of Tebbutt and Christoulas (1975) was developed
from a pilot-scale study and was shown to describe plant operating data adequately. The
CIRIA (1973) model used detention time instead of overflow rate to represent the hydraulic
features of the settling tank. This model was based on data observed at sewage works in the
London area. Dick et al. (1978) fitted the WPCF (1959) data to a model of the form pro-

posed by Tebbutt and Christoulas. These models are summarized in Table 2.1.

It is noted that all models indicate that the solids removal efficiency increases with
decreasing overflow rate and with increasing influent solids concentration when it is con-
sidered. Parameters in the models represent the degree of dependence of the solids removal
on influent solids concentration and overfllow rate. These parameters are related to the

characteristics of the influent to the primary settling tank.

Figure 2.3 is used to illustrate the design of the primary settling tank. The overflow
rate is the decision variable of this unit. The model of Voshel and Sak is selected to describe
the removal of total suspended solids in the primary settling tank. The fraction of influent

suspended solids remaining in the primary eflluent is calculated as

M,
M,

=1-vMZL,® ' (2.3)

where v, v, and v, are positive parameters, and L, is the overflow rate defined as
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Table 2.1 - Models for Suspended Solids Removal Efficiency in the Primary Settling Tank

Suspended Solids

Models Removal Efficiency

Source of Data

Domain of
Experiment

Smith (1968) .82 exp(- .2112L )

Voshel and
Sak (1968)

L. 139M;L %2
2. .3401\1;1171,;‘13
(Polymer addition)

Berthouex and
Polkowski (1970)

82 - .142L,

WPCF (1959)

Voshel and
Sak (1968)

WPCF (1959)

42<L,<3.75

70< M, <160
171<L,<1.88

42<L,<3.75

CIRIA (1973) (.00043M,,+.51)[1- exp(-7¢)]  CIRIA (1973) -
Tebbutt and Tebbutt and 100< M,, <1000
955 exp(-28% _ .0504L ) &
Christoulas (1975) M, P Christoulas (1975) 1.04< L, <6.25
Dick et al. (1976) .84 exp(———:lo— - AT7L,) WPCF (1959) A2< L, <3.75
1
M, =230
Note -- L, : overflow rate (m®/m®/hr)
M, : influent suspended solids concentration (g/m°
t : detention time (hours)
1 L 2
4 >
| 8
\%
Figure 2.3 - Design of the Primary Settling Tank
Q2
L, = " (2.4)

Note that A, and M,, are in g/m? and the surface area of the primary clarifier, 4

o
M

m-.

A, is in
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Primary siudge concentration has been modeled‘ by two approaches. The first
approach assumes that this concentration is controlled by the hydraulic limitations of the
sludge withdrawal mechanisms. As a result, a constant concentration is assigned to the pri-
mary sludge (see, for example, Voelkel, 1978). The second approach uses the dilferential
thickening technique (see, for example, Dick and Suidan, 1975) which is based on the limit-
ing fux theory (Dick, 1972) to calculate the primary sludge concentration. Thickening con-

stants for primary sludge can be obtained from batch settling tests.

Many models have been proposed to define the batch sludge settling velocity as a func-
tion of the initial solids concentration (Vesilind, 1979). Vesiliad (1968) proposed an exponen-

tial relationship,

u; = o’ exp(-b'C}) : (2.5)

where u; is the batch settling velocity,
C; is the initial solids concentration,

and a’ and b’ are empirically determined constants for the sludge.

Berthouex and Polkowski (1970) used equation (2.5) to develop a mathematical expres-

sion of the limiting flux.

G, = a'b'C2exp(-b'C,) (2.6)

where G is the limiting flux, and C, is the underflow solids concentration.
Dick and Suidan (1975) also derived an expression, equation (2.8), for calculating the
limiting flux based on the following batch settling velocity model proposed by Duncan and

Kawata {1968),

G, = ol - (=22 - (28)

where @, is the underflow flowrate from a thickener,

A is the surface area of a thickener,
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and ¢ and n are empirically determined constants.

The underflow solids concentration from a thickener can be calculated as

o Gt
g Qu
= [a(n - " (LN (2.9)

Dick and Young (1972) have shown that equation (2.9) provides adequate prediction of

pilot plant thickening data. This equation is used to describe the sludge thickening in the

overall system model.

The thickening function of the primary settling tank is modeled, ie., the primary

sludge concentration is calculated, from equation (2.9) as

n

p_yAry |
g (2.10)

ﬂp-

My = [a,(n,1)] " (

where ¢, and n, are settling constants of the primary sludge obtained when the batch set-

tling velocity is expressed in meters/hr and the sludge solids concentration in kg/m?®.

The flow and mass balance relationships around the primary settling tank are

Q1 = QQ + Qs (2.11)
QM,, = Q M, + 10°Q M, (2.12)
A unit conversion factor, 103, is inserted in equation (2.12) since A, and M,, are in

g/m® while M, is in kg/m?®.

Empirical models predicting the rgmoval of organic matter in the primary settling tank
also exist in the literature. Table 2.2 pro‘vides a sample of these models. Most of the
models were developed [rom actual plant data except the one by Tebbutt and Christoulas
(1975) which was developed from a pilot-plant study. A common feature of these models is
the lack of fit of the data to the prdposéd model, generally with R? less than 0.6. Therelore

none of these models is used in this study. Instead, the total BOD in the primary eflluent is

S

[So——
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modeled by considering the soluble and suspended portions respectively.

The sofuble BOD; concentration is assumed unaffected by primary sedimentation, i.e.,

S, =S, (2.13)

The concentrations of individual solids components are calculated based on the

assumption that the settleable portion of each solids component is the same:

Mt2
Ma2 = MalM
t1
Ml2
Md2 Mdl M“
Mt2
M;, = My M,,
M, = M, e (2.14)
/2 /l A’ltl .

Table 2.2 - Models for Organic Matter Removal Efficiency in the Primary Settling Tank

Models BOD Removal Efficiency Source of Data Domain ol'vExperiment
Berthouex and WPCF (1959) o e
Polkowski (1970) 0.4 -.0588L, A2< L, <375

CIRIA (1973)

Tebbutt and *
Christoulas (1975).

Tebbutt (1979)

Tebbutt (1979)

0.86¢2 - 0.029¢

0.311 + 0.779¢

411
(—

+ 1.09
M“)

0.08 + 0.508¢

-0.31 + 1.211¢

CIRIA (1973)

Tebbutt and
Christoulas (1975)

WPCF (1959)

Tebbutt (1979)

200< M,, <800
0.26< e <0.63

0.2<e<0.8

0.6<e<0.8

* This model is for COD removal efficiency in the primary-settling tank.

Note -- L, : overflow rate (m®/m®/hr)

M,, : influent suspended solids concentration (g/m?

¢ : suspended solids removal efficiency
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M,

Mg = ‘MalT
Hats!

Mg

Mda = A[dl_ﬂ—
11

Mg

M,- = M; —
8 IA[“
M,y = M, s
B “Mtl

where M,;, M;,, M;, and M, and M,,, M, M;,, M,, are in g/m®

2,3.2. Activated Sludge

The activated sludge process consists of aerobic waste stabilization in the aeration
tank, clarification of the aeration tank effluent and sludge concentration in the secondary
clarifier, and recycle of the thickened sludge to the aeration tank to maintain the microbial
population (Figure 2.4).

» Tyteca et al. (1977) have reviewed various kinetic models proposed for the design of
biological wastewater treatment processes. Among the models proposed, the first order
models by McKinney (1962) and Eckenfelder (1966) and the Monod model by Lawrence and
McCarty (1970) are the most widely accepted design models in practice. The design equa-
tions developed by Lawrence and McCarty are chosen as the basis for design of the

activated sludge process. The aeration tank is assumed to be completely mixed. All

2 . 8 3. LR

T

Figure 2.4 - Design of the Activated Sludge Process
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biological activities are assumed to occur in the aeration tank, and the biodegradable volatile
solids are assumed to be completely consumed in the tank, i.e., M;, = 0. The substrate util-

ized in the process, S, is then

1.42g BOD, . g BOD,
M,
g VSS ‘1.5g BOD,

=5, +( - 53 (2.15)
where M, is the volatile biodegradable solids concentration in the primary effluent, S, is the

soluble BOD in the aeration tank effluent, and can be calculated as

K (1 + 590,)

Sy = kb1 ' (2.16)

where K is the half-velocity constant, g BOD/m?,
k is the maximum specific utilization coefficient, day™!,

y is the growth yield coefficient, g cell/g BOD,,

b is the endogeneous decay coefficient, day™

and 0, is the mean cell residence time, days.

’

The mean cell residence time, by definition, is

103M,,V
QM +10°Q,M,; - Q,M,,

c

- 10%°M,,0
T (1-w)M,, + 10°wM,, - M,,

where V is the volume of the aeration tank, m3,

M

.4 is the biomass concentration in the treated effluent, g/m3,

M, is the biomass concentration in the underflow from the secondary clarifier,

0 is the hydraulic retention time in days, which is defined as

V

w is the sludge wasting ratio defined as
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w=—_", (2.19)
and 108 is a unit conversion factor,

The biomass concentration in the aeration tank, M, ,, can be derived from the mass

balance relationship of the substrate as

M, =10°3—L——tg (2.20)
where 1073 is a unit conversion factor.

The volatile inert suspended solids concentration in the mixed liquor is derived from
the mass balance relationship and the assumption that the solid compositions remain

unchanged through secondary sedimentation,

My, = ‘ [(109)8(25) + (1 - b0
L+ (10952
a3
or
M, = 1 [(10‘3)‘11,-2(—0—5-) + (1-f4)bM 40 ]

M 0
. Ma3+(10—6)(_e£-)"‘x[a2

where f, is the fraction of microbial cells that is degradable, and 10~ is a unit conversion

factor.

Similarly, the concentrations of the fixed suspended solids can be calculated and a ratio

defined,
M 0
L2 1 (10971, (=)
M, . 0, e (2.22)
A’aa + (10"“)(7)"‘!02
Mass balance of biomass around the aeration tank yields
1 0 10-2
A[as = (1 + —r— - 76 )“Iaa - 1‘[02 (223)

[

% is the sludge recycle ratio, and 1072 is a unit conversion factor.

P

where r=
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The oxygen requirement for aeration is estimated using the Lawrence-McCarty Model

as

g BOD, 0B BOD, y

0, = 24X107°%Q,5(1.5 - 142
2 2251 g BOD; gcell 1+ 58,

) (2.24)
where O, is the oxygen requirement in kg/day, and 24X107% is a unit conversion factor.
The air flow rate is calculated as

1 CSOZ
1440 ya(Bc, - DO)(1.024) "t " ™(OTE)p,,

Q=

where @, is the air flow rate in m?® air/min,
o and B are correction factors,
4 is the weight fraction of oxygen in air,
C, is the dissolved oxygen saturation concentration at 20°C, g/m?3,
DO is the dissolved oxygen concentration maintained in the aeration tank, g/m3,
OTE is the o;(ygen trﬁnsfer efficiency,
T, is the temperature of the aeration tank content, °C,
p,, is the densify of air, kg/m?®,
and (1/1440) is a unit conversion factor.
A minimum requirement for mixing of the aerniion tank content is imposed on the
modcl to maintain the complete-mix flow required in the tank. This constraint is trau-

scribed as :

Q,
> 2.26
=N (2.26)

where 7 is the minimum mixing requirement in m®/m?3/min, whose value is assumed to be
0.02.
The dissolved oxygen concentration maintained in the aeration tank is assumed .to be

1.5 g/m3 so that the biological activity of a non-nitrifying activated sludge system will not

be inhibited.
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2.3.3. Secondary Sedimentation

A secondary clarifier performs two functions: clal;iﬁcnl:iou and thickening. Mixed
liquor s‘uspended solids (MLSS) from the aeration basin must be removed from the plant
effluent to meet the water quality standards, while the settled solids should be concentrated
for biomass recycle and further sludge processing. The surface area of the clarifier is deter-

mined from either the clarification or the thickening requirement (Dick, 1970).

Clarification efficiency of the secondary clarifier is a critical factor in determining the
efficiency of the entire waste treatment system for both BOD and suspended solids removal.
The effluent BOD from a secondary treatment plant consists of both soluble organics
remaining or produced from the activated sludge process and the biodegradable suspended
solids in the effluent. Depending on the operating conditions of the activated sludge process,
suspended solids may account for more than half of the effluent total BOD. Thus the degree
of uncertainty inherent in a model of the clarifier is very important. Influent solids concen-
tration to a clarifier is usually in the range of 1500 to 3000 g/m"’, or possibly even greater.
Since the desired effluent concentration is in the 10 to 20 g/m3 range, removal efficiencies in
excess of 99 percent are required. A slight deviation in this efficiency can have a pronounced

impact on the quality of the effluent from the system.

The design conditions of both the aeration tank and the secondary clarifier affect the
clarification efficiency. Parker (1983) provided an excellent review of how these design con-
ditions influence the solids removal efficiency in the secondary clarifier. Because of the com-
plexity involved in modeling the performance of this unit, a predictive model describing the

clarification efficiency based on fundamental mechanisms is not currently available.

There are, however, a number of empirical models in the literature that predict the
clarification performance of the secondary sedimentation tank (Table 2.3). Villiar (1967)

developed a regression model based on results from bench scale experiments. Takamatsu

[

[SS—1
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Table 2.3 - Empirical Models Predicting Total Suspended Solids Concentration

in Secondary Clarifier Efluent

Models

Effluent TSS Concentration

(mg/1)

Source of Data

Villier (1967)

Takamatsu and
Naito (1967)

Agnew (1972)

Lech (1973)

Busby and
Andrew (1975)

Keinath et al.
(1977)

Tuntoolavest
et al. (1980)

Dietz and
Keinath (1982)

Chapman (1983)

Cashion and
Keinath (1983)

450( Q,‘/A/ ).405[‘38%5—.439
63.2 M;3 exp(-.T4¢,)

1) 18.2 + 8.01(Q,/4)) - 3.3M,,
2) 73.2(Q4/‘4/ )12 FM'”M,};"‘W;"OS

1.4(17.6 - .739T)(Q, /A, )M,

10.88(Q,/4,)M,q

4.5 + 7.48(Q /A, )M,

~7.83+468Q,r-70r°+14.59M,,+13rM,,
-82.8Q, M,3-2.48t M +.162M5(Q  /A,)

5.341 + .506A{, - 1.406¢,

~180.6 + 4.03M,5 + 133.24(Q,/4,)
+[90.16 - 62.54(Q./A,)|H

48.2 ~ 4.330, + 3.986 - .352672
-2486° + 28.60.0

Villier (1967)

Takamatsu and
Naito (1967)

Agnew (1972)

Pflanz (1969)

Pflanz (1969)

Pflanz (1969)

Tuntoolavest

et al. (1980)

Dietz and
Keinath (1982)

Chapman (1983)

Cashion and
Keinath (1983)

Note : A, = surface area of secondary clarifier (m?

FM = food to microorganism ratio in the activated sludge system (g BOD/g MLSS/day)
H = side water depth (m)

@, = air flow rate to aeration tank (m®/min)

Q, = efflueny flowrate from secondary clarifier (m®/hr)

Q, = influent flowrate to secondary clarifier (m®/hr)

r = sludge recycle ratio to aeration tank
T = temperature of mixed liquor (° C)

¢, = hydraulic detention time in secondary clarifier (hours)

{; = detention time in clear zone {hours)

0 = hydraulic retention time in aeration basin (days)

9

[4

M,; = mixed liquor suspended solids {MLSS) concentration {(kg/m®

== sludge age of the activated sludge system (days)

M, = dilute blanket solids concentration {kg/m?
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and Naito (1967) considered the effects of flow conditions onl clarification efficiency using a
calcium carbonate suspension. Pflanz (1969) reported results from a series of in-plant stu-
dies carried out in Germany. These experiments were carefully controlled to simulate steady
state operation. The effluent solids concentration was shown to be proportional to the feed
flow rate and solids concentration. Sludge settleability, temperature, and wind were also
shown to affect clarifier performance. Lech (1973), Busby and Andrews (1975) and Keinath

et al. {1977) have developed regression models from Pflanz’s data.

Agnew (1972) proposed two models based on in-plant operating data. One of the
models provided a satisfactory fit for short-term observations of effluent suspended solids
concentrations. However, this model did not adequately predict the clarifier performance
under varying operating conditions over a long period of time. A second model was then
developed from data representing a wide range of operating conditions and sludges with
different properties. This model included design parameters for the biological treatment unit
as well as parameters representing the hydraulic efficiency of the clarifier. Both of Agnew’s
models predict that the effluent solids concentration decreases as MLSS concentration

increases, which contradicts Pflanz’s observations.

Tuntoolavest et al. (1980) used a laboratory-scale pilot plant facility supplied with syn-
thetic wastewater in an attempt to resolve the issue over the effect of MLSS on clarification
efficiency and to determine other design parameters that are important in influencing the
clarification efficiency. Their results supported the trend predicted by Pflanz, i.e., that the
effluent solids concentration increases with higher MLSS concentrations. They also observed
that the turbulence level in the aeration tank, as measured by the air flow rate in their
study, affected the clarification efficiency. This observation was consistent with the conclu-
sion reached by Parker et al. (1971) that the floc-destructing environment of the aeration
tank has a direct impact on sludge. settlix;g characteristics and the clarification efficiency.

The thickening characteristics of the sludge were not found to be significantly related to

PSP

(SO

PE——

sz
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changes of the design parameters they studied.

Dietz and Keinath (1982) presented a model based on a laboratory-scale study using
calcium carbonate as settling particles. It was shown that the steady-state clarifier perfor-
mance was most sensitive to the clear zone detention time in the clarifier. No consideration

was given though to the issue of upstream operating conditions in an actual treatment plant.

Chapman (1983) studied the effects on clarification efficiency caused by a number of
design variables. Among phem, the side water depth of the clarifier. MLSS concentration,
clarifier feed low and underflow rates were found to have significant impacts on clarification
efficiency. The air flow rate, however, was not an important factor. Chapman’s results were
also in agreement' with Pflanz’s observation that the effluent solids concentration increases

with the MLSS concentration.

Cashion and Keinath (1983) studied the effects of solids retention time (SRT),
hydraulic retention time (HRT), and clarifier overflow rate on the final clarifier solids remo-
val! efficiency in a laboratory-scale unit treating real' wastewater. The SRT values in their
study ranged from two to eight days, and the HRT values ranged from four to 12 hours.
The eflluent solids concentration was found to be insensitive to the overflow rate. High
solids removal was attained in the regions defined by low SRT values and high HRT values
or high SRT values and low HRT values. No apparent correlation was observed between

the solids concentration of the influent to the clarifier and the eflluent solids concentration.

Sludge settling characteristics were reported by Bisogni and Lawrence (1971) to be a
function of sludge age. In their study with synthetic feed, activated sludge flocculated and
settled better with increasing sludge age for sludge ages beyond three days. Dick et al.
(1979) conducted similar experiments using real wastewater. They found that the correla-
tion between sludge settling properties and sludge age was not significant. They also
observed that influent suspended solids concentration exerted an effect on sludge settling

behavior. It appears that currently there is no satisfactory model for predicting activated
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sludge settling characteristics as a function of operating parameters in the aeration tank.

The soluble BOD, coucentration is assumed to be ﬁnclmnged through sedimentation

and sludge separation, i.e.,
Sy =8, =55 =S¢ = 5y (2.27)
The total efluent BOD concentration includes both the soluble and the suspended por-
tions. The effluent total suspended solids concentration is assumed to. follow the model
developed by Chapman for the secondary clarifier. The side water depth in Cha-pmavn‘s
model is assumed to be a constant of 1.94 meters because the side water depth in the origi-
nal pilot study was varied over only a small range (1.48 to 1.94 meters) and the efﬂuent.
solids concentration is not very sensitive to this depth. The resulting model for secondary

clarification becomes

Q
My =-¢;+c My + caA_: P (2.28)

where M,; and M,, are both in g/m?,
A, is the surface area of the secondary clarifier, m?,
and ¢,, ¢, and ¢, are model parameters.
The effiluent water quality requirements can be formulated as

1.42 g BOD, g BOD;
g cell 1.5 g BOD,

Sy + )My = Spop : (2.29)

My, = Srgs (2.30)

where Sgop and Spgs represent BOD; and total suspended solids restrictions, respectively, in
the eflluent, and are in g/m?.

Since the volatile biodegradable suspended solids are assumed to be completely con-

sumed during the activated sludge process (Section 2.3.2),

Mg = My = My = Mg =M; =0

e emimmedd

(7
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The ratios between the volatile inerts and the biomass and the inorganic solids and the
biomass are assumed to be unaffected by secondary sedimentation or sludge separation. In

other words,

M, M;
= 5j=4)'5:6)7 2.32
Mas Maf ( )

Dick (1970) discussed the imbortance of including sludge thickening as an integral part
of the design of a secondary clarifier. The underflow solids concentration from the clarifier

is governed by the thickening model {equation (2.9)),

1
n

(— )(Z_LF (2.33)

L
n
w

Mts = [aw(nw - 1)] n -1

where a, and n, are constants representing thickening properties of the waste activated

sludge, and

3

Qs = (r + )@, (2.34)
Decision variables selected for the design of the activated sludge process are the mean

cell residence time, hydraulic retention time, and sludge recycle ratio.

2.3.4. Sludge Blending

’

Figure 2.5 - Blending of Primary Sludge and Waste Activated Sludge
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Since the primary and the waste activated sludges are combined before thickening (see
Figure 2.5), a set of mass balance relationships is needed to calculate the characteristics of

the influent to the thickener :

Qq = Q;+ Qg ‘ (2.35)
QoM;y = Q;M; + QMg (2.36)
QeSq = @757 + Q4S5 (2.37)

The settling characteristics of combined primary and waste activated sludge have been
studied by Dick et al. (1978) and Suidan (1982) using plant operating data. Regression
models were developed in both studies based on limited experimental data to relate the set-
tling constants in equation (2.7) to the mass fraction of either the primary or the waste

activated sludge.

The empirical relationships developed by Suidan are used to determine the thickening

constants of the combined sludge:

a, = a, + 0,f,° (2.38)
n, = nwenll’ (2.39)
where f, is the mass fraction of the primary sludge defined as

_ QgM,q
QM + QMg

!, (2.40)

a,, 6, 2nd n, are constants and a,, n, are constants characterizing the thickening of the

combined primary and activated sludge.

2.3.5. Gravity Thickening

The design of the gravity thickener is illustrated by Figure 2.6. The underflow solids
concentration is again calculated from equation (2.9),

1 1

Moy = [o(n, )] (U5 5) (2.11)

[

»
——

[

P
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where A, is the surface area of the thickener in m2.

The solids loading on the thickener is the decision variable. By definition, it is

Q ll‘wnl
Ly =—— , (2.42)

\ g
Combining equations (2.41) and (2.42),

1 ) ~1

n, -1 n, n.-1 n.-1
My, = [a(n, - 1) ( )L (2.43)

g
n, -1

The flow and mass balance equations are

Qo t @ =@ (2.44)

QoMo + @uMiy = QoM : ' (2.45)

There is no model available to predict the overflow solids concentration, M,,,. As a result,
this concentration is treated as a parameter in the model, and is given a value of 0.2 kg/m?.

The solids compositions in the thickener overflow and underflow are calculated from
{ mass balance relationships based on the assumption that thickening does not affect the

solids composition. For example,

| : ‘ M\, QM ; + QM M,

Ma = Ma =
10 P My Qo My
Mau = A{ag 1;’4!11 — Q7A[a7;- QBA!uS jj’:[tll
19 9 {9

9

!
J N4

10

N
F

\LH

Figure 2.6 - Design of the Gravity Thickener
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Similarly,
QMg M,y
M, ,,=————
a0 Qo My
QMg My,
My, =——"—— 2.46
i Qe My ( )
Moo — Q My + QMg My
{10 Qg A[‘g
M. = Q:M;; + QMg My,
111 Qg MtO
M. — Q7M/7 + QaMls My,
o Q M
Q7M/7 + QaM/a M,
M/u =

Qo M

The soluble BOD is assumed not affected by gravity thickening, i.e.,
Sg = 810 = 51 (2.47)
2.3.8. Anaerobic Digéster : Primary Tank

Conventional designs of an anaerobic digester use two-stage systems. The primary
digester is generally mixed and heated to the fermentation temperature. Most sludge stabili-
zation occurs in this unit. The secondary digester is not mixed and is primarily used to

thicken the digested sludge.

The design of the primary digester depends on the kinetic model assumed for waste
stabilization. There are several modeling approaches for the design of the primary digester.
Lawrence and McCarty (1969) developed design equations based on Monod kinetics of sub-
strate utilization. The underlying assumption for the Monod kinetics is that methane fer-
mentation is the limiting step. Sewage sludge is a mix of complex organic solids, however,
and it has been reported (Pfleffer, 1968) that except for very high loading rates, hydrolysis of
the organic .solids is the rate limiting step. A second modeling approach assumes that the

stabilization rate is first order with respect to the biodegradable (under an anaerobic

[
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environment) volatile solids. The percent volatile solids that is degradable as weil as the
first order rate coellicient were found to be functions ol digestion temperature for tempera-

tures ranging from 25 to 35 ° C (Pfeffer, 1981).

Chen and Hashimoto (1979, 1980) also proposed a set of equations for predicting diges-
tion performance. To use this model for design, the biodegradable volatile solids concentra-

tion must be determined as a function of fermentation temperature.

Gossett and Belser (1982) studied the effect of sludge retention time in the activated
sludge system on the performance of the anaerobic digester. A first order reaction was pos-
tulated for the conversion of active biomass in the digester influent into available substrate

in the digester. The eflect of temperature on digestion rate was not studied.

Wise (1980) summarized experimental results from studies involving stabilization of
various organic residues at different temperatures. A first order kinetic model was assumed
for total volatile solids destruction. Figure 2.7 depicts the correlation between the digestion
rat'e coefficient and the fermentation temperature. The mathematical expression describing

this relationship is

1000 )

K, = 0.632 exp|7.675(3.003 -
1 exp[7.675( T, + 273

(2.48)
where K, is the first-order rate coefficient in day!, and T, is the fermentation temperature
in °C. This model is selected for primary digester design in this study because it covers a
wide range of digestion temperatures. Consequently one decision variable for designing the

primary digester is the [ermentation temperature.

The primary digester is modeled as a complete-mix reactor where all sludge stabiliza-
tion is assumed to take place (Figure 2.8). The solids compositions in the digester effluent
are calculated based on the following assumptions: the volatile solids in the digester efluent
are assumed to be nondegradable in the aérobic environment and to consist of no microor-

ganisms that are capable of aerobic degradation of organic material. These assumptions are
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Figure 2.8 - Design of the Primary Digester
necessary in order to calculate the solids compositions of the digester supernatant which is
recycled to the liquid processing train. The inorganic solids are assumed to be unaffected by
anaerobic digestion. With these assumptions, the solids compositions of the primary digester

eflluent can be calculated as

M, =0
My, =0 _
M+ My, + M,
M., = .
V12 1+ Kled (2 49)
M/12 = M/u‘
174
where 9, d (2.50)

T 24Q,,

is the sludge age in days, which is equivalent to the hydraulic retention time for this diges-
tion system without solids recycle, and V, is the volume of the primary digester in m®. The
sludge age is the other decision variable for the design of this unit. No model is available for
prediction of the soluble BODg concentration of the digested sludge {S,;) when first order

kinetics is used to describe the performance of the primary digester. Therefore, it is
assumed to be a constant, 500 g/ms, in this study.

The flowrate of the digester eflluent is

Q12 = Qn ' (2.51)



46

The methane gas produced during digestion is calculated as

kg BOD, m® CH, K@,
G =(1.42 ) M.+ _
(1 4 kg VS )( kg BODL )Qll( all Mdll + Mlll)l + Kled
g BOD, m® CH, k
+ (1.5——L)(0.35———)(103 2L 52
(1 g BOD; X kg BOD, X g )18y (2.52)

where G is the methane production rate in m®/hr. The first term is the methane produced
from stabilization of the volatile suspended solids, while the second term represents that

from the soluble organics.

The energy value of the methane gas, E in kWhr /yr, is estimated to be .

E = (35800

By 1 EWhr ) 076047
ms CH, = 3600 kJ yr

= 871133 G (2.53)
The heat requirements for raising the influent sludge to the digestion temperature, ¢g

in kWhr /yr, is

k kJ hr 1 kWhr
= 10328 y(4.0—22 (T, - T,)(8760 1) (———2=
Ir Qul md X ng_ac)(Td oll yr N 3600 £/ )

=10.22 X 10* Q,,(T, - T,) (2.54)

where T is the influent sludge temperature in °C.
Assuming that the digester is approximately cylindrical, and all digester units are uni-
form in size, then the heat loss of the digester to the environment, ¢, in kWhr/yr, can be

estimated as

_kWhr

= (8.76
7 = Watt -yr

yUVya(T, - T,) (2.55)

where U is the average heat conduction cocfficient of the digester outside surfaces, Watt{/m*-°C,

a is the ratio of the digester outside surface area to its volume, mz/m?’,

and T, is the average ambient temperature in °C.
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The total heat requirement for the digester to maintain its operating temperature is

g * 9
g = % (2.56)

where € is the heat transfer efficiency of the heat exchanger.

The net energy value of the digester gas is the energy produced by methane less the

total heat requirement, or

N=E-q4 (2.57)
where N is the net energy value in kWhr fyr. This net energy production from the digestion

system is given a cost credit of 2.37 dollars/10%%J (0.25 dollars/therm) (Rimkus et al., 1980)

in the overall system economic analysis assuming the methane is used on site.

2.3.7. Anaerobic Digestion : Secondary Tank

The secondary digester is assumed to be unmixed and unheated, and is modeled as a
gravity thickener with no methane fermentation taking place (Figure '2.9). The underflow

solids concentration, from equation (2.43), is

L M
n,-1 ny n,-1, n,-1
M,y = [day(n, - e (n—l) LY (2.58)
‘-
M
where L, = Q—‘;% (2.59)

is the solids loading, and the decision variable for this unit,

\I/12

13
é_—a L,

\l/m

Figure 2.9 - Design of the Secondary Digester
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A, is the surface area of the secondary digester in m®,

a4 and ny are settling properties of a fully digested sludge,
and & is a factor to discount the settling velocity of the digested sludge. In practice, the
gas production in the secondary digester may be sufficiently high t.o cause some.turbulence
in the digester. The rising gas will reduce the settling velocity of the digested sludge,
preventing the sludge from thickening to the degree expected from thickening theory alone.
The use of the factor 8 is intended to account for this observation. Initially, the value of &
is assumed to be 0.25. The sensitivity of the overall system design to this value is examined
in Chapter 4.

There is no model available to predict the suspended solids concentration in the diges-

ter supernatant, M,;;. Therefore it is treated as a parameter in the model and is assumed to
be a typical value of 4 kg/m?®.
The mass and flow balances around the secondary digester are

Qi = Qs + Q4 (2.60)

QM = QusMys + Q1M (2~61)

The soluble BOD; concentration is unaffected by this unit; therefore

Sz =513 =51 (2.62)

The solids compositions are assumed to remain the same, or

A[tla

12
' Mo

M,;=M

A1114 = A[ll“_

M =M,

)
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2.3.8. Vacuum Filtration

The design of the vacuum filter is shown schematically in Figure 2.10. Coackley and
Jones (1956) compared several filtration theories and concluded that the model proposed by
Carman (1933) fits experimental data most adequately. They developed the following equa-
tion for calculating the filter yield from Carman’s analysis for given operating conditions and
a sludge with known specific resistance,

11
L, = 657.3(XL )z w2 | (2.64)

rSC

where L, is the filter yield in kg/m?/hr,
X is form time per cycle time,
P is the vacuum pressure applied in Newtons/m®,
I is the viscosity of filtrate in Newton-sec/m?,
r, is the specific resistance in m/kg,

+ t,is the cycle time in minutes,

M,
and W = ZiMue (2.65)
@15

is the mass of solids filtered per unit volume of filtrate in kg/m®. Christensen (1983) has
summarized the values of specific resistance for various sludges to be dewatered. The filter

yield is the decision variable of this unit.

< 15 L

J/us

Figure 2.10 - Design of the Vacuum Filter
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The size of the filter is

Q JM:
4, = St (2.66)

where A, is the filter area in m®.

The mass and flow balance relationships around the unit give

Qu=@; + Qe (2.67)

Q1Mpyy = QMg + Q1eMiye (2-68)

The suspended solids concentration in the filtrate (M,5) is assumed to be a constant of 2

kg/m® due to the lack of a predictive model.

The soluble BOD, concentration is the same throughout the process:

S14 =515 ="51 (2.69)

The solids components are:

Mt16
Mxls = M114 Mtu
My
M/ls = Mf14 M,
My
M, My,— 2.70
18 14 M, ( ]
M1
M/m = f14_Mt14

2.3.9. Recycle Streams

The side streams generated in sludge treatment are recycled back to the head end of
the plant for the removal of the organics and the suspended solids (Figure 2.11). To arrive
at a steady-state design of the system, flow and mass balances must be met where the recy-

cle streams join the influent stream to the plant:

QL =Qy+ Q@+ Qla + Q@ (2.71)
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Figure 2.11 - Recirculation of Streams Generated in Sludge Treatment
Back to the Plant Influent

@15 = QoS0+ @150 t lesls + Q15515 (2.72)
103Q,M,, =102Q M,y + Q,0M,1o (2.73)
1072Q My, = 107°Q M,y + Q oMy, (2.74)
10°Q,M;, = 107°QoM;y + Q1oMiyg + @My + Q1M (2.75)
10°Q M, = 107°QM;, + QoMo + QaM;y; + QysM;y5 (2.76)

My, =M, + M, + M, + M, (2.77)

where M,o, My, M;, and M, are in g/m3, and 10" is a unit conversion factor.

2.3.10. Sludge Disposal

Ultimate disposal of the sludge cake is an integral part of wastewater treatment sys-
tems. Multiple options are available, and they have been studied extensively by Dick ef al.
(1978, 1981) in their development of optimal sludge management strategies. Disposal by

sanitary landfill is assumed in the base system.

The land area requirement is estimated using the following equation developed by Dick

et al. (1978),

A, =362 X 1072Q ,M,}, (2.78)

where A, is the land requirement in acres.

The wet tons of sludge landfilled per day, W, can be calculated, assuming a specific

gravity of 1.04 for the dewatered sludge, as
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3 ' 3 h 1 ton
W = I )(1.04—8—)(108 £ )(24 21
s = (@ 0 0 o ey om0 g

= 27.513Q,, (2.79)

2.4. Cost Information

The total cost of the wastewater treatment system is the sum of the costs of all unit
processes. Although cost data are abundant in the literature, only those data that relate
costs to the capacities of the units are useful for this study. Smith (1968) developed cost
functions from cost data collected by Logan et al. (1962) and Swanson (1966). Patterson
and Banker (1971) presented the capital, operation and maintenance costs in graphical forms
with respect to the sizes of the unit processes. Cost functions have been developed from this
information by Middleton and Lawrence (1975), the U. S. Army Corps of Engineers (1978),

and Rossman (1979). Dick et al. (1978) also developed a set of cost functions based on data

presented by Patterson and Banker, Metcalf and Eddy, Inc. (1975), and Ettlich (1977).

These cost functions were compared for unit processes considered in this study using
constant year (1971) dollars. The results of this comparison are summarized in Appendix A.
Considerable variations in unit process costs were observed among different sources of data.
Costs of wastewater treatment systems vary locally and depend on many factors. Therefore
the cost functions considered in this study are only meaningful in the sense that they

represent typical relative costs among unit processes.

Cost functions selected for use in this study are summarized in Table 2.4. They are
based primarily on the d..'atzll‘“?qllec‘ted by'?’atterson a‘n‘d Banker Tl,l_?.ﬁrm pu‘m;‘iir‘lg c?pacity
is assumed to be two and a half times the average daily flow. |

Costs for final sludge disposal by sanitary landfill are not listed in Table 2.4. These
costs include capital and voperation costs.» The capital cost is calculated according to the

equation presented by Rossman,

[
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gt
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Table 2.4 - Summary of Cost Functions

Capital Operation Maintenance Material Power
- and Supply
(1971%) (manhours/yr) {manhours/yr) (18718 /yr) (kWhr /yr)
Primary 824A;,77 17.15A,;e (APZ‘Z"S)) 9.‘23A;,° (Ap2279) 8.62A;,7° -
Clarifier 92.45/4;,3 (AP <279) IOGA;;“ (Ap <279)
Primary  16042Q3> 374Q;"! 166 Q" 385Q24 23.85QgH fe,!
Sludge
Pumping
Aeration 461 V-7 - - - -
Tank
Diffused 8533Q;% 187Q;® 74.4 Q;BB - -
Aeration
Secondary 824,4/'77 17.15A}° (A/2279] 9.23A7° (‘4/2‘279] 8.62A]7° -
Clarifier 92.454;% (A, <279) 1064;" (4, <279)
Return &  2779Q;% .333Q;+390 .2375Q4,+370 300 (Q;<63.2) 23.85@811/€p
Waste 40.57@'552 (@5<252)
Sludge 5.97 587 (Q5 <632)
Pumping 2.54Q; (Q5>632)
Gravity 824Ag'77 17.15A;° (A;2‘279) 9.‘23,43e (AgZ‘Z"'Q) 8.62.4;70 -
Thicker 92.454;% (A, <279) 1064 (4, <279)
Anaerobic 2323V 1.29V;8 (V,=5678)  0.83V:® (V,=5678) 14.4 V% (v,=2839) -
Digester 14V (V,=1968) 8.5V (V,=1968) 142V (V, <2839)
192V32 (V, <1968) 113V (V, <1968)
Vacuum 209180A4;7 197.55Q38M;I8  5.57 Q34AM; 5 (Q16M,4=519)  230Q;iI M3 + -
Filter 20Q;8°M;T5 (Q1M,1=103) 182Q35°Mte

Recirculation 2779 Q;Bat

Pumping

0.333Q,+390

AL5QiPMiE (Q 161,16 <103)

0.2375Q,+370

300 (Q,=63.2)
40.57 Q.52 (Q, <252)
5.97Q.% (Q, <632)
2.54Q, (Q,>632)

23.85Q, 11 /e,

t+ H is the pumping head in meters, and €, is the pumping efficiency.

1 Q& =Q01t Qs+t ?;
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CC = A, C, + 6200F, W27 (2.80)

where CC is the capital cost in present value (P.V.) dollars,
C,, is the unit cost of land, P.V. dollars/acre,

and F, is a factor updating the cost from 1971 dollar to the present value.

Equation (2.80) can be rewritten in terms of @, and 3,4 by substituting (2.78) and

(2.79) for A, and W, respectively,

CC =3.62 X 102C;, Q,,M, 4 + T2053F, Q%7 (2.81)

The annual manhours for the landfill operation is estimated using data from the U. S.
Environmental Protection Agency (USEPA) Process Design Manual (1974),

OHRS = 8024 Q 3% (2.82)

where OHRS is the annual operation manhour requirement for a landfill. The development

of equation (2.82) is described in Appendix B.

The total annual cost in 1980 dollars is used to express the total system cost. A

’

twenty-year design life and a 7-?3-% discount rate are assumed to amortize the capital costs.

The USEPA National Average Wastewater Treatment Plant Index is used to update the
capital costs and the costs for material and supply. Annual operation and maintenance
costs are calculated by multiplying the manhour requirement by the houtly wage rates. The

cost for pumping is the product of the power requirement and the unit power cost.

2.5. System Design

A complete set of equations for designing a sccondary wastewater treatment system is
presented in Section 2.3. The design of the overall treatment system for specified influent
conditions and decision variables using these equations is illustrated in this section. In
Chapter 3, a comprehensive model assembled based on a subset of the design equations
described in Section 2.3 is presented. This model is optimized using a nonlinear program-

ming algorithm to generate cost-effective designs for the studied wastewater treatment
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system. Description of this model is provided in Section 3.2.1.

There are nine degrees of freedom in the wastewater treatment system model. There-
fore a complete system design requires specification of nine decision variables. The selected

decision variables in the model are summarized in Table 2.5.

Bounds are imposed on the decision variables in the comprehensive system model.
Table 2.6 summarizes these bounds. Most of the bounds cover typical range observed in
practice for the conventional activated sludge process. The values of these bounds are set

arbitrarily, but are relatively reasonable to avoid the possible lack of efficiency of an

Table 2.5 - Summary of Decision Variables in the Model

Unit Decision Variables

Primary Sedimentation Overflow Rate (L,)

Activated Sludge (Aeration Mean Cell Residence Time (8,)
+ Final Sedimentation) Hydraulic Retention Time (8)
‘ Sludge Recycle Ratio (r)

! Gravity Thickening Solids Loading (L,)
Anaerobic Digestion
-Primary Digestion Temperature (T,)
Solids Residence Time (8,)
-Secondary Solids Loading (L)
Vacuum Filtration Filter Yield (L,)

Table 2.6 - Bounds on the Decision Variables

Variables Lower Bound Upper Bound
Overflow Rate, Primary Clarifier (m/hr) 0.5 6.0
Mean Cell Residence Time (days) 2.0 6.0
Hydraulic Retention Time (days) 0.1 0.5
Sludge Recycle Ratio 0.1 1.0
Solids Loading, Gravity Thickener (kg/m"-hr) 0.5 2.0
Digestion Temperature ( C) 20 60
Residence Time, Primary Digester (days) 5 30
Solids Loading, Secondary Digester (kg/m?-hr) 0.5 2.0

Filter Yield (kg/m%hr) 5 50
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optimization algorithm. Exceptions are the bounds on ﬁhe activated sludge mean cell
residence time and on the digestion temperature. Bounds imposed on the mean cell
residence time are to prevent the process from failure. In addition to insure against process
failure, the bounds on the digestion temperature define the domain on which the empirical
model (equation (2.48)) is based. The solids concentration of the filtered cake is also con-
stlfained to be less than 150 kg/m® because the process model used for vacuum filter design
does not predict a maximum. cake concentration that can be obtained in practice. If the final
solution obtained from optimizing the system design .model suggests that some of the deci-
sion variables are at their imposed bounds, then the roles of these bounds are examined in

detail. This is carried out in Chapter 4.

Design of the overall system may be carried out using several approaches once the
decision variables are specified. A straightforward approach was employed in this study: unit
processes are designed sequentially according to the system flowchart. Since only a few
eqiations are solved in the design of each unit process, the computation required for one
iteration of design is not excessive. However, a steady state design cannot be obtained in one
iteration because of the presence of the recycle streams in the system. Characteristics of the
recycle streams, however, are determined at the end of each iteration. A new set of influent
conditions to the plant is calculated by mass balance relationships between the design plant
influent and the recycle streams. A new iteration is then initiated using the newly calculated

influent conditions. This direct substitution process is continued until the fractional changes

i
of all influent state variable values bccon?le less than 1078,

[T
' i

An analysis computer program was written to carry out the calculations. Figure 2.12
shows the logic on which the design of the analysis program is based. The listing of the pro-
gram and the instructions for using the program are given in Appendix C. More efficient
calculation schemes than direct substitution for updating the initial design conditions are

available (Westerberg et al., 1979). However, since a typical steady-state design can be
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Cstart )

Input:
1) Design conditions, V
2) Parameters
3) Decision variables

(
(
(

Influent conditions to
the system, V|, = V,

Perform sequential design
l of each unit process

Obtain recycle stream

‘ characteristics, V,

Calculate new influent conditions, V’l,
from mass balance of V,and V,

| V-V, |< Stopping

— V!
Vi ~ criteria Let V, = V',

Calculate total system cost
Print detailed design information

( Stop )

t
R
)

At

Figure 2.12 - Flow Diagram of the Analysis Program
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achieved in less than ten iterations with computer time less than 0.3 seconds on the CDC

Cyber 175 computer, the direct substitution strategy was considered adequate for this study.

An example system design obtained from using the analysis program is presented
below, The wastewater treatment system was assumed to receive a typical domestic sewage
with characteristics listed in Table 2.7. The parameters iq the model are tabulated in Table
2.8. The values of the nine decision variables used for the system design are summarized in
Table 2.9. Figure 2.13 (refer to Section 2.2.2 for the notation) describes the complete system
design obtained from the analysis program for the conditions listed in Tables 2.7 to 2.9. It is
noted that any arbitrarily se.lected values for the decision variables may lead to a design

that does not meet the effluent requirements or may result in a filtered cake more concen-
trated than 150 kg/ma. Such a design is called an infeasible design.

The analysis program is useful for examining the responses from the system model for
given influent and design conditions and for generating system designs that can be used as

starting solutions in various optimization procedures. This is illustrated in more detail in

Chapter 3.

Table 2.7 - Base Design Conditions

Flowrate (m®/hr) 1500
Soluble BOD, (g/m?) 100
Active Biomass Conc. (g/m?) 5
Volatile Biodegradable Suspended Solids Conc. (g/m?) 100
Volatile Inert Suspended Solids Conc. (g/m?) 45
Fixed Suspended Solids Conc. (g/m?) 50

Total Suspended Solids Conc. (g/m?) 200

Wi
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Table 2.8 - Summary of anm(;.t.ers in the System Model

Names (Units) Value
Economic Data:
Capital Recovery Factor 0.09716
Base (1971) Cost Index 150.6
Cost Index for 1980 362.0
Operating/Maintenance Wages {dollars/hr) 8.9
Land Cost, C, (dollars/acre) 5000
Electricity Cost (dollars/ kWkr) 0.05
Pumping Head, H (meters) 10.0
Pumping Efficiency, € 0.6
Primary Sedimentation:
Constant in Voshel-Sak Model, ’)1 0.139
Constant in Voshel-Sak Model, v, 0.27
Constant in Voshel-Sak Model, v, 0.22
Sludge Settling Characteristics:
Thickening Constant, a,, 24.24
Thickening Constant, a, 174.77
Thickening Constant, a, 2.5
Thickening Constant, n,, 2.3747
Thickening Constant, n, 0.1659
Activated Sludge Kinetics:
Growth Yield Coefficient, y (g cell/g BODa) 0.4
Half-Velocity Constant, K, (g BOD,/m?) 60
Maximum Specific Utilization Coell., k {(day™) 5.0
Endogeneous Decay Coeflicient, b (day™) 0.04
Fraction of cells Degradable, f, 0.77
Conversion (g BOD, /g cell) 1.42
Conversion (g BOD, /g BOD,) 1.5
Secondary Sedimentation:
Constant in Chapman Model, ¢, 5.69
Constant in Chapman Model, ¢, 0.00403
Constant in Chapman Model, ¢, 11.91
Aeration:
Alpha Factor in Aeration 0.8
Beta Factor in Aeration . 0.95
DO Concentration in Aeraton Tank, DO (g/m?) 1.5
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Table 2.8 (continued)

Names (Units) Value
DO Saturation Concentration, C, (g/m?) 9.17
Temperature of Mixed Liquor, T, ( C) 20.0
Oxygen Transfer Efficiency, OTE 0.08
Density of Air, p_,_(kg/m?) 1.2
Weight Fraction of Oxygen in Air, v 0.232
Mixing Requirement, 1 (m® air/m*®/min) 0.02
Gravity Thickening:
TSS of Thickener Supernatant, M,,, (kg/m®) 0.2
Anaerobic Digestion:
Temperature of Digester Influent, T, (° C) 20.0
Methane Production (m®/kg BOD,) 0.35
Average Ambient Temperature, T, (° C) 10.0
Efficiency of Heat Exchanger, € 0.85
Heat Conduction Coefficient, U (W/m? C) 1.0
Outside Surface Area and Volume Ratio for Digester, a 0.4
Worth of Digester Gas (dollars/10® kJ) 2.37
Soluble BOD in Digester Supernatant, S,, (g/m®) 500
Factor Accounting For Effect of Rising Gas
on Thickening in Secondary Digester, & 0.25
Thickening Constant for Digested Sludge, a, 292.6
Thickening Constant for Digested Sludge, n, 2.9
TSS of Digester Supernatant, M,,5 (kg/m®) 4.0
Height of Digester (m) 10.0
Vacuum Filtration:
Form Time per Cycle Time, X 0.33
Pressure Applied on Vacuum Filter, P (Nt/m?) 83300
Viscosity of Filtrate, p (Nt-sec/m*) 0.00089
Cycle Time, t, (min) 6.0
Specific Resistance of Sludge, r, (m/kg) 10'2
TSS of Filtrate, M, (kg/m®) 2.0
Effluent Standards:
BOD, Concentration (mg/l) 30
30

TSS Concentration (meg/l)
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Table 2.9 - Decision Variables for Example Treatment System Design

Decision Variables (Unit) Value
Primary Clarifier Overflow Rate (m/hr) 3.0
Mean Cell Residence Time (days) 3.0
Hydaulic Retention Time (days) 0.15
Sludge Recycle Ratio 0.15
Solids Loading on Thickener (kg/m?/hr) 1.0
Digestion Temperature (°C) 35
Retention Time in Digester (days) 15
Solids Loading on Digester (kg/m?/hr) 1.0
Filter Yield {kg/m?%/hr) 8.0
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CHAPTER 3

OPTIMIZATION OF THE COMPREHENSIVE SYSTEM MODEL

3.1. Introduction

As described in Chapter 2, the design of a wastewater treatment system is formulated
as an optimization model in which the total system cost is to be minimized subject to the
unit process performance models and the effluent water quality requirements. This chapter
discusses the techniques that were used in this study for solving the comprehensive system
model. Illustrations of the use of these solution techniques are presented, and performances

of these techniques are discussed.

The comprehensive system model is highly nonlinear; the objective function and the
majority of the constraints are nonlinear. Most constraints are equations; exceptions are the
ones specifying effluent watel; quality and the mixing requirement in the aeration tank. The
problem is poorly scaled, usually with overflow and underflow rates (expressed in the same
unit) from a separation unit differing in magnitude by several orders of ten. The complex
arrangement of the units in the system appears to make it impractical to apply dynamic
programming as the solution technique even though stages and states are clearly defined by
the model. One approach to optimization examined in this study is to apply a well-tested
nonlinear programming algorithm to solve the comprehensive system model directly. The
generalized reduced gradient (GRG) algorithm developed by Lasdon et al. (1978), named
GRGZ2, has been applied to many highly nonlinear programs with success. Studies of the
computational experience with various constrained nonlinear programming methods have
shown that the GRG algorithm is among the most efficicnt ones (Warren ana Lasdon, 1979).
GRG2 is well designed so that it competes favorably with more advanced algorithms such as
sequential quadratic programming in terms of robustness and reliability (Schittkowski,

1982). Section 3.2 describes the use of GRG2 to optimize the comprehensive system model.
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Special-purpose optimization algorithms developed for efficient solution of modecls with
special characteristics may also be used to solve the comprchensive system model. The
Interactive Generalized Geometric Programming (IGGP) code designed by Burns and
Ramamurthy (1982) is an efficient algorithm with the capability of solving large-scale
geometric programs. This algorithm is based on the primal condensation method proposed
by Avriel et al. (1975). Burns and Ramamurthy extend this algorithm to solve problems
with equality constraints. This extension allows the use of IGGP for solving the comprehen-

sive system model. This is illustrated in Section 3.3.

A unique optimization procedure designed to take advantage of the special structure of
the wastewater treatment system model was developed and is evaluated in Section 3.4. To
solve the comprehensive system model by nonlinear programming directly, all equations
have to be solved simultaneously. This mathematical operation is very costly with respect
to computing requirements. A wastewater treatment system is generally composed of a
liquid processing train and a sludge processing train, each consisting of individual unit
processes provided to perform various treatment functions. By decomposing the entire treat-
ment system, a series of subproblems with lower dimensionality can be solved instead of a
large problem, Optimization techniques can be applied more eﬂ'ectively for solving these

smaller problems, but coordination of the solutions is also required.

3.2. Generalized Reduced Gradient Algorithm for Optimization

The generalized reduced gradient algorithm is an extemsion of the reduced gradient
algorithm by Wolfe (1963, 1967) to allow the solution of problems with nonlinear constraints.
The earliest development of the algorithm was by Abadie and Carpentier (1969). Later
improvements of the algorithm have incorporated many strategies for solving subproblems
during the overall optin.iization procedure (see, for example, Himmelblau, 1972). GRG2 was

used in this study.
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GRG2 solves the following general nonlincar program:

Minimize c(X)
subject to g(X) =< O ‘ (3.1)
h(X) =0

X, sXsX,

where ¢ is a scalar objective function, and is the total cost of the wastewater treatment sys-
tem in the comprehensive system model,

X is the vector of the variables in the model,

g is the vector of the inequality constraints,

h is the vector of the equality constraints,
and X, and X, are vectors representing the lower and the upper bounds of the variables,

respectively.

The underlying concepts in developing GRG2 are described in detail by Lasdon et al.

(1978).

3.2.1. Optimization Procedure

To make an optimization run, the user is asked to provide two files: one containing the
program control parameter, initial solution to the problem, and bounds on the variables,
and another specifying the model objective function and constraints. Instructions on using
the program on the CDC Cyber computer can be found in the GRG User's Guide prepared

by the Computing Services Office at the University of [llinois (1982).

The optimization model solved by GRG2 includes 64 variables and 55 design equations
and three inequality constraints. The model is constructed based on the design equations
discussed in Section 2.3. Detailed descriptions about the variables and the constraints in

this optimization model are provided in Abpendix D.
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The control parameters in GRG2 are critical to the likelilood of obtaining convergence
of the optimization procedure as well as to the quality of the final solution. The derivatives
of the functions were approximated by the central differencing method. An equality con-
straint, g(X) = 0, is considered to be satisfied when its \_'alue is in the {-neighborhood of
zero, i.e., [g(X)| = {. The value of this tolerance, {, was initially set to be 102, The objec-
tive function generally improved significantly as the algorithm proceeded with this tolerance
level. When the fractional change in the objective function became less than 10~ for three
consecutive iterations, the value of { was tightened to 10, Then a phase-I optimization,
which minimizes the sum of the constraint infeasibilities, was initiated until all constraints
were satisfied to this final tolerance level and a feasible solution was found. Optimization of
the true objective function was then begun until the termination criteria were met. The
final solution obtained with this strategy was generally found to be superior to that obtained

using a tight (107%) tolerance level throughout the optimization.

The basic variables were estimated using quadratic extrapolation. The one step ver-
sion of the Broyden-Fletcher-Shanno variable metric method (see, for example, Avriel, 1976)

was selected for generating search directions in the GRG2 runs,

Scaling of the variables as well as the constraints in the model has a direct effect on
whether the optimization will be successful or not. No general rules are available; scaling
nonlinear programs, as described by Lasdon and Beck (1981), is a “‘black art”. Most vari-
ables in the model were scaled to have numerical values between 0.1 and 100 as suggested by
the authors of GRG2. Some constraints were also scaled by trial-and-error in an attempt to
achieving a balance among all constraints. Scaling factors in the optimization model solved

by GRG? are discussed in Appendix D.
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3.2.2. Performance of GRG2

The efliciency of GRG2, the quality of the soiutions obtained, and the eflects on the

solution of the imposed bounds on the selected variables are discussed in this subsection.

The computing time required for an optimization run varies with the starting solution
and is highly dependent on the quality of the final solution. For all the GRG runs made in
this study, the computing time never exceeded two minutes of central processing (CP) time
on a CDC Cyber 175 computer when the program was run in batch mode with the control
parameter values specified in Section 3.2.1. A FORTRAN V compiler Was used to compile

the program that contains the objective function and the constraints.

Based on the results from a number of test runs, it was noticed that varying some of
the control parameters may result in a slightly better solution or a slightly I'asfer optimiza-
tion process for a particular starting solution and set of design conditions. However, in
order for the results to be consistent and comparable, the control parameters used for run-

ning GRG2 were kept the same for all runs.

Computing experiences of some previous studies involving wastewater treatment sys-
tem design models are listed in Table 3.1 for comparison. Although a straight comparison of
the computing time requirements is not meaningful, this table does seem to indicate that the
computing time using GRG2 for the comprehensive system model is at least comparable

since the model solved is more complex than the others listed.

Because the model is highly nonlinear, multiple local optima are expected to be
present. Different starting solutions were used to examine this issue. Table 3.2 summarizes
the results of using five different starting solutions. The final solutions have objective func-
tion values that vary from 502,000 to 584,700 dollars/year, representing improvements in
the objective function from the initial solutions from 17 (starting point No. 1) to 33% (start-

ing point No. 5). All solutions call for designs that produce effluents exactly meeting the
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Table 3.1 - Computing Experience in Optimizing Wastewater Treatment System Design

Optimization Execution Time

Method (seconds) Machine Comments
Tang GRG2 51-105" CDC 9 degrees of freedom,
Cyber 175 58 constraints,
64 variables.
Other Investigators :
Middleton & Lawrence Graphical 96 BM 5 degrees of freedom,
(1978) Enumeration 360/65 No recycle.
Craig et al. Box-Complex 1.65-2.82 CDC 5 degrees of freedom,
(1978) Cyber 173 No recycle.
Tyteca & Smeers GRG for a 124-262 IBM 8 degrees of freedom,
(1981) geometric program 370/158 35 constraints,

33 variables.

* For the base treatment system shown in Figure 2.1.

BODg and total suspended solids standards. Among the five starting solutions, No. 4 and
No. 5 differ only in the primary clarifier overflow rate, but the optimization results are very
different. This is due to the fact that the initial solutions are quite different in the values of
variables other than the decision variables. Figures 3.1 and 3.2 illustrate these two designs
(notation is defined in Section 2.2.2). The design obtained with the higher overflow rate
(starting point No. 5, Figure 3.2) has a higher mixed liquor suspended solids concentration in
the aeration tank and has to waste more activated sludge for the same hydraulic retention
time, sludge age, and sludge recycle ratio. Therefore the combined primary and waste
activated sludges in the two designs exhibit quite different characteristics which result in
very different values of the state variables when the sludge processing train is designed using
the same design criteria. The importance of the choice of starting solution when using

GRG2 to solve the comprehensive system model is obvious from this example.

The solution obtained by GRG is directly related to the bounds on the variables. This

is best illustrated by an example. Two optimization runs starting from the same solution
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Table 3.2 - Sumrﬁary of Wastewater Treatment System Designs Obtained Using
Different Starting Points

Starting Point

Variables (Units)

1 2 3 4 S5
Primary Clarifier Overflow Rate (m/day)
! initial 72.0 36.0 36.0 24.0 72.0
i final 115.9 80.0 78.2 174 1440
' Mean Cell Residence Time (days)
] initial 3.0 2.0 5.0 3.0 3.0
= final 2.20 2.22 2.22 2.36 2.19
' Hydraulic Retention Time (hr)
. initial 3.6 2.4 3.6 3.6 3.6
| final 3.5 3.7 3.6 3.4 3.7
’ Sludge Recycle Ratio (%) '
initial 15.0 15.0 30.0 30.0 30.0
] final 13.7 11.6 12.2 10.0 12.6
| Solids Loading on Thickener (kg/m?/day)
initial 24.0 24.0 24.0 36.0 36.0
i final . 13.4 12.5 13.9 13.2 12.6
; Digestion Temperature ( C)
' initial 35.0 30.0 50.0 2.0 25.0
final 44.9 60.0 60.0 60.0 60.0
Retention Time in Digester (days) _
initial 15.0 15.0 25.0 20.0 20.0
final , 17.7 14.7 12.9 16.3 13.9
. Solids Loading on Digester (kg/m?/day)
initial 24.0 12.0 12.0 24.0 24.0
final 29.3 38.1 41.6 36.6 40.4
Filter Yield (kg/m?/hr)
initial 8.00 10.0 10.0 10.0 10.0
final 7.47 6.79 6.62 7.48 6.70
Cake Solids Concentration (kg/m?)
initial 142.2, 164.1' 164.1' 5386  53.86
final 142.9 150.0 150.0 77.89 143.7
{ Effluent BOD, (mg/l)
| injtial 20.5 30.8' 15.1 36.5' 275
final 30.0 30.0 30.0 30.0 30.0
| Effluent TSS (mg/1)
i initial 19.3 23.9 20.0 59.5! 39.6
’ final 30.0 30.0 30.0 30.0 30.0
; Total System Cost (10% $/yr)
’z initial 656.0 6780 6517 7381 7480
5 final 542.9 506.1 506.7 584.7 502.0
Computer Time (CP seconds) 51.59 50.79 53.36 53.57 99.75

t : infeasible

3
i
|
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Table 3.3 - Solution Obtained Using GRG with Different Bounds on Selected Variables

Starting Solution With Solution With

V’arlables (Units) Point Default Bounds Modified Bounds

Primary Clarifier Overflow Rate (m/day) 36.0 80.0 43.8
Mean Cell Residence Time (days) 2.0 2.22 2.26
Hydraulic Retention Time (hr) 2.4 3.7 3.5

Sludge Recycle Ratio (%) 15.0 11.6 11.5
Solids Loading on Thickener (kg/m?/day) 24.0 12.5 12.6
Digestion Temperature (°C) 30.0 60.07 60.0
Retention Time in Digester (days) 15.0 14.7 14.7
Solids Loading on Digester (kg/m?/day) 12.0 38.4 36.3
Filter Yield (kg/m?/hr) 10.0 6.79 : 6.92
Cake Solids Concentration (kg/m?) 164.1 150.0° 150.0°*
Effluent BOD, (mg/l) 30.8 30.0 30.0
Effluent TSS (mg/l) 23.9 30.0 30.0
Total System Cost (10° $/yr) ' 678.0 506.1 517.5
Computer Time (CP seconds) - 50.79 ' 39.53

* These values are at their specified bounds.

(starting point No. 2 in Table 3.2) were made with slightly different bounds on the decision
variables. The solution shown in the second column of Table 3.3 was obtained using the
default bound set summarized in Table 2.6, In the second optimization run, the upper

hound on the primary clarifier overflow rate was changed from the default value of 144 to
240 meters/day, and the lower bound of the solids loadings on both the gravity thickener
and the secondary digester were changed from 12 to 2.4 kg/m?®/day. These numbers have
little physical significance and were used only for this experiment. The results of this run
are summarized in the last column of Table 3.3. It is observed that the final objective func-
tion values are different by 2.3%. Note that none of the three decision variables for which
the bounds were modilied is at its bound in the linal solution. The overtflow rate for the pri-
mary clarifier in the two final solutions is the variable that showed the most significant
difference in the two designs. This appears to be a weakness of GRG2 since most bounds on
the decision variables, as described in Section 2.5, were arbitrarily selected and have little
fundamental significance. Different nonbasic variables could be selected in GRG? if different

bounds are specified on the variables, resulting in different optimization processes and
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different solutions. Ideally, the optimal solution should not depend heavily on the bounds

specified for the variables {which are not limiting the solution).

The solution process by GRG2 may terminate due to several reasons : a local optimum
may be foqnd, a feasible solution may be unavailable in the phase-I optimization, or some
numerical difficulties such as scaling may cause the solution process to stop prematurely.
Most of the optimization runs presented in this study terminated because the fractional
change in the objective function was less than the specified tolerance for a specified number
of iterations. The characteristics of the final solutions of this type are uncertain since they

may or may not be local optima.

In summary, the solution obtained by GRG2 is observed to be affected by the starting
point, the bounds on the variables, the tolerance levels of the equality constraints, the stop-
ping criteria, and the various optimization strategies that arc employed within the GRG2
optimization procedure. These difficulties associated with using GRG2 to optimize the
comprehensive system model prompted the development of a strategy to evaluate the qual-
ity of the solutions obtained and to generate alternative good solutions that may be exam-
ined further from a practical perspective. The following subsection examines a strategy that

is designed for this purpose.

Developing alternative procedures for optimization of the comprehensive system model
is also suggested by the difficulties of using GRG2. Sections 3.3 and 3.4 describe two alter-

native solution procedures.

3.2.3. Exploration of the Feasible Design Space

Brill (1979) proposed that when using an optimization model of a complex planning
problem with important unmodeled issues it may be desirable to use the model to explore
alternative solutions. These alternatives can then be evaluated with respect to the unmo-

deled issues. The first step in his Hop-Skip-Jump (HSJ) method is to obtain an initial design
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using a single or multiple objective procedure. The next step then is to solve the following

optimization problem :

Minimize Yz,
139

subject to  f{X)=T; , ¥ (3.2)
X € F,

where K is the index set of those variables which are nonzero in the initial design,
fJ-(X) is the jth objective function, and is a function of the solution vector, X,
TJ- is the target specified for the jth objective,
and F, is the feasible solution space.
This formulation is designed to generate a maximally different solution from the initial solu-
tion. The objective function space can be explored by solving a sequence of problems in the

form of program (3.2), and alternative designs can be generated and examined.

Extending this idea by a slight modification of the objective function in program (3.2),
we can explore the feasible design space of the wastewater treatment system model by solv-
ing

Optimize F(X)
subject to  ¢(X) =T (3.3)

X €F,

where the objective function, F, is a function‘ of the variables, and may be minimized or
maximized. This function may be formed at random or using knowledge or enginecering judg-
ment of the problem. The total system cost, ¢(X), which is the objective of the original
optimization problem (program (3.1)), is constrained to be less than or equal to a target, T,
which may be arbitrarily determined, or which may be the same as the cost of the solution

obtained from GRG2.

[

[—
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If a feasible solution can be obtained from solving the constrained formulation (3.3)
with T sct to the current best value of the objective function, then the new solution will be
at least as good. The new solution may meet the target exactly, but it may represent a

design that is different from the current solution.

Table 3.2 reveals characteristics in the decision variable values that result in cost
eflective designs of the base wastewater treatment system. While all five final designs have
similar values for the mean cell residence time, hydraulic retention time, sludge recycle ratio,
and solids loading rate on the gravity thickener, it is noted that ‘““good’’ designs exhibit some
special characteristics. Design No. 5 has its overflow rate on the primary clarifier at its
upper bound (144 meters/day); designs No. 2, 3, and 5 all have the digestion temperature at
the specified upper bound (60 °C); and designs No. 2 and 3 have the cake solids concentra-
tion at the upper bound of 150 kg/m3 If these characteristics indeed lead to a more cost
effective design than other feasible designs, then it may be possible to improve further the
solution obtained from GRG by using program (3.3) to examine it with respect to these

characteristics.

Program (3.3) was constructed for each of the five designs examined in Table 3.2, The
objective functions and target values used to form program (3.3) as well as the results of
solving program (3.3) are summarized in Tables 3.4 through 3.8. The solution obtained from
GRG2 using starting point No. 1 was used as the starting point in Table 3.4 with the cake
solids concentration heing the objective function to be maximized. ‘A different solution was
obtained, but the total system cost remained the same. The difference between the two
designs is primarily in the sludge processing train because the objective function chosen is
related directly to the design of sludge treatment units. This solution was then used as the
starting point for the next optimization where the overflow rate of the primary clarifier was
maximized. This run produced another different design with the same total system cost.

However, the major difference between this and the two previous designs is on the liquid
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Table 3.4 - I2xploring Design Space : Design No. 1

Variable (Unit)

Objective Function, 1©

Maximize

Cake Solids Cone.

Maximize
Primary Clarifier Qverflow Rate

Maximize
Digestion Temp.

Primary Clarifier Overflow Rate (m/day)
initial
final
Mean Cell Residence Time (days)
initial
final
Hydaulic Retention Time (hr)
initial
final
Sludge Recycle Ratio (%5)
initial
final
Solids Loading on Thickener (kg/m®/day)
initial
final
Digestion Temperature [a C)
initial
final
Retention Time in Digester (days)
initial
final _
Solids Loading on Digester (kg/m?/day)
initial
final
Filter Yield (kg/m?/hr)
initial
final
Cake Solids Concentration (kg/m?
initial
final
Efffuent BOD, (mg/1)
mnitial
final
Effluens TSS (mg/1)
initial
final
Total System Cost {10° $/yr)
initial
final
Computer Time (CP seconds])

115.9
115.9
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142.9
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144.0
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2.19

3.5
4.2

13.7
10.4

13.5
12.0

144.0
144.0

2.19
2.19

1.2
1.2

10.4
10.4
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processing train. This solution was then used for a thirci optimizafion run, and the digestion
temperature was maximized. The total system cost improved significantly from 542,900 to
502,000 dollars/year. This cost reduction is ﬁhe result of diflerent designs in the sludge
treatment system, Thus, in this case, the modified HSJ approach led to an improved solu-
tion in comparison to the first solution obtained using GRG2. The o'bj‘ective function value
of the improved solution is the same as the best solution obtained using GRG2 and listed in

Table 3.2.

Table 3.5 lists two optimization runs that started from the two final solutions given in
Table 3.3, the solution obtained using starting point No. 2 and another solution obtained
using different bounds on selected decision variables. The overflow rate of the primary
clarifier was maximized in solving program (3.3). Two designs with very similar characteris-
tics in sludge processing were obtained. The total system costs differ only slightly due'to the
difference in the activated sludge précess design; both designs have slightly better objective
function values than those obtained so far. This example illustrates that tt;e effect of the
bounds on the GRG?2 solution can become less critical il an HSJ type approach is followed
(i.e., by solving the constrained formulation of (3.3)). Different bounds on the variables or
different control parameters used in runing GRG2 affect the solution in a complex problem.
Solving the constrained formulation provides confidence to the solution quality, and gen-

erates dillerent good designs.

Final solution No. 3 in Table 3.2 was used as the starting solution in Table 3.6. The
primary clarifier overflow rate was first maximized. With the primary clarifier overflow rate
at its specified upper bound, there was one equality constraint not satisfied to the specified
tolerance level. To continue the o.ptimization, the decision variables in this infeasible solu-
tion were used as input to the analysis program which generated a slightly different solution.

This solution satisfied all constraints in the model, but the cake solids concentration violated

its upper bound of 150 kg/m® Program (3.2) was then solved using this new starting point;
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Table 3.5 - Exploring Design S'pace : Design No. 2

Variable (Unit)

Objective Function, F

Maximize
Primary Clarifier Overflow Rate

Maximize
Primary Clarifier Overflow Rate

Primary Clarifier Overflow Rate (m/day)
initial
final

Mean Cell Residence Time (days)
initial
final

Hydaulic Retention Time (hr)
initial
final

Sludge Recycle Ratio (%)
initial
final

Solids Loading on Thickener (kg/m?/day)
initial
final

Digestion Temperature [° C)
initial
final

Retention Time in Digester (days)
initial
final

Solids Loading on Digester (kg/m?/day)
initial
final

Filter Yield (kg/m?/hr)
initial
final

Cake Solids Concentration (kg/m?)
initial
final

Effluent BOD, (mg/1)
initial
final

Effluent TSS (mg/1)
initial
final

Total System Cost (10° $/yr)
initial
final

Computer Time (CP seconds)

80.0
144.0

2.22

2.19

3.7
38

11.6
12.5

12.5
12.3

60.0
60.0

14.7
14.6

38.4
40.0

150.0
150.0

30.0
30.0

30.0
30.0

506.1
500.4
30.97

43.8
144.0

60.0
60.0

14.7
14.7

36.3
38.9

6.92
6.76

150.0
150.0

30.0
30.0

30.0
30.0

S517.5
501.0
23.31

s s [P,
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Table 3.6 - Exploring Design Space : Design No. 3

. Objective Function, F
Variable (Unit) Maximize Final GRG?2
Primary Clarifier Overflow Rate Solution

Primary Clarificr Overflow Rate (m/day)

initial 78.2 144.0

final 144.0 144.0
Mean Cell Residence Time (days)

initial 222 2.19

final 2.19 2.19
Hydraulic Retention Time (hr)

initial 3.6 4.2

final 2 3.8
Sludge Recycle Ratio (%)

initial 12.2 10.2

final 10.2 12,5
Solids Loading on Thickener (kg/m*/day)

initial 13.9 12.0

final ‘ ‘ 12.0 12.0
Digestion Temperature (°C)

initial 60.0 60.0

final 60.0 60.0
Retention Time in Digester (days)

initial 12.9 13.0

final 13.0 16.2
Solids Loading on Digester (kg/m?/day)

initial 41.8 37.2

final 37.2 140.2
Filter Yield (kg/m?/hr)

initial 6.62 6.86

final 6.86 6.69
Cake Solids Concentration (kg/m?)

initial 150.0 152.4

final 150.0 150.0
Effluent BOD, (mg/l)

initial 30.0 30.0

final ' 30.0 30.0
Effluent TSS (mg/1)

initial 30.0 30.0

final 30.0 30.0
Total System Cost {10° $/yr)

initial 506.7 500.6

final 500.6 500.6
Computer Time (CP seconds) 21.94 19.85

* One constraint is violated in this solution.
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the final GRG2 solution is given in Table 3.6. The total system cost of this solution is com-
parable to the best solution obtained so far (first solution in Table 3.5). Using the analysis
program in this case helped to restart an optimization in which GRG?2 failed to find a feasi-

ble solution by solving simultaneous design equations.

Table 3.7 provides another example of using the analysis program to rest;rt the GRG
optimization. Final solution No. 4 in Table 3.2 was used for the first optimization run in
Table 3.7 in which the cake solids concentration was maximized. The primary clarifier
overflow rate in this solution was then maximized. This resulted in an infeasible design with
all constraints satisfied to 103, but not the specified tolerance level of 10, The decision
variables in this final solution, with a minor modification of the value of the solids loading
value on the secondary digester, were used as input to the analysis program'. This
modification is necessary for the analysis program to produce a feasible design of the secon-
dary digester (i.e., the underflow solids concentration is higher than or equal to the influent
solids concentration). The resulting design was used as the new starting point, and primary
clarifier overflow rate was again maximized using program (3.3). A very different solution
was obtained with an improved total system cost (from 551,500 to 523,700 dollars/year); it is
the third solution listed in Table 3.7. Finally, the digestion temperature was maximized.
The solution obtained, the last in Table 3.1, has a total system cost of 501,200 dollars/year,

which represents a 10% savings of the total system cost from the GRG2 solution.

Final solution No. 5 has the best objective function value among the five designs in
Table 3.2. Marginal reduction of the total system cost, however, was observed when the
cake solids concentration was maximized (see Table 3.8). An alternative design with 2
nearly identical total system cost was obtained using a diflerent objective function. This
objective function minimizes the solids loading on the gravity thickener. Consequently it
has a larger thickener which provides a digester influent with higher solids concentration.

This allows the primary digester to be smaller, yet to achieve the same solids retention time.
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Table 3.7 - Exploring Design Space : Design No. 4

Obijective Function, F

Variable (Unit) Ma.ximiz.e . Ma.ximize‘ . Maximize Maximize
. Cake Solids Primary Clarifier  Primary Clarifier Digestion
Concentration Overflow Rate Overflow Rate Temperature

Primary Clarifier Overflow Rate (m/day) ‘

initial 17.4 16.0 18.7 144.0

final 16.0 18.7 144.0 144.0
Mean Cell Residence Time (days) ‘

initial 2.36 2.37 2.36 2.19

final 2.37 2.36 2.19 2.19
Hydaulic Retention Time (hr)

initial 3.4 3.3 3.5 4.2

final 3.3 3.5 4.2 4.2
Sludge Recycle Ratio {%)

initial 10.0 10.0 10.0 10.0

final 10.0 10.0 10.0 10.0
Solids Loading on Thickener (kg/m?/day)

initial 13.2 13.3 13.1 12.0

final 13.3 13.1 12.0 12.0
Digestion Temperature (° 0)

initial 60.0 60.0 59.8 50.0

final 60.0 59.8 50.0 60.0
Retention Time in Digester (days)

initial 16.3 16.3 16.3 16.2

final 16.3 16.3 16.2 16.1
Solids Loading on Digester (kg/m?*/day)

initial. 36.6 36.2 35.3 30.0

final 36.2 36.5 30.0 39.4
Filter Yield (kg/m?/hr)

initial 7.48 6.93 6.93 7.38

final 6.93 6.93 7.38 6.73
Cake Solids Concentration (kg/m?

initial 77.89 150.0 167.9 150.0

final 150.0 150.0 150.0 150.0
Efluent BOD, (mg/l) ‘

initial 30.0 30.0 30.6 30.0

final 30.0 30.0 30.0 30.0
Effluent TSS (mg/l)

initial 30.0 30.0 31.9 30.0

final 30.0 30.0 30.0 30.0
Total System Cost (10° $/yr)

initial 584.7 560.0 5561.5 523.7

final 560.0 551.5° 523.7 501.2
Computer Time (CP seconds) 5.074 12.93 34.422 8.977

* . Solution infeasible with respect to the contraint tolerance of 1074 but all satisfied to 107,
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Table 3.8 - Exploring Design Space : Design No. 5

Objective Function, F

Variable {Unit) . Maximize Maximize
Cake Solids Conc.  Cake Solids Conc.-lOOL;

Primary Clarifier Overflow Rate (m/day)

[

initial 144.0 144.0

final 144.0 144.0
Mean Cell Residence Time (days)

initial 2.19 2.19

final 2.19 2.19
Hydaulic Retention Time (hr)

initial 3.7 3.7

final 3.7 3.7
Sludge Recycle Ratio (%)

initial 12.6 12.6

final 12.8 12.7
Solids Loading on Thickener (kg/m?/day)

initial 12.6 12.6

final 12.6 12.0
Digestion Temperature (°C)

initial 60.0 60.0

final 60.0 60.0
Retention Time in Digester (days)

initial 13.9 13.9

final 13.9 13.9
Solids Loading on Digester (kg/m?/day)

initial 40.4 40.4

final 40.6 38.2
Filter Yield (kg/m?/hr)

initial 6.70 6.70

final 6.67 6.80
Cake Solids Concentration (kg/m?

initial 143.7 143.7

final 150.0 150.0
Effluent BOD (mg/1)

initial 30.0 30.0

final 30.0 30.0
Effluent TSS (mg/l) _

initial 30.0 30.0

final 30.0 30.0
Total System Cost (10° $/yr)

initial 502.0 502.0

final 500.1 500.5
Computer Time (CP seconds) 6.052 12.386

* L is the solids loading on the gravity thickener as defined in Chapter 2.
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These differences are givén in Figures 3.3 and 3.4, which show the details of these two
designs. Since the design of the liquid treatment train and the total system cost of these two
designs are almost the same, the difference in the design of the thickener and the digester
implies that there may be many possible combinations of the sizes of thickener and digester

that would result in practically the same cost for sludge treatment.

These illustrations show that program (3.3) is potentially useful for generating altena-
tive good designs for the wastewater treatment system considered. By relaxing the target
values and forming different objective functions, many alternative designs can be produced
which can then be evaluated for other important issues not present in a cost minimization
model. Table 3.9 summarizes the final designs obtained from solving program (3.3) using the
five solutions listed in Table 3.2. The total system cost ranges from 500,384 to 501,963
dollars/year; the differences are practically insignificant. These designs are similar because
the objective functions used in obtaining them are similar. The size of the primary digester
represents the most significant difference in the sludge processing train design, while the sizes
of the aeration tank and the final clarifier are the major differences in the liquid train

design. These solutions are discussed in more detail in Chapter 4.

Finally, it was observed that objective function values obtained using multiple starting
points varied considerably and the best value is 502,000 dollars/year (Table 3.2). All solu-
tions obtained by solving program (3.3) achieved a better objective value than this.
Although the improvement may be small from a practical point of view for the particular
wastewater treatment system model considered here, the difference could be greater in other
cases. It suggests that this strategy may serve as a useful fine-tuning step for solving such

problems usinig GRG2.
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Table 3.9 - Summary of Final Solutions Obtained From Solving Program (3.3)

Design No. : 1 2 3 4 5 6 7
Starting Point No. : 1 2 2 3 4 5 5
Liquid Processing:
Primary Clarifier (m?) 252 252 251 252 251 251 252
Aeration Tank (ma) 6273 5687 6407 5686 6408 5637 5650
Final Clarifier (mz) 658 684 653 684 653 687 686
Air Flow Rate (m®/min) 242 242 242 242 242 242 242
Effluent BOD, {g/m®%) 30 30 30 30 30 30 30
Effiuent TSS (g/m”) 30 30 30 30 30 30 30
Sludge Processing:
Mass Fraction of Primary Sludge .486 486 .486 485 .486 486 .487
Thickener (m?) 500 486 500 499 500 475 499
Thickener Supernatant {m®/hr) 6.82 7.34 6.70 7.41° 6.70 7.33 7.45
Primary Digester (m®) 1923 1540 1528 1685 1672 1500 1449
Secondary Digester® (m®%) 430 520 530 510 510 510 510
Digester Supernatant (m3/hr) 0 0 0 0 .045 0 0
Vacuum Filter (m? 11.4 1.7 11.6 1.5 11.4 11.9 11.6
Filtrate (m3/hr) 3.83 3.89 3.81 3.82 3.78 3.96 3.80
Cake Flowrate (m®/hr) .501 523 522 513 513 527 .528
Cake Concentration (kg/m?) 150 150 150 150 150 150 150
Total System Cost (10°8/yr) 501.963  500.384  500.954  500.627  501.228  500.422  500.467

* Height of the digester is assumed to be 10 m.

3.3. IGGP Algorithm for Optimization

3.3.1. Introduction

The Generalized Geometric Programming (GGP) algorithm for solving geometric pro-

grams was developed by Avriél el al. (1975). The algorithm condenses polynomials to mono-

mials (a posynomial is a polynomial with only positive coeflicients, and a monomial is a posy-

nomial with only a single term) at a given point and then linearizes the monomials by loga-

rithmic transformation. A linear program is then solved in each iteration. There are a

number of computer codes that implement this basic idea (Dembo, 1980). Burns and

Ramamurthy (1982) have developed a code that can be used interactively on the CDC

Cyber computers at the University of lilinois. The original algorithm developed by Avriel et

PN
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al. deals exclusively with inequality constraints. Equalit& constraints have to be converted
to inequalities in order for the optimization to proceed. Strategies [or this conversion have
been proposed (See, for exampie, Blau and Wilde, 1969). Burns and Ramamurthy (1983)
discussed the deficiencies of these strategies and extended the idea of condensation of poly-
nomials to the treatment of equality constraints. Favorable results were obtained from their
algorithm when it was applied to solve generalized geometric programs with equality con-
straints. This algorithm, named Interactive Generalized Geometric Programming (IGGP),

was used to solve the comprehensive system model described in Chapter 2.

IGGP solves the lollowing geoﬁetric program:
Minimize PJ(X") - P5(X")
subject to PS(X')-PA(X'})=0, k =1,..K : ‘ (3.4)
PX')-PiX')=0, j=1,.J

0<X, =X

where P57, Pg, P, P;, P/ and P; are posynomials,
X', is the vector of the lower bounds on the model variables, N x 1,
X'=[az,., 2] Nx1,

and N is the number of variables in the model.

Two restrictions are noted in program (3.4). The. objective function and the con-
straints in the model have to be polynomials in order to apply the algorithm. The variables

in the model have to be strictly positive.

Program (3.4) can be restated as
Minimize z,

: Pg (X)
subject to ——— =1 (3.5)
Ps(X) + z,
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PeX) _ .
P{(X)

PHX)

Pi(X)

0<X, =X
where X = [ 2, z, ...., 2y |7 is the (N+1) x 1 solution vector, and X', is the (N+1) x 1 vec-
tor of lower bound. The denominator of each inequality coastraint in program (3.5) is con-
densed to a monomial at a point X = 5(-, while both the denominator and the numerators
are condensed to monomials for each equality constraint at X. The resulting program

becomes
Minimize z,
subject to P;(XX)=<1, k=01,.K (3.6)
MiXX) =1, j=1..J
X, =X
where P is a posynomial and M7 is 2 monomial resulting from the condensation at point X.
Program (3.6) is linearized by logarithmic transformation. A linear program (LP) is
solved, and the most violated inequality polynomial is linearized at the LP solution and is
appended to the LP tableau as a cutting plane. Additional cutting planes are added until all
of the inequality polynomials are satisfied within a specified tolérance. Cutting planes are
added only for the inequality constraints, the equality constraints are simply log-linearized
once in each iteration. The detailed development of this method is documented by Burns
and Ramamurthy (1983).
Convergence to a Kuhn-Tucker solution of the GGP without equality constraints was
shown by Avriel and Williams (1970). Burns and Ramamurthy did not prove their method
will converge to a Kuhn-Tucker solution. Nevertheless, it is an attractive approach to test

because it can solve large-scale problems efficiently by transforming the nonlinear program
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to a linear program. Also it is interesting to test the proposed strategy of Burns and
Ramamurthy for handling cquality constraints in GGP using the comprehensive system
model which includes primarily equality constraints. These tests and their results are pro-

vided in the next two subsections.

3.3.2. Optimization Procedure

As mentioned in the previous subsection, the optimization model has to be transformed
to a GGP and the variables have to be strictly positive to apply the IGGP. Most of the
design equations in the comprehensive system model can be transformed to polynomials with
the exceptions of equations (2.39), (2.41), and (2.48). The requirement for the variables to be
strictly positive is not a practical problem. Although one val;iable became zero in final solu-
tions obtained using GRG2, most variables are strictly positive because of what they
represent in the system. Where necessary, however, a small positive number can be imposed

as the lower bound for those variables that otherwise may turn out to be zero.

Modifications of equations (2.39) and (2.41) are necessary in order to use IGGP. If the
mass fraction of the primary sludge, fp, is fixed in the model, then the thickening constants
of the combined primary and waste activated sludge can be calculated immediately from
equations (2.38) and (2.39). When these constants become known, the thickening equation
(2.41) for the combined sludge can be transformed into a polynomiql. Thus, by fixing f,
two equations were dropped from the model, and equation (2.41) was simplified to form a

polynomial.

Equation (2.48) calculates the first-order digestion rate coefficient as a function of the
fermentation temperature. Because this model is empirical, alternative modeling of the
experimental data used to devel(;p equation (2.48) is possible. Polynomial models that
satisfy the standard GGP format were used to fit the experimental data. It was found that

a third degree polynomial fits the data reasonably well,
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K, = 006457 - 51358 X107, + 1.2061X10~TZ + 1.918X10°T3 (3.7)

where K is the rate coefficient in day™, and 7| is the fermentation temperature in °C. Fig-
ure 3.5 presents equation (3.7) in graphical form.

With the above modifications, the comprehensive system model can be transcribed to a
GGP which has 62 variables and 57 constraints; 54 of the constraints are equalities. The
design of IGGP allows the objective function to be specified only interactively. Since many
cost functions describing the costs of unit processes are composed of several piecewise seg-
ments (see Table 2.4), it is necessary to guess the capacities of these units in advance to
determine the segment of the function in which the final solution falls. Ideélly, if the final
solution specifies a size of a particular unit that is not in the range assumed, the cost func-
tion forrt,hat unit should be revised in IGGP. However, knowing that the cost functions

used in this study are only approximations of the cost data and involve uncertainty, and

that the differences are small (see Table 3.11 for a comparison of the total system costs cal-

culated by the complete and the simplified cost functions), this trial-and-error approach was
not performed. Consequently the objective function value obtained from the IGGP solution
may be slightly different from that obtained from the GRG2. The cost functions used in the
GGP model are summarized in Table 3.10. A listing of the GGP model is attached in
Appendix E.

The solution process proceeds by searching over a range of values of f, for the best
solution. A starting point can be obtained from the analysis program. The value of f, is
then fixed at a given value, and an optimal design is obtained by IGGP. Theoretically, the
initial solution does not have to be feasible since IGGP can start from an infeasible solution
and perform Phasie-l optimization_. Any one-dimensional search technique can be used to
obtain the optimal value of fp which results in the least cost design of the system. The
design found in this manner will be a lolcally optimal dgsign for the overall system. This

solution strategy is sometimes referred to as partitioning, or projection in the operations

ety et
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Table 3.10 - Summary of Cost Functions Used in IGGP

Capital Operation Maintenance Material Power
and Supply

(1971%) (manhours/yr) {manhours/yr) (19718 /yr) (kWhr fyr)
Primary 824A;,77 92.45/4;3 IOGA;“ 8.62A;,7° --
Clarifier .
Primary 16042Q 23 374Q" 166 Q3* 385Q 23.85Q4H /e,
Sludge
Pumping
Aeration 461 V-7 - - - -
Tank
Diffused 8533Q);% 187Q ;% 74.4Q;% - -
Aeration
Secondary 824A}77 17.15A7° 9.231470 8.6214/'76 -
Clarifier )
Return & 27719Q:%3 .333Q5+390 .2375Q,+370 40.57 Q5 23.85Q5H /e,
Waste
Sludge
Pumping
Gravity 8244;7 17.154,° 9.234;° 8.624, -
Thicker )
Anaerobic 2323 V5 192V§# 113v2 142V -
Digester
Vacuum 201804, 197.55Q58M;58 20Q:3°M;%  230QIM;TE + -
Filter 182Q:20M; %
Recirculation 2779 Q;w* 0.333Q,+390 0.2375Q,4370 300

Pumping

23.85Q, 1/ /e,

t H is the pumping head in meters, and €, is the pumping efficiency.

t Q, = on'*' Qs t Qs

i

[
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research literature {Geoffrion, 1971).

3.3.3. Performance of IGGP

Solutions were obtained for the conditions listed in Tables 2.6 to 2.8. Because the
majority of the constraints in the model are equalities, IGGP essentially solves the linear
program resulting from the log-linearization of the condensed equality constraints. If the
operating point is near the final solution, the condensation and the linearization are more
accurate than if the operating point is far away. It was noticed during the test runs that
when f, is specified to be very different from the value in the initial solution provided by
the analy.fsis program, i.e., the starting solution for optimization is infeasible, IGGP may not
be able to find a feasible starting solution using its Phase-I optimization routine. As a result,
feasible starting solutions were used. The initial designs were generated by the analysis pro-
gram. These designs corresponded to different values of f,, and the optimal solutions
corresponding to these f,'s .were obtained by IGGP. In this approach, the values of f, can-
not be controlled directly, and an efficient one-dimensional search method could not be used
to locate the optimal f,. For the eleven initial designs specified, the values of f, ranged
from 0.44 to 0.61. Figure 3.6 depicts the total system cost versus f,- The computing time
for individual IGGP runs varied from 2.5 to 5.7 seconds. The results are summarized in

Table 3.11.

It is observed from Figure 3.6 that the system cost is very sensitive to f, when f, is
less than about 0.47, and is relatively insensitive to f, otherwise. The solutions obtained
with f, less than 0.47 are characterized by a high primary clarifier overflow rate {at its
upper bound of 144 meters/day), and by effluent BOD and suspended solids values that are
below the assumed standards. The solutions obtained with f, greater than 0.49 exhibit the
opposite characteristics. This obse[vation‘ reveals -the two extremes of the system design

when f, is fixed. When the mass fraction of the primary sludge is relatively small, the pri-
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mary settling tank is small. A l:irge secondary clarifier is needed to produce a highly con-
centrated waste activated sludge for recycle to the aeration tank. This thickening require-
ment causes the plant to produce a high quality (low suspended solids) effluent. The thick-
ening characteristics of the combined primary and secondary sludge are not as good as when
f, is large. Therefore a large thickener is needed. On the other hand, when [, is large, the
primary clarifier is large, the waste activated sludge is thickened to a smaller degree, and the
clarification requirement of the secondary clarifier dominates the system design. Conse-
quently the effluent water quality standards are binding. It appears that an optimal [y
value exists between 0.471 and 0.487 (see Figure 3.6) where the primary clarifier overflow

rate is high and both the effiuent BOD, and total suspended solids standards are binding.

More points may be used as starting points to run IGGP and to refine the curve shown
in Figure 3.6 if it is desired to know the optimal value of [, more accurately. This was not
carried out in this study because: 1) the cost is relatively insensitive near the optimal [, and
2) the trend for optimal design conditions has become obvious through the analysis. If the
Phase-I optimization in the IGGP performed more reliably for the system model, then locat-
ing the optimal system design could be done effectively by using a one-dimensional search

technique such as Fibonacci search.

The total computer time for running IGGP and generating the points in Figure 3.6 was
about 50 seconds for the test problem. Therefore the total time required in this optimiza-
tion approach is comparable to that of GRG2. The solution obtained with f, equal to 0.487
is shown in [igure 3.7. This design is similar to design No. 4 in Table 3.9 except for the
digestion system. The total system .cost calculated using the complete cost functions (Table
2.4) is 500,500 dollars/year which compares well to the solutions obtained using GRG2 (see
Table 3.9). It is noted that the solutions in Table 3.9 have f, values that range from 0.485
to 0.487 and that are within the final interval for f, (0.471 to 0.487) determined by the

IGGP solution process.

PPN
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3.4. Decomposition Approach for Optimization

3.4.1. Introduction

A wastewater treatment system is very complex in nature -- not only because the
design of individual unit processes may be complicated, but also because various interactions
among the unit brocesses are complic\ated. In general, however, a wastewater treatment sys-
tem can be considered f,o consist of a liqﬁid treatment portion and a sludge treatment and
disposal portion. For the base system (Figure 2.1), the liquid subsystem includes the primary
settling tank and the activated sludge process, ;vhile the sludge subsystem contains the other
units in the system. The inputs to the liquid subsystem are the influent wastewater and the

recycle streams generated in the sludge treatment. The liquid subsystem produces primary

and secondary sludges which are inputs to the sludge subsystem.

This section presents a specially tailored approach for solving the comprehensive sys-
tem model. The overall system is decomposed into a liquid subsystem and a sludge subsys-
tem. The design of the liquid subsystem is optimized. The optimal design of the liquid sub-
system has been studied by many researchers (Section 1.3) and many alternative optimiza-
tion techniques have been shown to be applicable to this problem. The solution obtained
from optimizing the liquid subsystem design is then treated as input to the sludge subsys-
tem. Embedded optimization steps are used in the sludge subsystem désign. The optimal
solution for the entire system is then obtained by coordinating the designs of the liquid and
sludge subsystems. This approach may be especially useful for design engineers since alter-
native designs of each system are explicitly examined and tradeolls between the two subsys-

tems can be readily evaluated.

Formal decomposition techniques for nonlinear programs were first developed by
researchers in the mid 1960's (for example, the feasible decomposition method by Brosilow et

al. (1965) and the dual-feasible method by Brosilow and Lasdon (1965)). A large complex
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system is decomposed into a number of small subsystems éach with its goals and constraints.
Each subsystem is optimized separately, and results from the subsystem optimization are
coordinated so that an optimal solution for the overall system can be obtained. Mathemati-
cal programming basis for nonlinénr decomposition is well documented in Schoefller (1970)

and Lasdon (1970).

Although the decomposition approaches have numerous advantages for solving com-
plex, interconnecting large-scale system models as discussed by Haimes (1977), the efficiency
and robustness of these methods depend strongly on the characteristics of the problem.
Westerberg (1972) discussed the use of decomposition techniques for steady-state chemical
process synthesis and design problems. Limitations of the decomposition approaches were

identified, and some computational experiences were reported.

While general decomposition approaches were not used to solve the comprehensive sys-
tem model, the idea of decomposing the model into smaller problems was adopted for
developing an optimizatfon procedure that is ‘unique for this particular problem. The pro-
cedure preserves such advantages of the decomposition approaches as conceptual
simplification of a complex system, reduction in dimensionality, and flexibility in using

different techniques for optimizing different subsystems.

3.4.2, Optimization Procedure

The overall wastewater treatment system was divided into two subsystems, one
represents liquid processing and the other sludge processing. This conceptual simplification
of the system and the interactions between the two subsystems are shown in Figure 3.8. The
input to the liquid subsystem is the combination of the plant infiuent and the recycle
streams generated from sludge processing, i.e., the output from the sludge subsystem. The
output from the liquid subsystem (i.e., the combined primary and waste activated sludge)

serves as input to the sludge subsystem.
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The deéign of the liquAid system cannot be determined unless the characteristics of the
recycle streams, i.e., the state variables at control pointsllo, 13 and 15, are known. There
are twelve unknown state variables at these three control points that connect the liquid and
sludge subsystems. These interacting variables are Qo S0, M0 Myior Mijo, Myp0, Qs
M;5, My 15, Qi M5 and M, . The soluble BOD; of the digester supernatant (S,,) and the
filtrate (S,5) have been assumed to be a constant (Section 2.3). Because of the lack of pro-
cess models for prediéting the total suspended solids concentrations of the thickener super-
natant (M,,,), digester supernatant (M,;), and filtrate (M,,;), these concentrations have been

assumed to be constants, or

M, + My + My, + My, = M, , = constant (3-8)
M; 3 + M, 3 = M,;, = constant (3.9)
M; s + M;; = M, ; = constant (3.10)

It is desirable to eliminate asvm:my of the interacting variables é.s poésible in order to
efficiently coordinate the designs of the two subsystems. The solids concentration in the
thickener supernatant is usually much less than the solids concentration in the digester
supernatant or in the filtrate for a well-operated gravity thickener with high solids recovery

efficiency, 1.e.,

Mo << My, (3.11)

Mo << Mg (3.12)

Consequently the contribution of the suspended solids from the thickener supernatant to the
plant influent is small compared to that of the solids from the digester supernatant and
filtrate if the thickener decant, digester supernatant, and filtrate have flowrates in the same
order of magnitude. It is assumed that the suspended solids mass in the thickener superna-
tant can be neglected in the recycle mass balances. This additional assumption is made only
for the decomposition solution approach. This assumption allows the variables A, M,,,

M\, and M,y to be eliminated from the group of interacting variables. It is also assumed
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for the decomposition approach that the soluble BOD concentration of the thickenér decant
(S1o) is much iess than that of the digester supernatant or of the filtrate in the calculation of
recycle BOD mass balance. This assumption allows the interacting variable S, to be elim-

inated.

It has also been assumed that the total suspended solids in the digester supernatant
consist of only the volatile and aerobically nondegradable solids (M;;;) and the inert solids
(M/m)- Since the secondary digester is modeled as a thickener and the vacuum filter is a
physical separation unit, the solids species in thé filtrate are’expected to- be in the same pro-

portion as in the digester supernatant, i.e.,

M;y; _ M;s

= =2 3.13
M, M ( )

Once the ratio, z, is determined, the solids compositions in the digester supernatant and in

the filtrate can be calculated from equations (3.9), (3.10), and (3.13).

With the above assumptions, the rgcycle stream éharacteristics can be determined with
the specification of only four interacting variables: the flowrates of thickener decant (Q,,),
digester supernatant (Q,,), and filtrate (Q,;), and the ratio between the volatile inert solids
and the inorganic solids concentrations in the digested sludge (z). The liquid subsystem can

be readily designed for known characteristics of the recycle stream.
The complete decomposition procedure is now stated as follows :

1) Assume values for @, Q.5 @,; and z. Calculate from mass balance relationships

(equations (3.14) to (3.20) below) the influent characteristics to the liquid subsystem.

Q= Qo+ Qu+ QutQy V (3.14)
0.5, = QuSo + @151 + Q15515 | (3.15)
QM = QoM,, _ | (3.16)
Q My = QoMyy (3.17)
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10‘3Q1M;l = 10‘3Q0M,-0 + leT;_:Mm + lel—;;—Mn,, (3.18)
2 1 1

10°Q M, = 10°Q.M,, + QuTMus + Qu7Mus (3.19)

“‘V[“ = Aln + Aldl + “'Il'l + A’[“ (320)

where M, My, M; and M, are in g/m®, and 10 is a unit conversion factor. The
magnitudes for @5, Qs @,; and z can be roughly decided from running the analysis
program using several different starting points. The assumed value for z is not critical

in this approach. This is explained in more detail in step (4).

Opuimize the liquid subsystem design using any efficient optimization technique. GRG2
was used in this study. The model has 21 variables in 17 equations and three inequal-
ity constraints. Therefore it has four degrees of freedom. A listing of the GRG pro-

gram describing this model is attached in Appendix F.

Calculate the mass and flow characteristics of the combined primary and waste
activated sludge based on the optimal design from the liquid subsystem optimization.

The combined sludge is the input to the sludge processing train,

Determine the most cost effective sludge subsystem design for the assumed values of
Q10 @12 and @ This is an optimization problem with one degrée of freedom in the
ratio z. Except for the solids4compositions of the waste activated sludge, the liquid
subsystem design is not affected by the value of z specified in step (1) because neither
the volatile inert solids nor the inorganic solids is removed in the activated sludge pro-
cess. This is illustrated by a numerical example in the next subsection where the liquid
subsystem design is optimized for diflerent influent conditioné. Starting from the
optimal design for the liquid subsystem, the solids compositions of the waste activateci

sludge can be readily calculated for a given value of z using equations (2.21) and (2.22):
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M. 1 M, 8,
- 0T, 0O MalG ) + (A-Lee]
B My (10) (M, (D) " i
9 M,
M, M, 8
s _ 1 (10“")1&!,,(—'—“)(—0—)
M, M, M, 8 (3.22)

8 8,
M, +(10 )(—G—)Mu(;,:

In the above equations, M, and A, are determined by 2, and all other variables in
the right-hand-side are known from the optimal design of the liquid subsystem, which

is obtained in step(2).

The influent characteristics of the combined primary and waste activated sludge can
be determined once the solids compositions of the waste activated sludge are calculated
(see equations (2.31) and (2.32)). The sludge subsystem design then proceeds as fol-

lows:

For the gravity thickener, there is one degree of freedom in the design for given °

influent conditions, i.e., complete design of this unit requires one design variable to be

specified. The supernatant flowrate, @, is treated as that variable in this approach

since its value is specified in step (1).

For the primary digester, there are two decision variables, digestion temperature and
solids retention time. Since the characteristics of the digester influent are known from
the thickener d.esign, and the digester effluent is characterized by the ratio between the
two eflluent solids concentrations, z, the primary digester design can be formulated as
another optimization problem. The net cost of the primary digestion system is minim-
ized subject to the effluent characteristics as specified by z. Recall from Section 2.3.6

that

M, + My, + M,
1+ K8,

My, =My, (3.24)

the solids ratio z can be written from equations (3.23) and (3.24) as

i
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My My My + My, + My,
o “[,’13 - A[/yz - M,fu(l + Icled)

(]

(3.25)

since the solids compositions are assumed to be unaflected by the secondary digester.

Specification of the digestion temperature results in the determination of the digestion
rate coefficient, K,. The solids retention time, 8,, can then be calculated from equa-
tion (3.25), and the primary digester design is completefy defined. This is a one-
dimensional optimization problem with respect to the digestion temperature.
Fibonacci search was employed to find the optimal digestion temperaiure that is accu-

rate to within 1 °C.

The design of the secondary digester is similar to that of the gravity thickener. The
decision variable is chosen to be the digester supernatant flowrate, @,,, whose value is

specified in step (1).

The design of the vacuum filter requires the specification of one design variable which

is chosen as the filtrate flowrate, @,;. Its value is specified in step (1).

Repeat steps (4.1) to (4.4) for different values of z. Golden section search was used to
identify the optimal value of z for the sludge subsystem design. The computer pro-

gram designed to carry out the calculations in step (4) is attached in Appendix G.

Sum the costs for the liquid subsystem obtained in step (2) and for the best sludge sub-
system obtained in step (4) and obtain the total cost for the entire system. This cost is
for an assumed set of interacting variables @, Q,, and Q,;. A complete flowchart

describing steps (1) to (5) is shown in Figure 3.9.

Different combinations of values for the interacting variables can be selected. The
total system cost can be calculated for each combination following steps (1) through

(5), and the trend for a cost-effective design can be identified.

This proposed procedure transforms the original problem which has nine decision vari-

ables into two subproblems. The liquid subsystem design has four decision variables; and



106

i

p

( Start )

[

Assume values for @4, @5, @5 2

PR

Calculate characteristics of the influent to
the liquid subsystem from mass balance
between plant influent-and recycle streams ]

Optimize liquid subsystem design and
save output

—

Assume a range for 2
and initial value for z

A }
Calculate characteristics of the 1
combined primary and waste activated sludge
from the output of liquid train
design optimization and the value of z

e

: Design sludge subsystem for given z o
with one-dimensional optimization '
for the primary digester design

Reduce the range of uncertainty for 2z
by comparing the total sludge subsystem costs
calculated for different values of =

; Select new value for = .
Is range of uncertainty using !
o g ~ ; 4‘
less than specified golden section search 7
i
)
Calculate total system cost
Print detailed design information ‘1
J

h

Sto

Figure 3.9 - f‘lowchart of the Decomposition Approach

[

[



o

[P

it
oz

107

the sludge subsystem design has two decision variables (z and T)), each can be determined
optimally using embedded one-dimensional optimization. The search for the overall optimal
system design is a problem with three decision variables (Q,,, @,; and @Q;;). This concept is
illustrated by Figure 3.10. The solutions obtained using the decomposition approach are
only approximations to the comprehensive system design model described in Chapter 2
because of the additional assumptions made in developing this approach. These assumptions
neglect the soluble BOD and suspended solids concentrations in the thickener supernatant.
The validity of these assumptions are examined in the next subsecction, so are the perfor-
mancfe of the decomposition procedure for optimizing the complete wastewater treatment
system design and the performance of the embedded techniques for optimizing the subsys-

tem designs are also discussed.

3.4.3. Performance of the Optimization Approach

Step (2) in the above decomposition approach is essential to the overall optimization
procedure. To examine the objective function surface of the liquid subsystem, different
design conditions and multiple starting points were investigated. Table 3.12 summarizes

solutions obtained when the base design conditions (sce Section 2.5) are treated as the

Original Model
(9 degrees of freedom)
] I
Liquid Subsystem Sludge Subsystem
(4 degrees of freedom] (2 degrcees of freedom)

!
Coordination
(3 degrees of freedom)

Figure 3.10 - Coﬁcept of the Decomposition Approach
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influent to the liquid train. All GRG rﬁns wcre.ma_de .intcractiv.ely with the same control
parameter values specified in Section 3.2.1. The computing time requirement is much less
than that for the complete model which includes 64 variables and 58 constraints (as opposed
to 21 and 20, respectively].v The solution process also appears to be robust; widely different
initial solutions converge to essen@ially the same solution. These observations are encourag-
ing for the approach of decomposing the overall system model into smaller subsystems whose

mathematical expressions are amenable to efficient and robust solution techniques.

Table 3.13 summarizes the liquid subsystem design optimization for a different set of
influent conditions which has a higher flowrate and suspended solids concentration than the
base conditions. Five starting points were tested, and four of thém converged to the same
optimal solution. The optimization runs with starting point No. 4 stopped short of the
optimum, but the objective function value and the design are almost. the séme >as the
optimal solution. This indicates the flatness of the objective function surface of this sub-

problem. .

The influent conditions examined in Table 3.13 were varied one at a time to observe
the effect of each condition on the liquid system design. The results are tabulated in Table
3.14. Case 1 is the original solution from the first column of Table 3.13. A change in the
flowrate (Case 2) affects the liquid system cost, but has little effect on the system design. An
increase in the influent soluble BOD, (Case 3) increases the cost of the subsystem. A higher
biomass concentration is maintained in the aeration tank when the size of the tank remains
at the minimum level. A large secondary clarifier is included for thickening purposes. Thus
the effluent suspended solids concentration decreases. The elfect of the increased volatile
suspended solids in the influent (Case 4) is similar to that caused by an increased soluble

BOD; concentration.

Increasing the influent volatile inert solids (Case 5) or the inorganic solids (Case 6) by

the same amount (5 mg/l) results in two almost identical designs with the only difference



110

Table 3.13 - Obtimization of the Liquid Treatment Subsystem

Influent Conditions :
Flowrate

Soluble BOD

Active Biomass

Volatile Biodegradable Solids
Volatile Inert Solids
Inorganic Solids

5

== 1515 m®/hr
= 100 g/m>

5 g/m?a

= 100 g/m®

50 g/m®

= 55g/m?

Solution Obtained Using GRG2

Variables (Units}

1 2 3 4 5

Primary Clarifier Overflow Rate (m/day)

initial 36.0 240 240 72.0 120.0

final 144.0 144.0 144.0 144.0 144.0
Mean Cell Residence Time (days)

initial 5.0 3.0 6.0 4.0 3.0

final 2.15 2.15 2.15 217 2.15
Hydraulic Retention Time (hr)

initial 3.6 48 6.0 2.4 24

final 3.7 3.7 3.7 3.7 3.7
Sludge Recycle Ratio (%)

initial 30 20 35 25 40

final ) 12.8 12.7 12.7 13.0 12.7
Effuent BOD, (mg/l) ,

initial 15.4 41.5 23.5 15.9 21.6

final 30.0 30.0 30.0 30.0 30.0
Effluent TSS (mg/I)

initial 20.5 742 45.9 16.6 23.4

. final 29.4 29 29.4 30.0 29.4

Liquid System Cost (10° $/yr)

initial o 348.0 3009 343.6 3854  306.6

final 256.4 256.4 256.4 256.4 256.4
Computer Time (CP seconds) 2389  4.866 ° 3.168 3.028 2526
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Table 3.14 - Liquid Subsystem Design Optimization for Different Influent Conditions

Case
1 2 3 4 5 6
Influent Conditions :

Flowrate (m3/hr) 1515 1510 1515 1515 1515 1515
Soluble BOD, (mg/1) 100 100 105 100 100 100
Active Biomass (mg/l) 5 5 5 5 5 5
Volatile Degradable Solids (mg/1) 100 100 100 105 100 100
Volatile Inert Solids (mg/1) 50 50 50 50 55 50
Inorganic Solids (mg/1) 55 55 55 55 55 60

Final Solutions : :
Primary Clarifier Overflow Rate (m/day) 144 144 144 144 144 144

Mean Cell Residence Time (days) 2.15 2.15 2.16 2.15 2.14 2.14
Hydraulic Retention Time (hr) 3.7 3.7 3.8 3.7 3.7 3.7

Sludge Recycle Ratio (%) 12.8 12.8 12.8 12.7 13.0 . 13.0
Effluent BOD, (mg/1) 30 30 30 30 30 30

Effuent TSS (mg/1) 204 204 2001 292 207 297
Liquid System Cost (10% $/yr) 256.4 255.8 259.8 2584 256.8 256.8
Computer Time (CP seconds) 2.389 2474 3.328 4.094 2.817 2.889

Note : Starting point No. 1 in Table 3.13 was used in all runs.

being the composition of the sludge produced. The volatile inert and inorganic solids are
not treated in the activated sludge process, and they do not contribute to the efluent BOD.
To avoid excessive build-up of these solids in the system, which would require a larger aera-
tion tank and a larger final clarifier, more solids have to be wasted either in the overflow or
to the sludge p?ocessing train. A low sludge age and high solids concentration in .the effluent
are direct consequences of this increased solids concentration in the influent. The fact that
the liquid system cost is not affected by the ratio between the volatile inert and inorganic
solids has important implication in the analysis of the sludge treatment subsystem design
(step (4) of the decomposition procedure). It allows the optimization of value of the ratio of
the volatile inert and the inorganic solids concentrations (z) in the sludge sybsystem based

on only one optimization run for the liquid subsystem design.

As mentioned above, golden section search was used in the sludge subsystem design

optimization of the value of the ratio z. A typical cost curve resulting from this search is
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shown in Figure 3.11. The cost curves exhibited this general shape for all runs made in this

study. This shape resuits in fast convergence of the s]udge' subsystem design.

The search for the cost-effective overall system design was carried out by examining
various combinations of @4, @3 and @5 During the liquid subsystem design, the solution
obtained from each GRG run was saved and used as the starting solution for the next run.
It was observed that this strategy saves computing time by about 50% when compared to
the strategy of starting from an arbitrarily chosen solution. This is because the starting
solution is closer to the final optimal solution.. As was shown in the test runs for liquid sub-
system design optimization (Tables 3.12 through 3.14), the cost surface of this problem is
flat, and convergence to a unique local optimum was oftt;n observed. These observations sup-
port the use of a previously determined optimal solution as the starting point for a new

optimization run.

Tables 3.15 to 3.17 present results obtained from the proposed optimization approach.
A coarse grid enumeratic;n was performed for various combinations of values of @,, and @ ;
for Q,, equal to 1.0, 4.0, and 7.0 m®/hr, respectively. The computing time fequired to solve
the liquid subsystem problem ranged from 1.58 to 2.91 seconds when GRG2 was used
interactively on a CDC Cyber 175 computer. The computing time for sludge subsystem
design averaged about 0.08 seconds. Fifty-three runs altogether were made to explore any

trends exhibited by the cost-effective designs.

The following observations can be made from the results in Tables 3.15 to 3.17. For
fixed values of @, and @, ihe total system cost decreases as @, increases, which implies
an increasingly efficient vacuum ﬁlter for sludge dewatering. The total system cost keeps
decreasing until the cake poncentrntion equals the assumed upper bound of 15%. For fixed
Qo and Q5 an increase in @, implies a larger secondary digester which produces a more
concentrated sludge for dewatering and final disposal. Therefore the total system cost

decreases. For fixed values of @, and @, increasing @, produces decreasing system costs.
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This is attributed to a larger gravity thickener which reduces the volume of sludge to be

processed in the subsequent unit processes.

Thus, the trend that indicates a cost-effective design is obvious from this nnalysis; for
this example problem, the cost of the liquid subsystem is not very sensitivevto the recycle
flowrates, and it is the design of the sludge subsystem that determines the most cost-eﬂ'ectivé
overall system design. To make the sludge subsystem design cost efficient, the volume of the
sludge to be processed should be minimized. The above analysis indicates that the gravity
thickener is most cost effective for achieving this goél. Although an increased level of sludge
concentration pro;iuces higher BOD and suspended solids mass in the recycle streams to the
liquid train, the marginal increase in liquid subsystem cost is much less than the reduced

cost for sludge treatment and disposal. The best design obtained from the coarse grid

enumeration has @, = 7.0, @,; = 0.0, and Q,; = 4.1 m*/hr (Table 3.17).

Figures 3.12 to 3.14 depict the cost surfaces for the different combinations of superna-
tant flowrates. These Figures are graphical representations of the results in Tables 3.15 to
3.17. Tt is obvioﬁs from these plots that the total system cost decreases as @3 or @
increases for a fixéed @, the total system cost decreases more rapidly for a unit increase of
@, than a unit increase of § ;. The boundary of the feasible region outside which the cake
concentration exceeds its upper bound is also shown approximately in each case by the
hashed line. It is noted that the boundary is very flat, meaning that many alternative
designs are available at approximately the same total system cost. These alternative designs
are different mainly in their designs of the sludge subsystem, although some of them may

violate other constraints set on the decision variables. For example, the design with Q,, =
4.0 m*/hr, @, = 1.0 and Q5 = 6.68 m*/hr has a total system cost of 518,200 dollars/year;

another design with Q,, = 4.0, @, = 5.0 and Q5 = 3.28 m®/hr has a total system cost of

522,500 dollars/year (see Table 3.16); and the third design with @,, = 7.0, @,3 = 1.0 and
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Q,s = 3.0 m®/hr has a total system cost of 518,700 dollars/year (see Table 3.17). These-
three designs are very different in their design of the gravity thickener, the secondary diges-
ter and the vacuum filter. All three designs have approximately the same total system cost.
However, the solids loading on the secondary digester in the first design is 77.2 kg/m?/day

which is infeasible if the bounds on the decision variables (see Table 2.6) are considered.

If more accurate identification of the most cost eflicient design is desired, a fine-tuning
step can be employed. As an example, the neighborhood around the best solution described
above (given in Table 3.17) was explored based on the trend observed in the coarse grid
enumeration. Five runs were made, and the results are summarized in Table 3.18.
Although the second design in Table 3.18 with @, =7.2, @, = 0 and Q,; = 3.9 m*®/hr has
the lowest total system cost among the five designs, the extént of violation of its cake solids
concentration is also the greatest. Therefore, the fine-tuning process was continued. The
final design @, = 7.27, @5 = 0 and Q,; = 3.80 ms/hr has a total system cost about
501,700 dollars/year. T;’liS design is shown in detail in Figure 3.15. Compared with the
designs obtained by GRG2 (Tabel 3.9), this design is most similar to the one shown in Figure
3.4 in terms of the state variables in the model. However, this design suggests a smaller
aeration tank, a smaller primary digester, and larger final settling tank, secondary digester
and vacuum filter. Also, the cake solids concentration is slightly above the upper bound used
in the original model solved by GRG2 (see Table 2.6). It is noted that the maximum diges-
tion temperature that can be obtained in the decompasition approach is 59.3 °C because of
the stopping criterion speeified in the Fibonacci search. The actual upper bound for this

variable in the model is 60 °C.

As mentioned above, the solutions obtained using this approach are only approxima-
tions to the comprehensive system model because the soluble BOD and the solids concentra-

tions in the thickener supernatant are neglected. The approximation is better when the
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Table 3.18 - Fine-tuning Solutions in the Decomposition Approach

Q,, (m*/hr) 7.1 7.2 7.3 726 727
Q,; (m?*/hr) 0 0 0 0 0
Q,; (m*/hr) 4.0 3.9 3.75 3.82 3.80
Liquid Subsystem :
Primary Clarifier Overflow Rate (m/day) 144 144 144 144 144
Mean Cell Residence Time (days) 2.16 2.18 2.16 2.16 2.16
Hydraulic Retention Time (hr) 3.66 3.66 3.66 3.66 3.66
Sludge Recycle Ratio (%) (125 12.5 12.5 12.5 12.5
Cost (10% $/yr) 255.6 255.6 255.5 255.5 255.5
Computer Time (CP seconds) 1.873  1.656 1.670 - 2.006  1.651 ‘
Sludge Subsystem : : .
Solids Loading on Thickener (kg/m?/day) 12.9 12.4 1.9° 12.1 12.0
Digestion Temperature (°C) 59.3 59.3 59.3 59.3 59.3
Retention Time in Digester (days) 12.3 12.3 12.8 12.7 12.7
Solids Loading on Digester (kg/m?/day) 38.9 37.3 36.0 36.8 36.5
Filter Yield (kg/m?/hr) 6.75 6.84 695  6.89 6.91
Cake Solids Concentration (kg/m?) 152°  156° 147 152° 151"
Cost (10° $/yr) 246.0 2452 2474 2460 246.2
Computer Time (CP seconds) .082 .080 .082 .082 .083
Total System Cost (10° $/yr) 501.6 500.8 502.9 501.5 5017

* Infeasible in the optimization model solved by GRG.

Total Computer Time : 9.265 CP seconds.

thickener supernatant flowrate is small compared to that of the digester and filter superna-
tants. It is interesting to examine the errors associated with the designs with high thickener
supernatant flowrates. Tables 3.19 to 3.21 summarize three designs that have high thick-
ener supernatant flowrates. The values of the decision variables obtained from the decom-
position approach were used as inputs to the analysis program (Section 2.5) which calculates
the exact values of the state variables in the model. Important design variables calculated
from the decomposition approach as well as using the analysis program are compared with
each other. The errors in Tables 3.19 to 3.21 for these variables are all less than 1¢5. These
values offer an indication of the maximum possible errors in the decomposition approach;

the errors are expected to be smaller when the thickener flowrate is smaller. For the

e ind

Crim s =

LEEEPNE——



125

EFFLUENT
A
! 1499;
30
. : : 014
1500 15111 | 1509! 1698! R
159 | 101 | 101 -'2_9081 _‘___1]
=3 ~005] 903, —71al 907,
= ™. pas! 1_.060] A i -008;
045 | .046 -028 ~335] <.029!
524 053] -032 \ : 430
300]. i '20‘ L123]., V=5523 m* 1 =%
- A — = AP=l 252 m? A Ce=2.16 sy . Af= 709 m*
INFLUENT 7 !
i =0.125
1.56 )
101 . ;.
1.89 l——1 o [T070;
37.9 - 20 .
17.5 8,03 [6.03
20.4 1 357 ]
[77.6 ] 3.61 3.27
12.9 3-61
A ’ 12.9
V y
7.27 | —'—'3‘—51
g' 5.47
080 5.10
047 576
048 [5:90]
. 052 21.6]
» LI
g(\ g A9= 499 m’
4.34 1
v 3
14.6 ¢
_______ 13.6
13.7
5.7
V =1328 m* | 157.5
Td=59.3"°C | [4.34
9 50
— )
(\/ nd
rI\
’ 3.80 LEGEND:
Zh0
) :‘{): SLUDGE
)
! 71 —>: LIQUID
L
f-\,/ ) qu Q: "'Plhl'
- 5: g/ar
Ma:kg/n¥
Md:ikysm?
Mi:kg/or
LANOF ILL 35.6 Mgikg st
116 Myt kaqg /e
151 L2213

Figure 3.15- Best besign Obtained From The Decomposition Approach



126

Table 3.19 - Examination of Assumptions in the Decomposition Approach

Primary Clarifier Overflow Rate
Mean Cell Residence Time
Hydraulic Retention Time

Sludge Recycle Ratio

Solids Loading on Thickener
Digestion Temperature
Retention Time in Digester
Solids Loading on Digester
Filter Yield

= 144 m/day

= 2.17 days

= 3.65 hr
=125%

= 12.8 kg/m"/day
= 593 C.

= 12.9 days

= 27.3 kg/m?/day
= 13.5 kg/m%br

Approximated Design

Exact Design  Error (%)

Primary Clarifier -

Surface Area (mF) 251.24

Solids Removal (%) 39.330

Underflow Solids (%) 7.7842
Aeration Tank -

Volume (m®) 5501.6

Biomass (mg/l) 718.65

MLSS (mg/l) 1534.6
Final Clarifier -

Surface Area (m? 707.60

Effiuent BOD_ (mg/l) 30.000

Effluent TSS (mg/l) 29.028
Gravity Thickener -

Surface Arca (mf) 463.15

Influent Solids (%) 2.1679

Undertlow Solids (%2) 5.5135

Supernatant {m?/hr) 7.0000
Primary Digester -

Volume (m?) 1394.2

Efftuent Solids (%o} 1.9502
Secondary Digester -

Surface Area {m?) 73.653

Supernatant {m®/hr) 1.0000
Vacuum Filter -

Surface Area (m?) 6.0539

Cake Solids (C¢) 3.27%4

Supernatant (m®/hr) 1.0000
Total System Cost (10% $/yr) 597.23

251.25 .0040
39.379 12
7.7585 .33
5501.8 .0036
719.80 .16
15637.1 .16
710.20 37
26.968 11
28.935 32
466.11 .64
2.1661 .85
5.5127 015
7.037¢ 54
1403.3 .65
1.9503 .0051
74.138 .66
1.0063 .63
6.0088 .66
3.2734 .00
1.0066 .66
598.87 27

| Approximated design value - Exact design value

* Error (%) = -
(%) Exact design value

X 100

NN
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Table 3.20 - Examination of Assumptions in the Decomposition Approach

Primary Clarifier Overflow Rate
Mean Cell Residence Time
Hydraulic Reteation Time

Sludge Recycle Ratio

Solids Loading on Thickener
Digestion Temperature
Retention Time in Digester
Solids Loading on Digester
Filter Yield

= 144 m/day

= 2.16 days

= 3.68 hr

=12.6 %

= 13.7 kg/m?%day
=59.3°C

= 12.5 days

= 29.0 kg/m?%day
= 7.76 kg/m%¥hr

Approximated Design

Exact Design  Error’(%)

Primary Clarifier -

Surface Area (m?) 251.57

Solids Removal (%) 39.454

Underflow Solids (%) 7.7203
Aeration Tank -

Volume (m? 5550.2

Biomass (mg/1) 713.26

MLSS (mg/]) 1540.2
Final Clarifier - ~

Surface Area {m?) 705.91

Effiuent BOD, {mg/]) 30.000

Efuent TSS (mg/l) 29.190
Gravity Thickener - '

Surface Area (m?) 441.01

Infuent Solids (7%) 2.1534

Underflow Solids (%0} 5.2872

Supernatant (m® hr) 7.0000
Primary Digester -

Volume {m?) 1426.5

EfMuent Solids (%) 1.9134
Secondary Digester -

Surface Area {m?) 72.058

Supernatant (m®/hr) : 1.0000
Vacuum Filter -

Surface Area (m®) 10.465

Cake Solids (%) 10.606

Supernatant (m”/hr) 3.0000
Total System Cost (10° $/yr) 518.67

251.58 .0040
39.503 12
7.6947 33
5550.4 036
714.40 .16
1542.8 17
708.65 .39
25,506 11
29.090 34
443.84 B4
2.1547 060
5.2864 015
7.0372 53
14359 85
1.9137 016
72.544 87
1.0060 60
10.535 66
10.606 .00
3.0202 67
520.00 125

[ Approximated design value - Exact design value |

* Error (S3) =
(%) Exact design value

X 100
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Table 3.21 - Examination of Assumptions in the Decomposition Approach

Primary Clarifier Overflow Rate
Mean Cell Residence Time
Hydraulic Retention Time

Sludge Recycle Ratio

Solids Loading on Thickener
Digestion Temperature
Retention Time in Digester
Solids Loading on Digester
Filter Yield

= 144 m/day

= 2.16 days

= 3.66 hr
=125%

== 12.0 kg/m?% day
= 59.3 C

= 12.7 days

= 36.5 kg/m%day
= 6.91 kg/m?%hr

Approximated Design

Exact Design  Error’(%)

Primary Clarifier -

Surface Area {m?) 251.58

Solids Removal (%) 39.371

Underflow Solids (%) 7.7631
Aeration Tank -

Volume (m?) 5522.6

Biomass (mg/l) 717.67

MLSS (mg/1) 1537.8
Final Clarifier -

Surface Area (m?) 708.99

Effluent BOD, (mg/l) 30.000

Effluent TSS (mg/l) 29.035
Gravity Thickener -

Surface Area (m?) 499.21

Influent Solids {%%) 2.1628

Underflow Solids (%) 5.7529

Supernatant (m3/hr) 7.2700
Primary Digester -

Volume (m¥) 1327.7

Effluent Solids (%) 2.0529
Secondary Digester -

Surface Area (m?) 58.575

Supernatant {m%/hr) .0000
Vacuum Tilter - ,

Surface Area (m®) : 11.799

Cake Solids (%) bo15114

Supernatant (m%/hr) 3.8000
Total System Cost (10 §/yr) 501.77

251.59 .0040
39.422 13
7.7364 35
5522.8 .0036
718.87 A7
1540.4 17
711.77 . .39
29.966 .013
28.935 .35
502.54 .66
2.1640 .055
5.7520 .016
7.3108 .66
1336.8 .68
2.0531 .0097
58.995 .1
.0000 -
11.881 .69
15.130 .11
3.8264 .69
503.02 .25

| Approximated design value - Exact design value |

* Error (%) = ;
(%) Exact design value

x 100

sl
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parameters and design conditions considered in this example, the simplifying assumptions
appear to be very reasonable. It is also noted that the objective function value calculated in
the decomposition approach is slightly lower than that calculated from the analysis program
in ail three cases. Because the suspended solids in the thickener supernatant are ignored in
the decomposition approach, the cost for liquid treatment is underestimated, but this error

appears insignificant from a practical point of view.

There may be many modifications of the basic decomposition approach outlined in this

~ section. Alternative optimization techniques may be used to optimize the liquid subsystem

design. For example, IGGP can be applied to solve this subsystem design. Dynamic pro-
gramming or any other nonlinear programming techniques are also possible candidates. As
for the coordination of the subsystem designs, it may bevpossible to employ more efficient
optimization technique than the coarse grid enumeration to find the combination of recycle
flowrates (Q,y, @3 and @) that results in the least total system cost. These modifications

are potentially capable of refining and improving the proposed basic approach.

3.5. Summary

The comprehensive system model described in Chapter 2 can be optimized using threc
optimization techniques. The first approach solves the nonlinear programming model, which
contains 64 variables, 55 equality constraints, and three inequality constraints, directly using
the generalized reduced gradient algorithm developed by Lasdon et al. (GRG2). The solu-
tion obtained from applying GRG2 depends on the various control parameters assigned, the
initial solution, bounds on model variables, and constraint and variable scaling. Computa-
tional experiecnce with a particular problem is helpful for obtaining ‘‘good quality” solutions.
Multiple starting points are necessary to ascertain the quality of the solution obtained. An
approach derived from the Hop-Skip-Jump method can be used as a tool to improve and

fine-tune the solution obtained by solving the base nonlinear programming wastewater treat-
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ment system model. Good but diilerent solutions can also be obtained using this approach.
The computing time requirements for GRG2 are comparable to those reported in the litera-

ture for solving wastewater treatment system models using other optimization techniques.

The comprehensive system model can also be formulated as a geometric program by
modifying the constraint set and by assigning a value to one variable in the model. An
efficient package for solving geometric programs (IGGP) can be employed for solving the
subproblems resulting from the partitioning process. A one-dimensional enumeration can be
used to search for the optimal value of the fixed variable. This second level search could be
more efficient if [GGP would be able to start from an infeasible starting point and to
proceed with the optimization efficiently. This is prevented by the large number of equality
constraints in the model. The computing time for solving the geometric programming sub-
problems is usually less than five seconds. Therefore IGGP would be more attractive for

wastewater treatment systems that can be described completely as a geometric program.

Because of the unique structure of the wastewater treatment system under study, an
approach that decomposes the wastewater treatment system into two interacting subsystems
was developed for optimization of the overall system design. The liquid subsystem design
can be optimized using GRG2 for specified recycle characteristics from the sludge subsystem.
This problem contains 21 variables, 17 equality constraints, and three inequzlity constraints,
and it can be solved very efficiently by GRG2. The solution obtained from the liquid sub-
system optimization provides input to the sludge subsystem. The design of the sludge sub-
system is carried out sequentially for each unit process. Two one-dimeusional optimization
searches are embedded in the sludge subsystem.dcsign. The computing time requirement for
the sludge subsystem design is trivial. A coarse grid enumeration is employed for the second
level optimization that searches for the combination of the interacting variables that pro-
duces the lowest total system cost. Trends for cost-effective system designs can be identified

in this approach with confidence. The total computing time for one set of design conditions
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is comparable to that required when using GRG2 for thé entire model. Improvement in the
computing time may be possible if an another optimization technique is substituted for
enumeration in the second level problem. Several simplifying assumptions are necessary in
using the decomposition approach. These assumptions appear very reasonable for the exam-

ple problem. It is noted that if the same assumptions are applied to the original model

‘evaluated using GRG2, three variables and three constraints can be omitted. However, the

model is still of considerable size, and the same difficulties discussed above in using GRG2

for solving the entire system model are expected to occur.

Using the GRG2 algorithm to solve the comprehensive system model is the most
straightforward approach for optimization. Once formulated, the model can be used repeti-
tively to examine various influent and design conditions with only minor adjustments of the
input data files. However, if the flowchart is modified, the system model needs to be revised
and most variables and constraints in the model need to be relabeled which may involve
extensive effort. If the size of the problem increases, however, the efficicncy of the algorithm
decreases drastically. Therefore although it is useful as a tool for process analysis because it
can be applied directly, it may not be the best strategy for optimizing a complex wastewater
treatment system. The use of this algorithm for the analysis of wastewater treatment

processes is illustrated in more detail in Chapter 4.

IGGP is an efficient program for solving geometric programs. However, for the waste-
water treatment system model that contains a large number of equality constraints, the
optimization performs better with feasible starting solution. Therefore the second level
problem of finding the optimal value of the partitioned variable cannot be solved by efficient
optimization technique. In addition, the model has to be formulated as a geometric program
before IGGP can be applied, which may not always be possible because process design equa-

tions may be of any mathematically complicated forms.
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The decomposition approach is specially developed to sol‘ve the comprehensive system
model by taking advantage of the unique structure of the waste treatment system and
reducing the dimensionality of the problem. By decomposing the overall system into
interacting subsystems, different optimization algorithms can be appiied to soive different
subsystem designs. Nonlinear programming algorithms are also more efficient for solving
problems of smaller size. This approach is also quite flexible, since design of some unit
processes is done on a modular basis. Consequently, modifications of the process flowchart
will not cause extensive revision of the system model in terms of human eflort. The
identification of any trend related to cost-efficient design is especially useful since it suggests
design guidelines. Also, many solutions with good total system costs are identified in this
approach. These solutions can then be evaluated with respect to other planning issues that

are not captured in the cost minimization model.

et i

[ER——

[



S

o

e

133

CHAPTER 4

AN ILLUSTRATION OF THE USE OF THE OPTIMIZATION MCDEL

FOR PROCESS ANALYSIS AND DESIGN

4.1. Introduction

An optimization model can be used to obtain cost effective designs of the wastewater
treatment system defined by the selected process performance models and parameters.
Using an optimization model also enables the designer to analyze process performances sys-
tematically and effectively. Detailed design of the entire wastewater treatment system can

then be performed following the guidelines or trends suggested from the modeling study.

In this chapter the role of an optimization model is explored, and it is shown that such
a model may be used for more than just identifying a least-cost system design. Specifically,
such a model can be used as a tool for the analysis of treatment process performance and of
alternative treatment plant configurations. Potentially important research areas or design

guidelines can also be identified from these insights.

The hypothetical wastewater treatment system described in Figure 2.1 was designed
using various optimization approaches described in Chapter 3 for the design conditions sum-
marized in Tables 2.6 to 2.8. The final designs obtained from using GRG2 are summarized
in Table 3.9. These designs provide the basis for the following discussion. They have
several common characteristics; the overflow rate of the primary settling tank, the digester
operating temperature, and the solids concentration of the cake from the vacuum filter are
at their upper bounds. The implications associated with a variable being at its specified
bound in the final solution may provide useful insights. Relaxing such a bound may imply
that the total system cost could be reduced. It may be necessary, however, to extrapolate
process models. Additional research may be needed to justify such extensions if bounds

imposed on the decision variables represent ranges recommended for design or limits within
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which the process model is developed. On the other hand, if the bounds represent the limits
outside which process failure will occur, then extrapolation of a process model is inappropri-
ate. Modification of the process flowchart may also be suggested when a variable is at its
bound. For instance if an unusually high upper bound on a loading rate is approached in

the optimization solutions, then it may be desirable to eliminate that unit process.

Design of wastewater treatment systems is subject to uncertainties. Uncertainties
arise from parameter estimation, cost information, the prediction of influent characteristics,
possible changes in the water quality regulations, and the lack of knowledge about the per-
formance of some unit processes. While design is usually carried out by assuming steady-
state conditions, an operating wastewater treatment plant is more likely to réceive sewage
varying with time in quantity as well as in strength. There may also be other important
planning issues that are specific for each plant; examples are energy requirements, effluent
limitation on a specific pollutant, and system reliability concerns. In light of these realistic
considerations, the design obtained from the mathematical optimization of a comprehensive
system design model needs to be examined carefully or modified so that the final plant being

constructed will meet the design goals.

This chapter presents observations and discussions drawn from an examination of the
solutions obtained from the optimization of the example wastewater treatment system. The
discussion is on a unit-by-unit basis. Finally the design of wastewater treatment plant is
considered as a two-objective problem to illustrate a simplistic approach for design under
uncertainty. The tradeoff between economic efficiency and a flow safety factor is studied.
This design approach allows the use of an optimization model as a uselul preliminary design

aid.
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4.2. Primary Sedimentation

Typical design guidelines for a primary settling tank generally call for the overflow
rate to be less than or equal to 40 meters/day under the average flow conditions (see, for
example, Great Lakes- Upper Mississippi River Board of State Sanitary Engineers, 1978). In
their pilot scale studies, Tebbutt and Christoulas (1975) investigated the performance of pri-
mary settling tanks for overflow rates up to 150 meters/day. Their results implied that the
current practice is too conservative. As a result, an upper bound of 144 meters/day was
imposed on the overflow rate in the comprehensive system model. The final design showed

that the overflow rate is at this upper bound.

This solution suggests that the total system cost may be further reduced by relaxing
the upper bound on the overflow rate because of a negative reduced gradient associated with

this variable in the final solution. Two major questions arise:

1) Is the Voshel-Sak model a valid representation of the primary clarifier performance

when the overflow rate is as high as that assumed in the comprehensive system model?

2) Is the primary clarifier a cost-eflective unit in the assumed wastewater treatment sys-
tem?

Extrapolating the Voshel-Sak model to high overflow rates shows that solids removal
efficiency decreases only marginally as the loading increases substantially. This is depicted
in Figure 4.1. It is expected that the solids removal efficiency will decrease sharply when the
overflow rate reaches a critical value. Therefore the behavior of the primary settling tank at

high overflow rates should be an area of further investigation.

To address the second question, the primary settling tank was eliminated from the
base system. The modified system is shown in Figure 4.2. The GRG2 was used to deter-
mine an optimal design under the base conditions listed in Tables 2.6 through 2.8. The

GRG2 model describing the system design has 51 variables, 43 equality constraints, and
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three inequality constraints. The computer program listing of this model is included in

Appendix H. Table 4.1 summarizes the results of the optimization.

Three different starting points were used for the GRG2 runs. The final designs are
very similar, and the total system cost without the primary clarifier is about 492,500
dollars/year, or 1.6% less than the final design with the primary clarifier. The final design
obtained from using starting point No. 1 is shown in Figure 4.3 (refer to Section 2.2.2 for the
notation). A comparison between this design and the one with the primary clarifier in the
system (design No. 6 in Table 3.9) is shown by Table 4.2. Without the primary clarifier in
the system, a larger aeration tank and final clarifier are needed to achieve the same effluent
water quality. However, the total sludge production is less because of the absence of primary
sludge. Therefore the costs for sludge treatment and disposal are less. However, the biologi-
cal parameters used for design of the system without the primary clarifier are likely to be
different from those of the system with the primary clarifier. This is a weakness of this
analysis and further research is necessary to determine how the biological parameters are
affected by the absence of the primary clarifier. For the base design conditions, with the
assumption that biological parameters are constant, provision of the primary clarifier

appears to be unjustified as far as the cconomic efficiency of the system is concerned.

To explore further the role of the primary clarifier, the influent volatile biodegradable
suspended sclids concentration was increased to 200 mg/l while the other parameters in the
model remained unchanged. Five different starting points were used for the GRG2 optimiza-
tion runs, and the results are tabulated in Table 4.3. In contrast to the results when the
base design conditions were evaluated, the primary clarifier overflow rate is not at the
upper bound of 144 meters/day in any of the final solutions. This suggests that the pres-
ence of this unit is cost-effective for these design conditions. The final design obtained from
starting point No. 5 is shown in Figure 4.4; this design has the lowest total system cost

(545,000 dollars/year) among the five final designs.
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Table 4.1 - Treatment Plant Design Optimization : Base System Without a Primary Clarifier

Solution Obtained Using GRG2

F—

Variable (Unit)

1 2 3
_ Mean Cell Residence Time (days]
!’ initial 3.0 5.5 2.5
E final 2.08 2.08 2.08
Hydraulic Retention Time (hr) ’
T initial 6.0 8.0 4.0
fr:;)i\,l; final 4.6 4.7 4.7
Sludge Recycle Ratio (%)
initial 25.0 30.0 15.0
g final 14.7 14.6 145
"‘ Solids Loading on Thickener (kg/m?/day) '
. initial 24.0 36.0 18.0
,‘ final 12.3 12.0 12.1
‘&' Digestion Temperature (o C)
initial 35 35 35
! final 60 60 60
B Retention Time in Digester (days)
initial ’ 15.0 20.0 10.0
) final 12.4 13.4 12.9
x Solids Loading on Digester (kg/m?/day)
initial ' 24.0 36.0 18.0
\ final . 34.9 34.6 347
| Filter Yield (kg/m?/hr)
’ initial 8.0 6.9 9.0
final 7.02 7.03 7.03
‘ Cake Solids Concentration (kg/m?)
o initial 142.2 162.2 125.5
final 150.0 150.0 150.0
Effluent BOD, (mg/1)
initial 25.1 14.0 21.7
final 30.0 30.0 30.0
i Effluent TSS (mg/1)
5 initial 39.3 243 16.1
final 30.0 30.0 30.0
R - Total System Cost (10% $/yr)
= initial 585.1 661.7 655.5
v final 192.6 192.5 192.5
Computer Time (CP seconds) 38.073 85.200 26.636
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Table 4.2 - Final Designs With and Without a Primary Clarifier in the System

Variables (Units) With Primary Clarifier  Without Primary Clarifier
Primary Clarifier Surface Area (mz] 251 - .
Mean Cell Residence Time (days) 2.19 2.08
Aeration Tank Volume (m?) 5637 7038
Sludge Recycle Ratio (%) 12.8 14.7
Final Clarifier Surface Area (m? 687 717
Thickener Influent Flowrate (m®/hr) v 11.8 17.8
Thickener Influent Solids Concentration (kg/m?) 21.3 12.0
Thickener Surface Area (m? 475 411
Digestion Temperature (e C) 60 ‘ 60
Primary Digester Volume (m?) 1500 1170
Retention Time in Digester (days) 14.0 12.4
Vacuum Filter Surface Area (m?% 6.7 10.8
Cake Solids Concentration (kg/m?) 150 150
Effluent BOD, (mg/1) 30.0 30.0
Effluent TSS (mg/1) 30.0 30.0
Total System Cost (10° $/yr) 500.4 492.5

The same design conditions were then examined for a system without a primary
clarifier. Four starting points were tested, and the final designs were very similar (Table
4.4). The total system would cost 556,300 dollars/year, which is slightly (2%) higher than
that for the base system designed for the same conditions. This design is shown in Figure
4.5. A comparison of the two designs is shown by Table 4.5. It is not surprising to observe
that the primary clarifier is cost-eflective when the influent wastewater contains high con-
centration of suspended organic materials. This trend would be éxpected to apply to even
higher, or lower, influent suspended solids levels than those considered here. In general,
depending on the design conditions, the observations that can be drawn from a wastewater

treatment system optimization study may be very different.

4.3. Activated Sludge

The final designs for the base system are characterized by an effluent that just meets

the assumed water quality standards. However, it is possible that only one of the two con-
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Table 4.3 - Summary of Wastewater Treatment System Design :
[nfluent Volatile Biodegradable Solids = 200 mg/I

Variables (Units)

Solution Obtained Using GRG?2

1 2 3 4 bl

Primary Clarifier Overflow Rate (m/day)

initial 36.0 24.0 32.0 36.0 24.0

final 130.0 79.9 116.6 69.2 113.3
Mean Cell Residence Time (days)

initial 2.0 3.0 4.0 5.0 6.0

final 2.38 2.41 2.39 2.42 2.39
Hydraulic Retention Time (hr)

initial 2.4 3.6 6.0 418 10.8

final 4.3 1.2 4.3 4.1 1.3
Sludge Recycle Ratio (%)

initial 15.0 30.0 25.0 25.0 10.0

final 14.1 13.6 140 13.5 13.9
Solids Loading on Thickener (kg/m?/day)

initial 12.0 36.0 40.0 24.0 12.0

final 12.0 12.0 12.0 12.0 12.0
Digestion Temperature (o C)

initial 35.0 25.0 35.0 35.0 35.0

final 60.0 60.0 60.0 60.0 60.0
Retention Time in Digester (days)

initial 15.0 20.0 15.0 15.0 15.0

final s 14.7 17.1 14.4 16.0 15.1
Solids Loading on Digester (kg/m?/day)

initial 12.0 24.0 18.0 24.0 12.0

final 48.0 48.0 48.0 48.0 48.0
Filter Yield (kg/m?/hr)

initial 12.0 7.8 12.0 8.0 10.0

final 6.41 6.31 6.37 6.31 6.31
Cake Solids Concentration (kg/m®

initial 79.9 186.3 52.2 142.2 1642

final 121.0 150.0 132.3 148.3 150.0
Effluent BOD, (mg/1)

initial 31.5 35.7 349 17.8 24.7

final 30.0 30.0 30.0 30.0 30.0
Effluent TSS (mg/l)

initial 21.7 50.7 59.5 23.4 41.1

final 30.0 30.0 30.0 50.0 30.0
Total System Cost (10% $/yr)

initial 788.4 7743 799.9 768.7 7794

final 554.6 547.0 550.9 548.1 545.0
Computer Time (CP seconds)” 536 88.273 666 570 525

* Except for starting point No. 2, all computer times reported on this table are recorded when

the optimization model and GRG2 are run on a Harris computer. A subroutine calculating the

analytical derivatives for all functions in the model is incorporated in these runs.
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Table 1.4 - Treatment Plant Design Optimization : Base System Without a Primary Clarifier,
Inlluent Volatile Biodegradable Suspended Solids Concentration = 200 mg/!]

Solution Obtained Using GRG2

Variables (Units)

1 2 3 4

Mean Cell Residence Time (days)

initial 4.0 3.0 5.0 6.0

final 2.27 2.27 2.27 2.27
Hydraulic Retention Time (hr)

initial 4.8 6.0 48 12.0

final 5.8 5.8 5.8 5.8
Sludge Recycle Ratio (%)

initial 15.0 10.0 50.0 30.0

final 17.1 17.1 17.1 17.1
Solids Loading on Thickener (kg/m?/day)

initial 12.0 24.0 18.0 36.0

final . 12.0 2.0 12.0 12.0
Digestion Temperature ( C)

initial .35 35 35 35

final 60 60 60 60
Retention Time in Digester {days)

initial 15.0 20.0 25.0 10.0

final 14.6 14.0 15.1 14.4
Solids Loading on Digester (kg/m?/day)

initial 12.0 24.0 18.0 30.0

final 45.5 44.9 46.0 45.4
Filter Yield (kg/m*/hr)

initial 10.0 7.8 8.7 7.4

final 6.42 6.45 6.40 6.43
Cake Solids Concentration (kg/m?

initial 164.1 186.3 162.1 145.1

final 150.0 150.0 150.0 150.0
Effluent BOD_ (mg/l)

initial 15.1 17.7 15.7 16.8

final 30.0 30.0 30.0 30.0
Effluent TSS (mg/1)

initial 13.8 11.3 21.8 30.4

final 30.0 30.0 30.0 30.0
Total System Cost (10 $/yr)

initial 837.2 T43.7 779.4 757.6

final 556.3 556.3 556.3 566.3
Computer Time {CP seconds) 26.105 37.745 45.062 30.451
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Table 4.5 - Final Designs With and Without a Primary Clarifier in the System :

Influent Volatile Biodegradable Suspended Solids Concentration = 200 mg/I

Variables {Units) With Primary Clarifier Without Primarv Clarifier

Primary Clarifier Surface Area (m7 320 --

Mean Cell Residence Time {days) 2.39 2.27
Aeration Tank Volume (m®) 6500 8778
Sludge Recycle Ratio (%) 13.9 17.1
Final clarifier Surface Area {m? 702 752
Thickener Influent Flowrate (m3/hr) 15.2 23.7
Thickener Influent Solids Concentration (kg/m?) 23.7 11.4
Thickener Surface Area’(m?) 716 533
Digestion Temperature (o C) 60 60

Primary Digester Volume (m®) 2072 1639
Retention Time in Digester (days) 15.1 14.0
Vacuum Filter Surface Area (m?) 14.1 12.6
Cake Solids Concentration (kg/m?) 150 150
Effluent BOD, (mg/l) 30.0 30.0
Effluent TSS (mg/1) ' 30.0 30.0
Total System Cost (10% $/yr) 545.0 556.3

straints would be binding in the final solution if a dilferent set of design conditions are con-
sidered. In the final solutions listed in Table 3.9, the sludge ages are about 2.2 days for the
design conditions assumed in Tables 2.6 to 2.8 since no provision for nitrification is con-
sidered in the model. The sludge recycle ratios (10~13%) are lower than what is usually
experienced in practice because the effluent suspended solids concentration increases with
the recycle ratio according to Chapman’'s model. Good sludge thickening in the final settling

tank is also suggested at this low value of the sludge recycle ratio.

Siudge scttling characteristics could be affected by the sludge age. DBisogni and
Lawrence (1971) showed that sludge flocculated and setiled better with longer sludge ages.
This observation was questioned by Dick and Hasit (1981). Currently there is no consensus
on how sludge age affects the activated sludge settling properties. If longer sludge ages do
enhance sludge thickening, then the design sludge age should perhaps be longer than that

obtained for the base system design.
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Increased organic loading to the wastewater treatment plant would be expected to
have a direct effect on the design of the activated sludge process. The influent soluble BOD,
concentration was increased to 200 mg/l and the model was optimized with GRG2 using five
different starting points. The results are summarized in Table 4.6. Although' the initial
designs are quite different, with sludge ages ranging from two to six days, the final solutions
obtained by GRG2 are very similar. The system design obtained with starting point No. 1 is
shown in Figure 4.6. A comparison of this design with the final design (No. 6 in Table 3.9)
obtained for the base design conditions (influent soluble BOD; = 100 mg/l) is shown by
Table 4.7. It is observed that the design of the primary clarifier is not affected by changing
the influent soluble BOD;. This is consistent with the assumption made in the primary
clarifier design that the soluble BOD is unaffected by this unit. The design determined for
the high influent soluble BOD, condition has a slightly higher sludge age in order to meet
the same effluent water quality requirements. The aeration tank is bigger, and the MLSS
concentration is higher because of the higher organic loading. The sludge production rate is

s

high, resulting in higher costs for sludge treatment and disposal.

4.4. Secondary Sedimentation

The clarification model describing the solids removal of the final settling tank in the
activated sludge process plays a critical role in the design of wastewater treatment plants.
Most previous researchers (see, for example, Middleton and Lawrence, 1976, Tyteca, 1981)
assumed that the final clarifier is 1007 eflicicnt in the removal of suspended solids. If the
efluent is assumed to be free of suspended solids, then the system design model is subject

)
only to a restriction on the BOD concentration.

This assumption can be expected to have significant impact on the entire treatment
plant design. The comprehensive system model was modified to examine this issue; the

water quality constraints are reduced to



Table 1.6 - Treatment Plant Design Optimization

: Influent Sofuble BOD, = 200 mg/I

Variables (Units)

Solution Obtained Using GRG2

1 2 3 4 5

Primary Clarifier Overflow Rate (m/day)

initial 36.0 24.0 32.0 36.0 21.0

final 144.0 144.0 144.0 144.0 144.0
Mean Cell Residence Time (days)

initial 2.0 3.0 4.0 5.0 6.0

final 2.47 247 2.47 2.47 2.47
Hydraulic Retention Time (hr)

initial 3.6 6.0 4.8 10.8

final 5.1 5.1 5.1 5.1
Sludge Recycle Ratio (%)

initial 15.0 30.0 25.0 25.0 10.0

final 15.8 15.7 15.8 15.8 15.8
Solids Loading on Thickener (kg/m?/day)

initial 12.0 36.0 40.0 24.0 12.0

final . 12.0 12.0 12.0 12.0 12.0
Digestion Temperature ( Cj

initial 30.0 25.0 35.0 30.0 35.0

final 60.0 60.0 60.0 60.0 60.0
Retention Time in Digester (days)

initial 15.0 20.0 15.0 15.0 15.0

final 14.2 14.2 13.7 14.2 13.6
Solids Loading on Digester (kg/m*/day)

initial 12.0 21.0 18.0 21.0 12.0

final 48.0 48.0 48.0 48.0 48.0
Filter Yield (kg/m?/hr)

initial 10.0 10.0 12.0 8.0 12.0

final 6.31 6.31 6.31 6.32 6.31
Cake Solids Concentration (kg/m?)

initial 161.1 53.9 52.2 142.2 79.9

final 150.0 150.0 150.0 147.0 150.0
Effluent BOD, (mg/1)

initial 29.0 26.6 243 15.7 16.14

final 30.0 30.0 30.0 30.0 30.0
Effluent TSS (mg/l)

initial 14.6 275 518 17.6 20.7

final 30.0 30.0 30.0 30.0 30.0
Total System Cost (10° $/yr)

initial 822.4 937.2 858.0 855.5 876.7

final 577.1 o77 577.2 e 577
Computer Time (CP seconds) 64.4 92.9 715 78.0 105.2
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Table 4.7 - Final Designs With Different Influent Soluble BOD  Concentration

Influent Soluble BOD5

Variables (Units) 100 me/1 200 mg/
g <0l mg

Primary Clarifier Overflow Rate (m/day) 144.0 144.0
Mean Cell Residence Time (days) 2.19 2.47
Hydraulic Retention Time (hr) 3.7 5.1
Aeration Tank Volume (m®) 5637 7688
MLSS Concentration (mg/1) 1530 1730
Sludge Recycle Ratio (%) 12.8 15.8 -
Final Clarifier Surface Area (m®) 687 728
Thickener Influent Flowrate (m®/hr) 11.8 17.6
Thickener Influent Solids Concentration (kg/m?) 21.3 17.7
Mass of Sludge Processed (kg/hr) : 251 312
Solids Loading on Thickener (kg/m?/day) 12.6 12.0
Thickener Surface Area (m?) 475 621
Digestion Temperature ( C) -60.0 60.0
Retention Time in Digester (days) 13.9 14.2
Primary Digester Volume (m?®) 1500 1967
Solids Loading on Digester (kg/m?/day) 40.6 48.0
Filter Yield (kg/m?/hr) 6.67 6.31
Vacuum Filter Surface Area (m?) : 6.7 13.7
Cake Solids Concentration (kg/m?) 150.0 150.0
Effluent BOD, (mg/l) 30.0 30.0
Effluent TSS (mg/!) 30.0 30.0
Total System Cost (10° $/yr) 500.4 577.1
S, =< BODg standard (4.1)

where S, is the soluble BOD; concentration ‘in the plant eflluent as defined in Chapter 2.
Since the total suspended solids concentration of the effluent is assumed to be zero, no con-

straint is needed for suspended solids.

Optimization runs were made with a total (soluble) BOD, standard of 15 and 10 mg/]
for the base design conditions except the influent soluble BODg concentration was changed
from 100 to 200 mg/l. The results of these two runs are summarized in Table 4.8. These
final designs show that the total system costs are much less than that obtained originally
(577,100 dollars/year in Table 4.6) evem though the BOD, standards are much more

stringent (30 mg/l initially). If Chapman’s model for clarification correctly calculates the
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Table 4.8 - Summary of Optimal Wastewater Treatment System Design Obtained
Assuming Complete Clarification

Variable (Unit)

BOD_ =15 mg/l

BOD =10 mg/1

Primary Clarifier Overflow Rate (m/day)
Initial
final

‘Mean Cell Residence Time (days)

initial
final
Hydraulic Retention Time (hr)
initial
final
Sludge Recycle Ratio (%)
initial
final
Solids Loading on Thickener (kg/m?/day)
initial
final
Digestion Temperature (o C)
initial
final
Retention Time in Digester (days)
initial
final
Solids Loading ont Digester (kg/m?/day)
initial
final
Filter Yield (kg/m®/hr)
initial
final
Cake Solids Concentration (kg/m?)
initial
final
Effluent BOD, (mg/1)
initial
final
Effluent TSS (mg/l)
initial
final
Total System Cost (10% $/yr)
initial
final
Computer Time (CP seconds)

32.0
144.0

4.0
2.78

40.0
19.2

35.0
60.0

15.0
15.6

18.0
48.0

12.0
6.56

31.9
139.1

858.0
496.7
98.7

32.0
144.0

4.0
4.07

10.9

31.9
120.0

858.0
535.8
738.1
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ellluent suspended solids concentration, then the designs shown in Table 4.8 are in fact
unzacceptable because the actual BOD; concentration would be greater than 50 mg/t and the
actual total suspended solids concentration greater than 120 mg/l; these concentrations are

well beyond the water quality restrictions.

This example illustrates that it is important, of course, for a comprehensive system
model to include complete performance relationships for all unit processes in the system.
Performance relationships for some unit processes, however, may not be available or not be
reliable. In such cases, making simplifying assumptions are crucial since an “‘optimal design”
obtained is not likely to be optimal or even feasible when the process mechanisms are taken
into account. This example also supports the view that in general it is more important to
use such a system model as a tool to identify the limitations of current process models and
future research areas, and to analyze the trends for cost-effective process synthesis or design,

rather than to use such a model to obtain the “optimal system design."”

4.5, Sludge Thickening

Sludge thickening in a wastewater treatment plant is provided to reduce the volume of
sludges for processing and final disposal. Very large thickeners are specified by the solutions
to the base system model, and the digester influents have concentrations higher than 5% in
all designs in Table 3.9. With these high solids concentrations. the costs of heating the diges-
ter influent become outweighed by the benetits that can be derived from the methane pro-
duction in the digester. Therefore an efficiently designed thickener is the key to a cost-
effective sludge treatment train. However, there should be a practical limit on thickener
design beyond which the limiting ﬂux‘ theory is no longer applicable for predicting underflow
solids concentration. The lower bound for the solids loading of the gravity thickener in the
model is 12 kg/m*/day which is lower than values usually observed in practice. The model-

ing study suggests that the limitations of the limiting flux theory be investigated. A long
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detention time in the thickener may cause sludge degrudation in the thickener and problems

in sludge transport.

There are a number of possible schemes for sludge thickening other than that assumed
in the base flowchart. One such scheme has been analyzed using the system model. If the
limiting flux theory is valid for primary sludge thickening as assumed, then recirculation of
the waste activated sludge to the primary clarifier would appear to be very attractive. The
separate thickener could then be eliminated from the system. and yet a very concentrated
sludge could be obtained from the primary settling tank and pumped directly to the diges-
ter. This scheme is depicted in Figure 4.7. The thick sludge would have a significant impact

in reducing the cost of sludge treatment and disposal.

The GRG optimization model was modified to represent the flowchart shown in Figure
4.7. The revised optimization model has 51 variables, 43 equations, and three inequality

constraints. A listing of the optimization model is in Appendix I.

Results of optimizing the treatment system design using GRG2 are listed in Table 4.9.
Five starting points were used in this exercise. The final solutions have objective function
values ranging from 466,200 to 469,200 dollars/year, representing cost reductions of 6.2 to
6.8% from the cost of the base system designed for the same conditions (which has total sys-
tem cost of about 500,400 dollars/year). The final design obtained from starting point No. 1

in Table 4.9 is shown in Figure 4.8.

Because of the use of the primary clarifier as a thickener, the finai solutions specifiy
that the size of this unit be from 400 to 750 m®, which are significantly larger values than
the 250 m? obtained for the base system. In the design shown in Figure 4.8, the primary
sludge is about 7.5% (75.5 kg/m®) with a flowrate of 3.45 m3/hr. This sludge is a highly
concentrated digester influent with a high organic content, which helps to produce more

methane gas at a moderate digcstef retention time (17.6 days). A comparison of the pri-
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Table 4.9 - Summ.ary of System Design Optimization : Waste Activated Sludge

Returned to Primary Settling Tank

Variables (Units)

Solution Obtained Using GRG2

1 2 3 4 5

Primary Clarifier Overflow Rate (m/day)

initial 72.0 36.0 48.0 60.0 120.0

final 70.7 58.1 48.1 57.3 90.8
Mean Cell Residence Time (days)

initial 3.0 2.5 5.0 5.5 4.5

final 2.27 2.29 2.30 2.29 2.25
Hydraulic Retention Time (hr)

initial 3.6 2.9 6.0 438 3.6

final 3.4 3.2 3.3 3.5 3.4
Sludge Recycle Ratio (%)

initial 20.0 15.0 30.0 20.0 30.0

final . 11.5 12.4 11.3 10.6 11.5
Digestion Temperature ( C)

initial 50 35 35 35 35

final 60 60 60 60 60
Retention Time in Digester (days)

initial 25.0 20.0 10.0 25.0 20.0

final 17.6 23.1 19.1 20.8 15.3
Solids Loading on Digester (kg/m?/day)

initial 12.0 2.4 2.4 4.8 7.2

final , 26.5 23.8 18.8 22.8 32.2
Filter Yield (kg/m?/hr)

initial 10.0 20.0 20.0 14.5 12.0

final 7.69 7.98 8.64 8.10 7.20
Cake Solids Concentration (kg/m?

initial 164.1 161.4 161.4 153.3 168.7

final 150.0 150.0 150.0 150.0 150.0
Effuent BOD, (mg/!)

initial 26.0 278 28.8 14.8 16.7

final 30.0 30.0 30.0 30.0 30.0
Effluent TSS (mg/l)

initial 33.6 28.1 56.1 20.2 22.0

final 30.0 30.0 30.0 30.0 30.0
Total System Cost (10% $/yr)

initial 505.1 692.3 7242 670.4 653.7

final 166.2 168.0 . 469.2 167.4 467.0
Computer Time (CP seconds) 23.929 29507 46.465  27.029  33.950




156
LFFLUENT
A
b
1499
) ) Ty
iznng 1518 1514 - can . LR
=G BLLE LA 3
303 Ll -0331 .00
i) 51 oET AL -008
IR TEY 75 i'%;: —3551 030
=53]\ 378 Ly | V=518 m EE l
e Ap’ 514 m | Qc=2.27 saye H—
INFLUENT 7 | ;=0.115
174
3.45 L
T8 3.0
i 338
9.7 : 14.8 |
755 5!
553
5
3.0
e e
| ;
J__
X :
JL
Vd=1456 I'Y\3
] Td= 60 ¢ 3.45!
— 6%
b )
il e )
— |
— — 197
23]
e 7
2.03 s LEGEND:
09 =7
) 5 ’:i}: SLUDGE
N .
KA
3801 L. —>: LIQUID
1§ a7 —_— 1§§
- — - ‘ P ) N e —
O CAa 101 T L G: m/nn
l P S: g/
——— _,_-'1325‘1 Watk 1/
|; ------- =221 Md:kq /e
k) Mj:kgrsim!
LANCFILL 78.5 Mg:kg /ol
127 ;
Myt kq /Y
[1507]

Figure 4.8- Best Design for the System Where Waste Activated Sludge
is Returned to Primary Clarifier

s

[——

et e

—

Nk tann s

[T



157

mary digester designs for the base system (design No. 6 in Table 3.9) and the modified sys-

tem is shown by Table 4.10.

It is recognized that thickening characteristics of the combined waste activated sludge
and the raw wastewater may be different from those of the raw influent alone. Also because
the waste activated sludge contains a high concentration of microbial mass, biological stabili-
zation of soluble organics is possible in the primary clarifier. Experimental work on the use
of the primary clarifier as a thickener is necessary to verify the results from the modeling

study.

Primary sludge concentration has been modeled by many researchers as a constant.
This modeling approach was examined by fixing the primary sludge concentration to 4% in
the optimization models. Table 4.11 summarizes the designs obtained from this approach
and from using the differential thickening technique for the base system. The influent solu-
ble BOD is 200 mg/! in these runs. In general, the two solutions show the same characteris-
tics for a cost-effective désign. The liquid subsystem designs appear to be similar regardless
of the approach selected to model the primary sludge concentration. The mass l'r:ictions of

the primary sludge are about the same in the two designs, which results in very similar

Table 4.10 - Comparison of Primary Digester Designs for the Base System
and the System in Figure 4.7

Wasted Activated Sludge

Design Conditions Base System Returned to Primary Clarifier

Inlluent Flowrate (m®/hr) 4.48 3.45
Influent Volatile Solids (kg/m?) 40.6 53.8
Influent Total Solids (kg/m?) 55.8 75.5
Digester Volume (m?) 1500 1456
Digestion Temperature (°C) 60 60

Solids Retention Time (days) : 13.9 17.6
Methane Production (m®/day) 1947 2114
Heating Requirement (10° kWhr/yr) : 2.47 1.96

Net Value from Digester Gas (10° kWhr/yr) 4.60 5.71
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Table 4.11 - Comparison of Optimal Designs by Different Models to Determine
Primary Sludge Concentration

Variables {Units) Limiting Flux  Constant {49)
Primary Clarifier Overflow Rate (m/day) 144 144
Primary Sludge Concentration (%) 7.7 4.0
Mean Cell Residence Time (days) 2.47 2.47
Hydraulic Retention Time (hr) 5.1 5.1
Sludge Recycle Ratio (%) 15.8 15.7
Solids Loading on Thickener (kg/m?/day) 12.0 12.0
Thickener Surface Area (om'“’) 620 621
Digestion Temperature ( C) 60.0 60.0
Primary Digester Volume (m?) 1670 1920
Retention Time in Digester (days) 14.2 13.8
Solids Loading on Digester (kg/m?/day) 48.0 48.0
Filter Yield (kg/m?2/hr) 6.31 6.31
* Cake Solids Concentration (kg/m?) 150.0 150.0
Effluent BOD_ (mg/1) 30.0 30.0
Effluent TSS (mg/l) 30.0 30.0
Total System Cost (10° $/yr) 577.1 581.8
Computer Time (CP seconds) 64.4 54.4

Notes: 1) Starting point No. 1 in Table 4.6 is used for these runs.
2) Influent Soluble BOD = 200 mg/1

thickener sizing. However, because of the difference in the digester influent flowrate and
solids concentration due to the different modeling approaches for the primary sludge concen-
tration, the primary digesters are designed differently in the two solutions in Table 4.11.

Therefore the total system costs in the two designs are slightly different.

A similar modification of the primary sludge concentration was also made in the model
describing the wastewater treatment system with recirculation of the waste activated sludge
to the primary clarifier (see Figure 4.7). Solutions were obtained for the base conditions in
which the influent soluble BODg concentration is 100 mg/l. Three different starting points
were used to run GRG2. Results are tabulated in Table 4.12.

It is interesting to note that starting points No. 1 and No. 3, although very different,

converge to exactly the same point in the optimization. This solution is displayed in Figure

4.9. A comparison between this design and that obtained by modeling the primary sludge

S
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Table 4.12 - Summary of System Design Optimization :

Primary Secttling Tank, Primary Sludge @ 4%

Waste Activated Sludge Returned to

Variables (Units)

Solution Obtained Using GRG?2

1 2 3

Primary Clarifier Overflow Rate (m/day)

initial 72.0 36.0 24.0

final 144.0 144.0 144.0
‘Mean Cell Residence Time (days)

initial 2.5 3.0 5.0

final 2.21 2.22 2.21
Hydraulic Retention Time (hr)

initial 3.6 2.4 4.8

final 3.6 3.6 3.6
Sludge Recycle Ratio (%)

initial 15.0 25.0 15.0

final 11.7 11.7 11.7
Digestion Temperature (e C)

initial 35.0 35.0 35.0

final 60.0 59.9 60.0
Retention Time in Digester (days)

initial 20.0 15.0 10.0

final 11.7 5.0 11.7
Solids Loading on Digester {(kg/m?/day)

initial ' 2.4 12.0 24.0

final 48.0 48.0 48.0
Filter Yield (kg/m?/hr)

initial 20.0 10.0 7.9

final 6.31 6.31 6.31
Cake Solids Concentration (kg/m®)

initial 161.4 164.1 160.1

final 150.0 150.0 150.0
Effluent BOD, (mg/l)

initial 28.8 223 16.6

final 30.0 0 30.0
Effluent TSS (mg/l)

initial 33.8 22.8 21.6

final 30.0 30.0 30.0
Total System Cost (10° $/yr)

initial 704.0 668.7 706.4

final 489.4 507.3 4894
Computer Time (CP seconds) 39.3938 36.433 29.373
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concentration using the lifniting flux theory (Solution No. 1 in Table 4.9) is shown in Table
4.18. The difference in total system cost is more pronounced in this case than in the previ-
ous example, with the limiting flux approach costing about 5% less than the approach which
assumes that the primary sludge concentration is independent of the primary clarifier sur-
face area. The major difference in the system design is, as expected, in the primary clarifier.
When the limiting flux theory is used to calculate the primary sludge concentration, the
underlying assumption is that the primary clarifier serves as a thickener as well. In this
case, this use is necessary in the most cost-efficient design since it reduces the volume of the
sludge to be processed. This is also the reason why this thickening scheme, i.e., returning
the waste activated sludge to the primary clarifier, is potentially attractive. On the other
hand, if the primary sludge is fixed at 4%, then the thickening function of the primary
clarifier is neglected. No matter how small the primary clarifier is, the thickened sludge
from the clarifier is always at the same concentration of 4%. This causes the optimization

program to select the size of the primary clarifier that is as small as possible.

In summary, modeling the primary sludge concentration as a constant has little eflect
on the solution obtained for a cost-efliciecnt wastewater treatment system design for the base
system; for this system, however, the thickening potential of the primary clarifier is limited
because of the sludge thickening scheme specified. In contrast, when a system flowchart is
designed specifically to take advantage of the thiékcning capability of the primary settling
tank, then this capability may be more important. It is also noted that if the primary sludge
concentration were modeled initially as a constant in the base system design, the final solu-
tions obtained may have suggested designs with a good total system cost, but these solutions
would not have suggested the alternative sludge thickening scheme of returning the waste
activated sludge to the primary clarifier. This insight was directly provided by the model,

however, when the primary sludge concentration was modeled using the limiting flux theory.



162

Table 4.13 - Comparison of Designs by Different Modeling Approaches
on Primary Sludge Concentration :
Waste Activated Sludge Returned to Primary Clarifier

Variables {Units) Limiting Flux  Constant {49)
Primary Clarifier Surface Area (m®) 514 253
Primary Sludge Concentration (%) 7.6 4.0
Mean Cell Residence Time (days) 2.27 2.21
Aeration Tank Volume {m®) 5115 5416
Hydraulic Retention Time {hr) 3.4 3.6
Sludge Recycle Ratio (%3) 11.5 11.7
" Digester Influent Flowrate (m®/hr) 3.45 6.62
Digestion Temperature ( C) 60 60
Primary Digester Volume (m?®) 1456 1861
Retention Time in Digester (days) 17.6 11.7
Secondary Digester Volume (m?) 760 450
Filter Yield (kg/m®/lr) 7.69 6.31
Vacuum Filter Surface Area (m?) 10.1 12.9
Cake Solids Concentration (kg/m?) 150.0 150.0
Effluent BOD, (mg/l) 30.0 30.0
Effiuent TSS (mg/1) 30.0 30.0
Total System Cost (10° $/yr) 466.2 489 4

This example has ;llustrat-ed that the comprehensive system model can be used to
analyze cost-efficient process integration. Results presented here are dependent on the set-
tling properties of the primary, the activated, and the combined primary and activated
sludges, as well as the limitations of all of the unit process models. Consequently it is the
methodology of the analysis and the philosophy of using the optimization model for process
analysis that are important. An optimization model enables the design engineer to investi-
gate alternative flowcharts efficiently. Insights about the impact on the entire plant due to
design modification of a single unit process can be obtained. Such information should be
viewed as supplementing the traditional knowledge used by the design engineer (not as

replacing any of it).
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4.8. Anaerobic Digestion‘

The final solutions obtained for the base system and all design conditions considered
suggest thermophilic digestion because the digestion temperature is at it; specified upper
bound of 60 °C. This upper bound cannot be relaxedvbecause the activities of the anaerobic
microorganisms will decrease drastically and finally stop completely when the digestion tem-
perature goes higher than this temperature. Thermophilic digestion results in a high degree
of organics stabilization and high methane production, which is given a cost credit in the
model. The solids concentrations of the digester influent in the final solutions are all higher

than 5%. This high concentration results in low energy requirements for heating the

influent.

It is recognized that the unit process model used in this analysis (equation (2.48}) is
based on a number of assumptions and is developed from limited experimental data. It
appears that fine-tuning of that model would be worthwhile to verify the benefits associated

with a thermophilic digestion system.

The final solutions in Table 3.9 also call for the elimination of the secondary digester
since the influent solids concentration to this unit is almost identical to the underflow solids
concentration at the design loading rate. Both the secondary digester and the vacuum filter
are provided to achieve the same purpose, sludge concentration. Because of the poor set-
tling characteristics of the digested sludge, it is more economical to concentrate the sludge
by vacuum filter than by the secondary digester. It is interesting that this insight, which
was obtained using the model for the example problem, is consistent with the observations
by Lawler and Singer (1984) who suggested the elimination of the secondary digester in o
treatment plant based on their survey of the performance of the secondary digester as a

thickener at a number of existing plants.

Eliminating the secondary digester from the system layout may not be desirable in

practice, however, since the secondary digester provides reliability to the system. Because of
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the reliability problems associaied with operating an anaerobic digester, it may be desirable
to have the secondary digester in the system. Cleaning the primary cell is also possible
without the necessity of operational modifications if secondary digesters are present. In
addition, methane production is generally observed in the secondary digester, which contri-
butes to the net energy production. Since these considerations are not captured in the
mathematical model, it would be desirable to explore the role of the secondary digester in

more detail in an actual design exercise.

This example also brings up the general question of the role of an optimization model.
Planning and design of a wastewater treatment system in general is very complicated. Using
mathematical models for design may not include all important considerations in a realistic
treatment system design situation. For example, the system that has the least system cost
may not satisly other design criteria such as ease of operation or high degree of system relia-
bility. Mathematical models should be used to generate alternative system designs that are
good with respect to theése important design criteria. Traditional engineering design con-

cepts can then be exercised to determine the most adequate system design.

Because of the consideration given to the rising digester gas on the digested sludge set-
tling characteristics, the digested sludge settling velocity was assumed to be only one-fourth
of that of a fully digested sludge in the calculation of the digested sludge solids concentra-
tion (see Section 2.3.7). This factor discounts the digested sludge settling velocity from what
is predicted by the limiting flux theory alone. For a thermophilic digestion system, the per-
cent of organics stabilization is very high in the primary digester. Therefore the effect of
digester gas on sludge settling in the secondary digester becomes less significant, and a larger
factor is more appropriate. A factor of 0.90 was substituted for 0.25 in the secondary diges-
ter design, and one optimization run was made for the base system and design conditions.
The results are summarized in Table 4.14 and depicted in Figure 4.10. Also listed in Table

4.14 for comparison is the solution obtained for the base design conditions (design No. 6 in

R
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Table 4.14 - Sensitivity of the System Design to the Digested Sludge Settling Characteristics

Variables (Units) Initial Final® Base Design

Primary Clarifier Overflow Rate (m/day) 72.0 144.0 144.0
Mean Cell Residence Time (days) 3.0 2.19 2.19
Hydraulic Retention Time (hr) 3.6 3.8 3.7

Sludge Recycle Ratio (%) 30.0 12.6 12.8
Solids Loading on Thickener (kg/m?*/day) 36.0 12.0 12.6
Digestion Temperature ( C) 25.0 60.0 60.0
Retention Time in Digester (days) 20.0 14.0 13.9
Solids Loading on Digester (kg/m?/day) 240 94.0" 40.6
Filter Yield (kg/m?/hr) 12.0 7.73 6.67
Cake Solids Concentration (kg/m?®) 196.9 150.0 150.0
Effluent BOD, (mg/1) 26.1 30.0 30.0
Effluent TSS (mg/l) 36.8 30.0 30.0
Total System Cost (10% $/yr) 644.6 484.9 500.4

* Computer time for optimization : 67.034 CP seconds.
*¥ Upper bound of digester solids loading (48 kg/m?/day) is relaxed in this run.

Table 3.9). When the digested sludge is assumed to have better settling properties, the total
system cost is lowered to 484,900 dollars/year. The solution specifies a small secondary
digester surface area (22 m?) which would concentrate the digested sludge from 2.0 to 2.4%
(20.2 to 24.5 kg/m® in Figure 4.10). The solids loading on the secondary digester, however,
is extremely high at 94 kg/m?/hr, and the secondary digester begins to play a role in the
overall wastewater treatment system. This suggests that the settling properties of the dig-
ested §ludge have a direct effect on the arrangement of the digestion system (i.e., should a
secondary digester be included or not) if the limiting flux theory is valid at the high solids
loading. Since data in this area are lacking, laboratory analysis of digested sludge settling
characteristics under various fermentation conditions should be performed to identily the

appropriate role of the secondary digester.

4.7. Vacuum Filter

The solids cake concentrations in the final solutions are at the specified upper bound of

15% for all conditions considered. As discussed in Section 2.5, this upper bound was arbi-
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trarily set because the model used for the vacuum lilter design does not predict a maximum
cake concentration that can practically be attained. Since the final disposai of dewatered
sludge is relatively expensive, and sinee the filter area requirement is insensitive to the

filtered cake concentration at high concentration levels (see F'igure 4.11), the cake concentra-

- tion was driven to its upper bound in the solutions obtained.

The limitation of the vacuum filter design model appears to be that it is only applica-
ble within a limited range of design conditions. For example, the air drying mechanism is
not considered in the development of this design equation. This is an area where additional

research is needed to refine the present model for vacuum filter design.

4.8. Design Under Uncertainty: A Multi-objective Approach

As discussed in the introduction of this chapter, the design of wastewater treatment
plants involves many uncertainties. Parameter uncertainty in the design of w.astcwater
treatment systems has been dealt with by Berthouex and Polkowski (1970), and Tarrer ef al.
(1976). Key parameters were assumed to follow a certain statistical distribution, and the
means and the standard deviations were taken into account i/n mathematical models. There
are Lh‘ree major difficulties with this approach: 1) The statistical distributions of the design
parameters are usually unknown and have to be assumed, 2} the resulting mathematical
model bocom(;s very complicated, and 3} uncertaintics on process performance models, cost

information, and design conditions are not included.

An alternative approach to handling uncertainty in engineering desigu is to perform
sensitivity analysis for model parameters. Voelkel [1978) performed xensitivity analysis of
the parameters in his model and recorded the sensitivity of the overall system design to the
unit chanyges of these parameters. ‘The major drawback of this approach is‘that the optimi-

zation procedure may terminate at local optima because the model is nonlinear. A distinct

trend for the system cost as a function of the perturbed parameter may not be attained.



168

UONEITUIDUOY) 2YE) SPI[OS "SA JUIWIININDIY BAIY 20BJING I9Y{I] WNNOEA -] F 2Ind1]

% ‘UolID4lUsoU0]) 8XDY |
03 ST 071 [ 0

' ! =T

1
o
(o)

[Te]
gW ‘peJy Jellld

o\\t
e — \
- 02
.\.\\\\\ £ 0°G ® Jy/cw 0t * juenjiuy
— selnujw 0°9 = °| br/wl Oy = ._|||.%
3W/08S—UCIMBN .0TX6°8 = 6Y/w]l 08 = 4 —— G2

.

6
sW/UoimeN .oﬂxmm

1l
.m = d 6y/wl 071
€0 = X

By/w] €0 = J

d3L71d WNNJOVA

1]



SR

169

A common straiegy for dealing with design uncertainty is to apply a salety factor.
This factor allows some llexii)iiity and redundancy to be built into the system design. How-
ever, safety factors escalate the total system cost. In other words, there exists a tradeoff
between the system’s cost and reliability. In this respect, the design of a wasiewaier treai-

ment system can be modeled as a multi-objective problem.

Use of safety factors also provides an allowance for other unmodeled but important
design considerations. The most cost-effective design may be deficient with respect to other
design criteria as discussed in the previous section on the role of the secondary digester.
The optimization model can be used to generate many alternative designs that are noninfe-

rior when the system’s cost and reliability are considered as two planning objectives.

As an illustrative example, cost and safety were assumed to be two objectives in the
design of a wastewater treatment plant. To deal with the uncertainty issue, a flowrate
safety factor was used to provide more capacity to the system so that it could be operated
with more flexibility. This safety factor was assumed to be a multiple of the design flowrate.

The base design conditions were assumed, and GRG2 was used for optimization. The results

Table 4.15 - Treatment Plant Design Optimization for Different Flowrate Safety Factor

ini Flowrate Safety Fact
Variables (Units) lowrate Safety Factor

1.0 1.5 2.0 2.5 3.0
Primary Clarifier Overflow Rate (m/day) 1414.0 14-1.0 144.0 144.0 141.0
Mean Cell Residence Time (days) 2.19 2.19 2.19 2.19 2.19
Hydraulic Retention Time (hr) 38 3.8 3.8 38 3.8
Sludge Recycie Ratio (%) 12.5 12.4 12.3 12.2 12.1
Solids Loading on Thickener (kg/m"/day] 12.5 12.0 12.0 12.0 12.9
Digestion Temperature { ) C) 60 60 60 60 60
Retention Time in Digester {days) 4.2 13.9 13.7 145 14.4
Solids Loading on Digester {(kg/m*/day) 40.3 38.2 38.0 38.9 38.7
Filter Yield (kg/m?/hr) 6.69 6.81 6.82 6.76 6.78
Cake Solids Concentration (kg/m®). 150.0 150.0 150.0 150.0 150.0
Efuent BOD, (mg/1) 300 300 300 300  30.0
Effluent TSS (mg/1) 30.0 30.0 30.0 30.0 30.0
Total System Cost {10° $/yr) 500.4 642.5 768.7 884.1 990.9
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are sumnmatrized in Table 4.15. It is interesting to note that the final designs exhibit similar
values for the decision variables. The tradeofl between the design safety factor and the sys-
tem cost is depicted in Figure 4.12. This curve is slightly convex due to the economies of

scale in the design of wastewater treatment systems.

To account for the design uncertainties mentioned above, the design engineer may
select a safety factor greater than one based on the design flowrate or influent pollutant con-
centrations.. This is similar to design based on the maximum daily flow except that the
peaking factor becomes the second objective in the model. The design made according to
this approach is more realistic since design flows may be exceeded, and because there are
uncertainties in the model. With better knowledge about the design parameters or process

performance models, a smaller safety factor may be used.

4.9. Summary

The role of the comprehensive system model developed in Chapter 2 as a tool for use
in the analysis and design of secondary wastewater treatment systems is illustrated in this
chapter. Recognizing the limitations of a cost-minimization system model, the intent of this
work has not been to obtain the ‘least-cost design.” Through the use of the model, poten-
tially important research arcas in treatment process design are identified from the cost-
effectiveness viewpoint. For example, the solids removal behavior of the primary clarifier at
overflow rates higher than usually recommended in design practice should be examined.
The importance of a model describing clarification in the activated sludge final clarifier 1s
also illustrated. Sludge thickening at low solids loading is critical to the design of the sludge
processing train. Anaerobic digestion in the thermophilic range is another area that should
be investigated. The settling characteristics of the digested sludge determine the role of the
secondary digester in the overall treatment system; correlations between the digested sludge

settling properties and the degree of organics stabilization should be studied. Refinements of
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the modeling approach for vacuum filter design is also an area that warrants future research

~work.

The comprehensive system mod(.'l also helps to identify innovative process flowsheet
design. A primary clarifier may not be cost-effective when the influent volatile solids concen-
tration is not very high. The secondary digester may not be cost-effective when the digested
sludge has vpoor settling characteristics. If the primary sludge is allowed to settle to its full
potential, then the use of the primary clarifier as a gravity thickener may be attractive
economicﬁlly. These insights are examples which show the usefulness of the comprehensive
system model as a process synthesis aid. By taking into account the interactions among unit
processes, the most meaningful system flowcharts can be analyzed. This represents potential
savings in computations and design work which are nontrivial requirements of process syn-
“thesis. However, it should be recognized that when an optimization model is used for pro-
cess synthesis, the parameters used in design may change according to the design of
upstream treatment units. Experimental work may be necessary to further verify the con-

clusions obtained from the mathematical modeling study.

‘Realistic planning and design of wastewater treatment systenis are generally muldi-
objective since objectives other than the system cost have to be considered. Uncertainty in
process modeling and design is an important design consideration sinee there 1s a tradeoff
between the system’s cost and reliability. A sunplistic approach for the design of a wastewa-
ter treatment system considering cost and reliability as two obijectives s presented. 1t is
expected that a design made based on this type of approach would be more realistic than

“the optimal design’’ obtained by a simple application of the onginal model.

[
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CHAPTER 5

SUMMARY AND FUTURE RESEARCH

5.1. Introduction

The design of wastewater treatment systems involves many tradeoffls because of the
complex arrangement of the umnit processes. With increasing understanding of the funda-
mentals of the wastewater treatment mechaniéms, researchers have been developing
mathematical models that can be used to describe the levels of performance of the various
unit processes. Use of these mathematical models for design allows engineers to examine the
tradeoffs in a wastewater treatment system in detail and to strive for cost-effective system

designs.

There are other uses of a comprehensive design model for a wastewater treatment sys-
tem in addition to obtaining cost-effective system designs. Limitations of process perfor-
mance models and potential research areas can be identified. Important insights about pro-
cess flowsheets can be gained from exercising such a model. Innovative water quality
management strategies for a river basin can be better evaluated using a model for wastewa-
ter treatment plants as the basis. Also, issues that are important in planning and design of

wastewater treatment systems but that are unmodeled can be evaluated.

Efficient mathematical programming techniques are essential if a comprehensive system
model is to achieve extensive use. Because a system model is very complicated mathemati-

cally, research must be done to develop efficient optimization procedures.

In this thesis, a complete model for use in the design of a secondary wastewater treat-
ment system is developed. This model includes state-of-the-art process design models to
predict the performance of the treatment system. The construction of the model is described

in detail in Chapter 2, and is briefly summarized in Section 5.2,
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Chapter 3 discusses the use of two existing optimization algorithins and one new
approach for solving the comprchensive system model developed in Chapter 2. Some key

observations are summarized in Section 5.3.

Recognizing the unmodeled issues and uncertainties involved in the design of wastewa-
ter treatment systems, the use of the comprehensive system model as a tool for the analysis
of process performance is illustrated in Chapter 4. Conclusions from using the model as an

analysis tool are summarized in Section 5.4.

The comprehensive system model developed in this research may serve as basis for
additional research in the area of environmental systems analysis. Several areas in treat-
ment process design and modeling were identified in Chapter 4 as potentially fruitful for
achieving more cost-effective system designs. Section 5.5 provides a summary of these possi-

ble future research directions.

5.2. Comprehensive System Design Model

A typical secondary wastewater treatment system was selected for initial evaluation in
this study. This system includes primary sedimentation, aeration and secondary sedimenta-
tion (activated sludge), gravity thickening of combined primary and waste activated sludge,
two-stage anaerobic digestion, vacuum filter dewatering, and f{inal sludge disposal by sani-
tary landfiil. Supernatants generated in sludge processing are recycled to the head end of

the plant.

Wastewater parameters represent the state of the wastewater or sludge during diflerent
stages of the treatment process. These state variables include flowrate, soluble $BODS$ con-
centration, and concentrations of active biomass, volatile biodegradable suspended solids,
volatile inert suspended solids, fixed suspended solids, and total suspended solids. Nine deci-

sion variables need to be specified in order to define the system design completely.

P
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The solids removal eﬂicieucy in the primary clarifier was modeled using the Voshel-Sak
{1968) equation. The primary sludge concentration was calculated based on the limiting flux
theory. The Lawrence-McCarty (1970) model was selected for the design of the activated
sludge process. Clariﬁ.cntion of the aeration tank effluent is critical in determining the
efficiency of the overall wastewater treatment. This function of the final clarifier was
modeled based on an equation proposed by Chapman (1983). Thickening in the final
clarifier and in the gravity thickener was modeled using the differential thickening technique
be Dick and Suidan (1975). Sludge stabilization in the primary anaerobic digester is a func-
tion of digestion temperature and solids retention time. A mathematical model based on
limited experimental data summarized by Wise (1980) was developed to describe the perfor-
mance of the primary digester. The secondary digester was modeled as a gravity thickener,
and the differential thickening technique was employed for design. Vacuum filter design was

based on the estimated filter yield.

To estimate the total system cost, ¢ost information summarized by Patterson and
Banker (1971) was used to calculate the costs of each unit process in the system. Sludge
disposal costs were estimated based on models developed by Dick et al. (1978), Rossman
(1979), and USEPA Process Design Manual (1974). An analysis computer program was writ-
ten to design the wastewater treatment system for specified influent and design conditions.
Unit processes were designed sequentially according to the system flowchart. The steady-
state design of the overali system was obtained through iterations because of the presence of
the recycle streams in the system. This program is useful for examining the system response
corresponding to different input and design conditions and for generating system designs

that can be used as initial solutions in an optirnization procedure.
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5.3. Optimization Techniques for Wastewater Treatment System Model

Three optimization approaches were taken in this study to solve the comprehensive
wastewater treatment model. Because the model is more complicated than previously stu-

died ones, efficient optimization techniques are essential.

The first technique examined was to formulate the system design problem as a non-
linear program and to solve it directly using a generalized reduced gradient algorithm
(GRG2). The resulting nonlinear program has 64 variables, 55 equations, and three inequal-
ity constraints. Computing time for this model ranged from 51 to 105 central processing
seconds on a CDC Cyber 175 computer. This performance can be considered to be at least
comparable to previous studies that solved less complicated wastewater treatment system
models using other optimization techniques. Once the GRG2 model is formulated, it can be
used repetitively to examine different influent or design conditions with minor adjustments
of the data file. This allows its use as a tool for process analysis. However, extensive revi-

sion of the model is necessary il an alternative treatment flowchart is to be examined.

The solutions obtained from using GRG2 depend on the various control parameters
specified, the bounds on the variables, the initial solutions, and the numerical characteristics
of the model. A modified HSJ (Brill, 1979) approach was used to examine the quality of
these solutions.” This strategy explores the feasible design space using objective functions
that are formed based on the knowledge about the problem. Numerical examples have
shown that this strategy helped to improve the total system cost of the solution obtained
from solving the original model directly using GRG2. This strategy can also be used to iden-
tify designs that are similar in the total system cost, but are different with respect to the
sizes of the unit processes in the wastewater treatment system. This is particularly useful if
there are unmodeled issues in the design of the treatment system. For the example problems,
seven different system designs were obtained using the proposed strategy (see Table 3.9).

The differences among these designs were not significant, however, because similar objective
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functions were used to generate these designs.

The system design can also be formulated as a generalized geometric program (GGP) if
one variable in the model is fixed and one equation is modified. An efficient algorithm
{IGGP) for solving GGP was used to solve the subproblems resulting from the specification
of the variable. These subproblems have 62 variables, 54 equality constraints, and three ine- .
quality constraints. The computing time for solving one subproblem ranged from 2.5 to 5.7
seconds. To obtain the optimal design for the original problem, different values of the fixed
variable have to be examined; a subproblem has to be solved for each Qalue assumed. For
the example problem, eleven subproblems were solved for a total computer time of about 50
seconds on the Cyber 175 computer. The final solution obtained from this approach com-
pared well with that obtained from GRG2 as far as the characteristics of the cost-eflective

designs.

A unique approach was also developed for the identification of cost-effective designs.
This approach decomposes the overall system into a liquid subsystem and a sludge subsys-
tem. The liquid subsystem design was optimized using GRG2 for a specified set of recycle
stream characteristics. The output from the liquid subsystem, i.e., the conibincd primary
and waste activated sludge, was treated as input to the sludge subsystem. The design of the
sludge subsystem was carried o.ut for the specified set of recycle stream characteristics. Two
one-dimensional optimizations were embedded in the sludge subsystem design. One advan-
tage of this approach is that the overall system which contains nine degrees of freedom can
be reduced to two subproblems with four and two degrees of freedom, respectively. Optimi-
zation techniques can be applied to solve these smaller problems more efficiently and more
reliably. The subsystem designs, however, must be coordinated to obtain the overall optimal
design. This coordination involved determination of the values of three interacting vari-
ables. A coarse grid enumeration technique was employed to identify the set of interacting

variables that results in the least system cost. Several assumptions were used in this
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approach to reduce the number of the interacting variables so that the coordination could
be carricd out more efficiently. These assumplions were shown to be adequate with three
numerical examples. Total computer time of about 100 seconds was necessary for the exam-
ple problem tested. This computing time is comparable to those required in the previous

two approaches. Trends for cost-effective designs were clearly identified using this approach.

Another advantage of the decomposition approach is that many alternative solutions
can be obtained during the optimization process. These solutions are very different in their
designs, but the total system costs are similar. Therefore they car be evaluated with respect

to unmodeled issues.

5.4. Use of Model for Process Analysis

A mathematically‘optimal solution is the result of optimizing the comprehensive systetn
model. This mathematically least-cost design is not expected to be the best final plan to be
implemented in a realistic design situation because the design of wastewater treatment sys-
tem typically involves other important but unmodeled issues. However, the characteristics of
this solution provide useful insights about process research and design. This use of a

comprehensive system model as an analysis and design tool is illustrated in Chapter 4.

Several research areas in process modeling were identified by an examination of the
solutions obtained from GRG2. The solids removal elliciency of the primary clarifier 2t high
overflow rates, sludge thickening at low solids loadings, and sludge solids stabilization by

thermophilic anaerobic digestion are exampies of these potential research areas.

Information on process flowsheets was also obtained from the modeling study. The use
of the primary clarifier as a thickener was cost-eflective if primary sludge is allowed to
thicken to its full potential. The role of the primary clarifier depends on the characteristics
of the influent wastewater. The role of.the secondary digester depends on the settling

characteristics of the digested sludge. These results of course depend heavily on the parame-

ity
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ter values used. It is recbgnized that parameter values used for design of some unit
processes may be functions of the influent characteristics to these units. Without such infor-
mation, results obtained on process synthesis from the use of the comprehensive system
model should be examined carefully. Experimental evaluation may be necessary to confirm

the modeling results.

Uncertainties in designing wastewater treatment systems have been dealt with by
researchers using various approaches. Traditionally, engineers have employed peaking fac-
tors to design some units in a wastewater treatment system to provide a system with relia-
bility. There is a tradeoff between the system’s cost and reliability, i.e., the more reliable the
system is, the more it- costs. This problem can be considered as a two-objective problem,
and noninferior designs can be generated. These designs can be evaluated based on other

design criteria.

5.5. Future Research

Several potential research areas in process modeling and design have been suggested
from the use of the comprehensive system model. There are other areas that deserve future

investigation:

1)  Optimization techniques: As mentioned above, one advantage of the decomposition
approach is that different optimization techniques can be used to solve different subsys-
tem désigns. Alternative optimization techniques for optimizing the liquid subsystem
and for coordination could be studied to improve the efficiency of this approach.
There are alternative strategies for defining the subsystems and for implementation of
thé decomposition approach. The robustness of the decomposition .approach, l.e., the
performance of this apprdacﬁ under different influent conditions should be studied.
The applicability ol; the approach to other system flowcharts can also be investigated.

This proposed work is potentially capable of refining the decomposition approach and
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making it a useful desigh and analysis tool.

Sensitivity analysis: [nformation on the effect of a particular parameter in the model
on the overall system design is useful for system design and process analysis. Potential
research areas can be identified where the system model is very sensitive to a particu-
lar parameter. The settling characteristics of the digested sludge serves as an example

to illustrate the importance of the sensitivity analysis.

Reliability analysis: The reliability of the system designed based on the optimization of
a comprehensive model can be evaluated. Design safety factorsr on particular unit
processes can be determined more rationally when different influent conditions are
imposed on the system designed based on the average flow and are subject to the con-
straint that the efluent water quality standards have to be met.  This information
helps to establish guidelines for practical wastewater treatment system design. Consid-
ering system cost and a flow safety factor as two objectives in wastewater treatment
system design is an alternative approach of analyzing the system reliability. This has

been illustrated using an example problem in Chapter 4.

Model verification: Realistic plant operating data may be used in a given situation to
determine the most appropriate process performance relationships. These models can
then be used in a realistic design condition, ’If the facility already exists, then this
information can be used in the comprehensive system model to identify cost-effective

operation of a wastewater treatment system.

Water quality management: The model can be used to generate information that
relates the cost of a wastewater treatment system to its waste removal etliciency. Such
information is useful in studies involving innovative water quality management stra-
tegies. Modifications of the comprehensive system model may be necessary, however,

for specific situations (for example, if multiple pollutants are to be controlled).

-
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APPENDIX A

COST FUNCTIONS OF UNIT PROCESSES

Five sets of cost functions representing three sources of cost information were com-
pared in this study. Table A.1 summarizes the cost functions studied and the sources of the

information (see Section 2.4 for a discussion of this cost information).

In Figures A.1 to A.9, capital costs are expressed in 1971 dollars. The USEPA National

Average Wastewater Treatment Plant Index is used to convert costs to this common basis.

Middleton and Lawrence, CAPDET, and Rossman all developed their cost functions
based on the information furnished by Patterson and Banker. However, these functions
vary considerably in the degree of complexity. The function that is the simplest among the
three was selected for use in the study if no significant difference is observed among the
predictions of these three sets of functions. Cost functions incorporated into the comprehen-

sive system model are summarized in Table 2.4.

Table A.1 - Summary of Cost Information

Cost Functions Source

Smith (1968} Logan ef af. (1962)
Swanson (1966)

Middleton & Lawrence (1975) Patterson & Banker (1971)

Dick et al. (1978) Patterson & Banker (1971)
Metcalf & Eddy, Inc. (1975)
Ettlich (1977)

CAPDLT (1978) Patterson & Banker (1971)

Rossman (1979) Patterson & Banker (1971)
Ettlich (1977) '
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APPENDIX B

ESTIMATING OPERATION COST FOR SLUDGE LANDFILL

The following development is based on IFigure 9-1 on Page 9-4 in the USEPA Process
Design Manual - Sludge Treatment and Disposal.
Let W, = wet tons of sludge landfilled per day,
OMC = annual operation cost for sludge landfll.

According to Figure 9-1,

oMcC

= 15.081 W, 0333
365 W, s

or
OMC = 5504.6 ¥ ,0067
Since the labor rate is 6.25 dollars/hr in Figure 9-1, the annual manhours, OHRS, can

be calculated as

oMC
0 —_ i~ 0.7 W o-ee7
HRS = 605 = 8807 W,

-
—

Using equation (2.77

OHRS = 880.7 W,%0%7
= 880.7(27.513Q )"

= 8024 Q le0.687
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APPENDIX C

ANALYSIS PROGRAM FOR DESIGN OF
WASTEWATER TREATMENT SYSTEMS

The analysis program can be used to determine a complete system design for the base
wastewater treatment system (Figure 2.1) and two variations of the base system (Figures 4.2
and 4.7). Two input data files are necessary to run this program. The first file contains the
paramet-ersr in the model, and the second the decision variables. Specifications of these two

files are described below.

Model parameters include the influent wastewater characteristics, efluent water quality
standards, and parameters for process design and economic analysis. The input order of

these parameters in the data file is shown in Table C.1.

Table C.1 - Input Data to the Analysis Program : Model Parameters

Card No. Comment
1 Influent Characteristics
2 Eflluent Water Quality Standards
=3 Parameters

The influent characteristics are the design flowrate {m®/hr), the soluble BOD concen-
tration (mg/l), and the concentrations of active biomass, volatile biodegradable solids, vola-
tile inert solids, and fixed solids (all in mg/l). The second card specifies, in order, the
efluent BOD; and the total suspended solids standards (both in mg/l). Table C.2 lists the
parameters used for process design and cost calculations according to their input order.

Free format input is used. An example input file looks like this:

1500 100 5 100 15 50

30 30

0.09716 150.6 3620 89 5000.0
0.05 10.0 0.6 0.0 0.0

139 0.27 0.22 0.0 0.0

1.0 24.24 17444 25 23747
0.1659 0.0 0.4 60.0 5.0

SN WD

e

i
r
)
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8§ 0.04 0.77 1.42 1.5 5.69

9 0.00403 1191 0.0 0.0 0.0

10 038 0.95 1.5 9.17 20.0

11 0.08 1.2 0.232 1.024 0.02
12 00 0.0 0.2 0.0 0.0

13 0.0 0.00 0.632  3.003 200
14 0.35 10.0 0.85 1.0 0.4

15 2.5 0.0 0.0 0.0 0.0

16  500. 0.25 2926  2.90 4.0

17 100 0.0 657.3 0.33 83300.0
18 8.9E-4 6.0 1.E12  2.00 1.E-3

The decision variables selected in this study were summarized in Table 2.5, The values
of these variables are specified in the second input data file to run the analysis program.

Table C.3 summarizes the information requirements of this file.

An example input file containing the decision variables is shown below:

1 INITIAL DESIGN FOR BASE SYSTEM
2 0

3 010

4 1.50000

5  2.00000 .150000

6  0.100000

7 1.000000

8  30.0000 15.0000

9  0.5000000

10 10.00000

Three files are produced from running the analysis program. The first file contains the
detailed design information for the specified flowchart and the values of the decision vari-
ables. The itemized costs for the unit processes included in the flowchart are summarized in
a second output file. The third file has the values of the variables that are in the GRG

optimization model.

The analysis program is listed on the next few pages.
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Table C.2 - Summary of Parameters in the System Mode!

Names [Units) Value Index

Economic Data:

Capital Recovery Factor 0.09716 1
Base (1971) Cost Index 150.6 2
Cost Index for 1980 362.0 3
Operating/Maintenance Wages (dollars/hr) 89 4
Land Cost, C (dollars/acre) 5000 5
Electricity Cost (dollars/kWhr) 0.05 6
Pumping Head, H (meters) 10.0 7
Pumping Efficiency, € 0.6 8
Primary Sedimentation:

Constant in Voshel-Sak Model, v, 0.139 11
Constant in Voshel-Sak Model, v, 0.27 12
Constant in Voshel-Sak Model, v, 0.22 13
Sludze Settling Characteristics:

Thickening Constant, a,, 24.24 17
Thickening Constant, a, 174.77 18
Thickening Constant, g, 2.5 19
Thickening Constant, n,, 23747 20
Thickening Constant, n; 0.1659 21
Activated Sludge Kinetics:

Growth Yield Coefficient, y (g cell/g BODg) 04 23
Half-Velocity Constant, K, (g BOD,/m?) 60 24
Maximum Specific Utilization Coefl., k {day™!) 5.0 25
Endogencous Decay Coellicient, b (day™) 0.04 26
Fraction of cells Degradable, f, 0.77 27
Conversion {g BOD, /g cell) 1.42 28
Conversion (g BOD, /g BOD) 1.5 29
Secondary Sedimentation:

Constant in Chapman Model, ¢, 5.69 30
Constant in Chapman Model, ¢, 0.00 103 31
Constant in Chapman Model, ¢, 11.91 32
Aeration:

Alpha Factor in Aeration 0.8 36
Beta Factor in Aeration 0.95 37
DO Concentration in Aeraton Tank, DO (g/m?®) 1.5 38
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Table C.2 (continued)

Names {Units) Value Index
DO Saturation Concentration, C, (g/m®) 9.17 39
Temperature of Mixed Liquor, T; (°C) 20.0 40
Oxygen Transfer Efficiency, OTE 0.08 41
Density of Air, p_;_ (kg/m®) 1.2 42
Weight Fraction of Oxygen in Alir, y 0.232 43
Temperature Coefficient 1.024 44
Mixing Requirement, i (m® air/m®%/min) 0.02 45
Gravity Thickening:
TSS of Thickener Supernatant, M,, (kg/m?) - 0.2 48
Anaerobic Digestion:
Coefl. for Digestion Rate Model 0.632 53
Coefl. for Digestion Rate Model 3.003 94
Temperature of Digester Influent, T, (°C) 20.0 55
Methane Production (m%/kg BOD,) 0.35 56
Average Ambient Temperature, T, (°C) 10.0 57
Efficiency of Heat Exchanger, € 0.85 58
Heat Conduction Coefficient, U (W/m?-°C) 1.0 59
Qutside Surface Area and Volume Ratio for Digester, a 0.4 60
Worth of Digester Gas (dollars/therm) 2.5 61
Soluble BODj in Digester Supernatant, S,, (g/m?) 500 66
Factor Accounting For Effect of Rising Gas
on Thickening in Secondary Digester, 8 0.25 67
Thickening Constant for Digested Sludge, a, 292.6 68
Thickening Constant for Digested Sludge, n, 29 69
TSS of Digester Supernatant, M, , (kg/m?) 4.0 70
Height of Digester (m) 10.0 71
Vacuum Filtration:
Coefl. for Calculating Filter Yield 657.3 73
Form Time per Cycle Time, ¥ 0.33 74
Pressure Applied on Vacuum Filter, P (Nt/m?) 83300 75
Viscosity of Filtrate, p (Nt-sec/m?) 0.00089 76
Cycle Time, ¢, (min) 6.0 77
Specific Resistance of Sludge, r, (m/kg) 10%¢ 78
TSS of Filtrate, M,,; (kg/m%) 2.0 79
Unit Conversion Factor 0.001 80
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Table C.3 - Input Data to the Analysis Program : Decision Variables

Card No. Comments
1 Title
2 Output print level,
=0 : only the final results are printed
=1: design of every iteration is printed
3 Process flowchart,
0. 1. 0. : Figure 2.1
1. 1. 0. : Figure 4.2
0.0.1.: Figure 4.7
4 Primary clarifier overflow rate (m/hr), delete this card
if primary clarifier is not in the system {Figure 4.2)
5 Sludge age, 8, {(days), Activated sludge recycle ratio
6 Hydraulic retention time (days)
7 Gravity thickener solids loading (kg/m?/hr), delete this card
if waste activated sludge is recycled to primary settling tank (Figure 4.7)
Digestion temperature (°C), Solids retention time, 8, (days)
9 Secondary digester solids loading (kg/m*®/hr)
10 Vacuum filter filter yield (kg/m*/hr)

RN
NSRS

(S

[N

e



197

€-3 T (I)NIA=(I)NIA
L’€=I 19 od
(NIA“3AISA) RdOD TIVD
(TX¥9¥'NIA) X400 TIVD
NIHI (0°0°0d"zd "aNY’ O T 03'€d) dI
SY TTVD
(ZNOA TXHV) GW TTVD
13d TV

JIaNT
7S 0109
0°0=(T) ILNOA

INNTINOD 1s

0°0=(I)3AISA
0°0=(I) Txav¥
L°T=I 15 od
SY TIVD

NHI (0°1°03°19) 4l

(TR¥Y’NIA’TE)HONVEE TTVD o€
(///°61° NOIIV¥ALI, ‘X0Z \\\vy<zmom oTT
IT1 (0TT’9)ALIEM 82
(9 #13) Ivis04 Le

(9 1=1"(I)NIA) (LL°L)3ITaM
0o¢ 0I 09 (0°03 ININJI)AI Lz
T+3II=311 97

JIaNI
oV oL 03
3513
8z 0L 09
T+31I=31]
NaHL (1°OF'ININGT) I
T+INTYJI=INIEd]
INNIINOD 1z
JIaNd
JIQNT
LZ 0L 09
(TTIOA“NIA) RAOD TIVD
T+3LI=311
3813
dois
,3ONVIVE SSVW WYINIS ITOKDIY ¥03 AIHOVIN +
(0} NOIIWNALI 20 ¥aEWAN WOWIXVH, s INI¥d
NIHI (Oo% 03 3ITII) a1
NaHz (9-3 1°19° ((1)Is31)sgv)al
(1) NIA/ ( (1) @10A- (1) NIA) = (1) IS3L
L°'T=1 1z 0Q
9z 0109 (0°033rI)al
(MO'TINI 'NIA) W TTIVD 43

ANNTINOD oz
(1)Mo1anI= (1) @T0A
0'0=(I)NIA
L°1=1 0z od
0=3II

(66 "9) AT TUM

(/°Tv08°XST’/) IvWE03d 00T
27III (00T *9) ITTEM

z obug NOIS3IA 86T Gz:i€T 9T des

{o'1- Aomvov\Aomvo.

((,»,)%0T "X2) IViN03
(66°9) A1 TN

69)n=(eT
Orx (((8L) s (LL)nx (9L)n) /(SL) ne (WL :v eL)n=zt
Mﬂmov:v. w MAo T-(59)n) » (89 :*Anov:vl 1T
s (82)n=(oT
wmw n/(zv)an/
o¥yT/ (6€ :-
Ammws\ 8z
(0" 1-(02)n)/(0z)ax((02)n/ T xx((0 T-(02) ) x {LT) 0 w
oaAﬁa\GI.rﬂ?\::A?ﬂﬁaa.¢
(12) n) ax3» (0Z) 0=
(81)n+ (1) N=
(8)n/ () nx (9) eS8 ET=

ANVD\M w Mw

T=%IINAT

T=€IINNI

T-ZIINNI

T=TIINAI

Q131X (s °5) avay

AN¥SIS{s "g) Qv3ay

QI¥S‘ dWal (» 'S) avay

I91s (» ‘S)av3y

€T 0109 (0" 1°03'ew) a1

I9H (y “S) Qvay

ISV '13S (5 ‘) avay

30 (» '5) QvaY

11 o109 (0’183 T€)aI

€8°Z8 19 (» m o<mm
INIYI

Aﬂ<o@vaczmom

31111 (06°S) avay

(o8 1=1"(1)n) (+ v)avax

arsssI’arsaod (»'%
(9) MOTANI+ (S) MOTaNI+ (%) MOTANI+ (€) MOTANI= (L) MOTANT
(s°T=I"(I)MOTaNI) (+'¥)avay

{0°0z- (0%)n) +» (¥¥) 0/
(1%) 0/ ((8e) n- (6€) ¢ (LE) N) / (3E) N1/

0]
AN~

P> 2>

(08) ATTIT T »HITOVIVHD

. ON Tva¥

INI¥JT ¥IDIINI

(L)MOTINT* Mn Is3l’ (L) QIoA Tvad

ZAYY (L) TR9Y TY3I¥

(oot)x* (02) A’ (00T)* (L) 3a1SA° (L) 1NOA’ AhwzH> VED
QT IX/ IAA/NOWFIOD

YIINNI GNVSTS/ ANVSA/NOHHOO

WL’ QILAS /QIVAT/ NOWAOD

€LINNI’ kum\ 190/ NOWWOD

ON DY/ szqm\ NOWROD

QISSSL QISAOd "ZIINNI ‘JESV’ L1¥H L¥S/SYA, NOWAOD
TIINAI ¥0/ISdd  NOWWOD

£9°29° T4 INIEST/ TIINOD/ NOWHOD

X’ A° N/ IYAYYd/NOWHOD

ILI°ZREV TRYY IAISA INOA NIA/IIVIS/NOWWCD
(3710K0¥=L3AVL *IS02=63dVL ‘¥IVADIO :93dVL +
“1IV13Q=93dVl  ¥VADIA=SIAVI “YVd-IdVL +
‘ITOROY VIVADUD ' IS00 *TIVIAA’ INALNO ¥YADIA ¥Yd) NIVH WYE00ud

[
ET

1T

06

T obwg NOISIA ¥86T SZ:€T 9T des




[P

e = RN PSR-

S)NIA=(S)X

)NIA= (%)X

€INIA=(e) X

Z-3°T+1S4av=(6}X

(LINIA= (L)X

VHvuaHm>u ZT)X

*09/ (1) znoa= (11} X

o Oo\AHvzH> MH X

X

ﬂm Aoﬂ X

(g eta’xt’ (g z1a’XI)S’ m 2Ta’Xz’ MOTIIANN, ‘X2) LVWHOJ
S ETI'XT (5 2T3'X1 w ‘S gTad’Xe (INANTIIT, “XT) IVWa0d
S ETA'XT  (S°ZTa'XT "gTd Xe ’,INIONTINT, ‘X2) LVWd0a
(VA & vmon> ZT°9) 3T TAM

AB,HHH (1) 1noA) (TT’9) ITTAM

(£ 1=1"(I)NIA) (OT*9) A7 TuM

(. su\uva:. XS, (W ND/9) I, "XE*, (W 00/9) IH, “XE*, (W ND/0) @, +
xe (R no/a)vK, Xe (W no/9)s, Xy (H/W AD) O, 'XST) ITvWe0a
(¥7°9) 31TuM
(/°, 1n3D¥3a ~m.NE. = 'IVAOW3¥ SAIT0S +
/7R 0SS ,’S7ZTd’,= VIV IOV.ANS o+
OVRNA/W 'S TTA = 3TV MOTIEAAD o+
“//°.--N9TSIA ANVD oquaamm REYNI¥dy %, xwva<:mom

198

‘00T »¥°ISAY’ "%¥Z+JO(ET'9) ITTAM
00T 0109 (T°I7 INI¥dT) 31

INNIINOD
0I11vds (I)NIA=(I)3QISA
am,AHvzH>|AHvaao>
9‘'e=1 T oa

(LYNIA/ (L) 3AISA=0IIVYH

(z) NIA=(2) 3aISA
Z)NIA= (Z) InOA

€3 T+ ((S)A/" AV**Aamm<\Aoﬁv:\ﬁﬁvmaHm>vvvwv> (L) aaisa

ZH NOIINIOS 378ISVII ¥V GNIJ Ol QITIV,”’

(1) LnOA=ISaV
Ty (L)NIA= (L) INOA

JIan3
dors

(NOISIA ANVI ONITILIS AUVWIAJ+

* INId3
NIHL ("0'I7' (T)3dIsA)al

TZ 0I09
JIaN3
dolLs

«NDIS3IQ ANVI ONITILIS +

ATVHING NI dIHOVIY NOIIVIILI 30 WIEWAN WANIXYH, ‘s INJud
NIHI (0S°39°N) a1
T+N=N

((SYA/"T) »x (1) 3a18A/490/ (T) I00Ax (ST) N) x TDA-TH= qummm

Anmv>\A.H-Amv>VV**M

INIYdI/ 3- Aﬂvmon>nﬁﬂvmon>

((1)InoA/ (S)A/ (T)NIA-"T) «

zz 0109 (9-3°1 37" (3)sev) 3t
(S)A/"T) xx 80/ (97) nx (T) NOA) »

T) IATISA+TIA-Tdx (T) INOA- (T) NIA=3
(1) 2a1sA- (1) NIA=(T) ZnOA

+

[49
oT

T
2

1T

¥ obvg NOISIQ ¥B6T SZIET 9T teg

(T)NIAs£-3 T=(1) 2aI1SA
T=N

FAIVAMOTE 3DANTS AUVWIYA ¥03 JATCS OL QOHITA S, NOIMIAN
(LINIA/ (9) Ax€T T=TdX

3-0°1=T4
(€T) v »¥0/ (2T) 1w v (L zH>.AAHVaLm
*%2/90=90 (1°03°3TLI ANV 0 0 TIINAI) T

Nanzad (07003 (T)NIA) 31

TS TYay

{ooT)x” (0Z) A" (0oT)n’ (L) ZRYV” (L) TAIV’ (L) 3T1SA’ (L) INOA’ (L) NIA TVIH
TIINAI “¥0/I5d0/NOWAOD

€4°7d T4’ ININAT/ TLINOD/ NOWAOD

X AN/ 9YANY A/ NOWWOD

3LI°ZAEY  TANY IAISA INOA NIA/IIVIS/NORAOD

1sd 3INIInO¥ANS

QN3
dols

(0T 0Z3 'X¥ EI’XE) VWO

(IvAN " T=X" (X) X“2) (07T 8) ITTAM
a1aN3

¥9=dVAN

3573

TS=¥VAN
NIHI(0°T°03 €4°¥0 0" T°03"18) 3T

£40 TT¥D
T€ O CO

ANNIINOD
£3° T+ (I)NIA=(I)NIA
L'e=I $€ 0q

NIA TX¥Y)Xd0D TTVO
3QISA TRYY) G4 TIVD
A 1TV
NIA‘INOA)RdOD TTVD
IAISATAEY) €4 TTVD
QNVS TTVD
. (NIA“INOA)RE0D TTWD
aNyd TIVD
NIA’INOA)Xdod TTVD
IAISA°INOA) W TTVD
(ZRIV "TX¥V) €W TTVD
19 1T
XIRDIS TTVD
(TAYV’NIA’€€) HONVNE TTVD
(INOA " IAISA’Zd) HONVNE TTVD
JIQN3

€€ 0109

ANNIINOD

asn

ozt

oy

0 VLo

(6]

LLO

£E

(4

9

£ obwg NOISId ¥86T SZ:€T 9T des

i e,




JIANT

JIQN3

08T 0109

T+YIYYI=VAUVI

as13

dois

yNOIS3A 39am1s QIIVAIIOV +

NI QIHDYIY SNOIIVYEIII 30 ¥3TWAN WAHIXYW, ‘s INI¥d -
NIHL Mow.au.<um<H ar

NIHI (0S° 3D NO3II) I1

(ND3LI’ESHY ZSHYE+
‘TSHM'ZEV TEV TZV ETV TTV TTY 'MN’I°NS°N) ISVNd TIvD

(ESHY’ZSHE 'TSHY ZEV'TEV TZY €TV ZTV TTVY MN’ I'NS’'N)ONAI TTVD

£=N
(0" T-VIUVI¥"Z) x0° 00S= (€) NS
0°ST=(Z)NS

Z0rqusv=(T) NS

© O T=VIAVI

08T

*SITAVIYVA V0 SINTVA ONIIYVIS ONIAIAOYd O

(£)NIAx (1€} 0+ (OE) N-=E£SHE

0’ T=ZEV

(0°T-) » (WuSV+0"T) +20x (ZE) N=TEV

£-30 T+ (L) TAYV=ZSHY

. (L)A=TzV
€-3 T ({£) TXIV»ZO» WIS+ ZVXXTO+0 " ¥Z/L¥S/IVAx (E) NIA) =TSHY
€-30°T+XX/ (T)NIA=ETY

£-30 " T+XX/0'T-=2TV¥

€-30" T+ {€) TRAV=TTV

(0z) n=MN

199

XXx (€) TRUV= (L) TRAV
WaSY/ (ZVX- (E) NIAx (D/0°T-0" T+XuSY) ) = (€) TAAV

(€) TXAY=ZVX

1) TXAv=20
mMzH>\ L
9

S

NIA=XX
NIA=ZZ
NIA=AR

EINIA/
EININ/

o]

1SNOIZVNOA SNOINVITIWIS ¥03 SINIIDIIII0O FHI 4N ONIIIIS O

o]
o]
o]

091
o}

FONITILIS XYYANOOIS O

IOANTINOD
(1) TREY= (1) X

L’z=1 SST oa
009/ (1) TRa¥v=(1) X

09T 0109 (o"T aN'Td) dI

m.mﬂm,xﬂ.mm.NHm‘xH S°S°'TTA’XE,INANTIAT, 'XT) IVWI0I
S €TaA'XT (S 2T3'XT)S S ¢TI XE’ ,ININTINI, ‘XZ) IVWIO3
(L'1=1" (I) NIA MOmH\m AITEM
L°T=I" (1) TXav) (0ZT’9) TLTHUM

( (W N/DIK, X5, (M NI/D) I, “XE*, (H NO/D) IH, "XE' (W NO/3) AU, +

9 obug NOISIA ¥86T SZI€T 9T

o]
SST

OST
o}

OET
ozT

deg

S-3 T (L) 3AISA= (¥9) X
NIHL (T 3IN"€4) 31

MN zH>uM~wx
9)NIA=(9)X

‘xe’, (W nO/9)WH, ‘Xe’, (W n9/9)s, 'x¥", (YH/H N2) D, 'XST)IVWO3d  OTT
(OTT 9) ITTuUM
(/°'NIW/H N0 ,°S°2T3°,= 3JIVEMOId ¥IV '
/0, a/O1 ST 2T3,=INTAIIINGIA NIDKXO V+
‘/*,’SUNOH ,°S°TT3°,= IWIL NOIINIIIY )
JOR 0D L, 'STETaY, = FUNTOA )+
*//°,--ANYT NOIIWMIV (V) , X2+
‘//7,’IN3D¥3Ad ,°S°213’ = ITORD3IY I9ANTS o+
°/°VSKWd ,'STeTd’,= 39V I9ANTS | '
‘//°,--NOISIA WIISAS 20ANTS QIIVAIIOVxy, 'XZ'//)IVA¥Od  0OT
WAV IWIO " YT»IUH IVA Z3 T»8E3V'INS (00T 9)ATIUM :
0ST 0109 (T 17 INI¥J1)JI
2
AIQN3
JANVWIQ NIDAXO STONUINCD INTHIYINOIY ONIXIW, "x ININL
NTHI ((s¥)n IT AN3Y)aI
IVA/4IV=ANIV
(6) AxIW30=8I¥
"pZxe-3 Tx ((TUSx (92) N+°T)/ (€2) s (82) 0- (62} 0) +Q00 Iy (T) TRAV=TWNO
2
0 ¥Z4I8Hy (T) TRYY=IVA
o]
(9)NIA+ (S)HIA+ (¥ zH>+AmvzH>th NIA
{((€)NIA/ () TAWT) xD2+0° T) /D (9) TAYY=(9) NIA
(((eINTA/ {E) TRAV) ¥0+0 " T) +
/(23sx (€) NIAx (92) nx ((Z) -0 T) +0¢ (S) TXWV) = (S) NIA
0°0=(¥) NIA
ao0d»2x (T¥s¥ (92)n:0° 1)/ (e2) n=(c) NIA
(Z)RIA- (¥) TR3Vy (8) A+ (Z) TXUV=0003
(0°T- ((92)n- (sz) nx (€2) ) »185) / (TuSx (92) N+0 T) & «NVDHMN NIA
(asv+0 1) » (1) TXAV= (T)NIA
I¥H/1¥S8=0
2
*¥2/IMH=I19H (1 03 31I'aNv 0°03 ZIINAI) AL
2
'NOIIVNIVY D
2
2
MN TV3¥
mem,gmvzm~ﬁooﬂvx‘go~v> T3y
(oot)n {c)zxaw’ (¢) TRa¥’ (L) 3QISA” (L) INOA’ {L)NIA TVaY
QISSSI "GISJOd ‘ZIINNI WISV L¥H ‘ IS/ SVA/ NOWACD
€9° 29’ 1d INTIJT/ TIINOD/NOWWOD
XA’ N/¥YAYYd/ NOWHOD
3LI’ZREV TAEV IAISA‘INOA’NIA/IIVIS/NOWWOD
SY aNIINo¥dns
o]
2
- 2
anz
NanI3E 00T
2
Jranz
n-u.ﬂ«mo AISA= Hmwx
5-3°Tx (L) 3a18A=(0S)X
3573

S ®b6ug NOISIA ¥86T SZT:€T 9T des

e



200

N-m.aiAmﬁvx+mmm<lM>H x
23 Tx20/ (T) NIA=

umqu

0000Z 0109

M> NIA=(6Z) X%

T)NIA=(8Z) X

Z-3 T+ (12) X+ 3us¥=(22) X

3 T+28/ () NIA=(T2) X

N3IHI (0" T aN'Td) a1

(s €1a'X1° (S°2T3°XT)§°S ZTI"XS*, AILSYM, ‘XZ) IVWIOJ
(5 e1a'xT (5 2Ta'XT)S S 2TI"X¥’ AT, ‘XZ) IVW03
(s'eTa’Xt” (s zTa’XT)§'S 2Ta X2 MOTTUIAND, *X2) INWIOT
(L T=1"(I)NIA) (CE6°9)ALIANM

MF\HNH.MHWH:0> 0Z6°9) ILTUM

L°T=1" (1) TX¥V) (0T6°9) ALTAM

(4 (W 02/0%) IH, “X¥+

* o (W nD/0N) W, ‘X2, (W 00/0%) TH, ‘X2 7, (H ND/0X) @A, +

Xz’ .Az O/TA) VR, X2, (W 0/9) S, X%’ (/W 1) 8, “XST) LviWa03a
(006°9) A1 TuM

(/7,--NOIIVEVdIS I9aN1S QIIVAILOV (D), "XZ°/) IvWaoad

(008°9) 3TTuM

0000z O 09 (T I7°INIudI)II

(z) TX3v= (2) NIA

(z) Tx3v= (2) InOA
ANNTINOD

(1) TX3v= (I) NIA

MH H»m<uMH INOA
£-30" T (I) TX¥v=(I) TXAV
L’e=1 09 0Q

(T) 200A- (T) TXAV=(T) NIA
Z0»¥aSV=(T) 1nOA

*09/43v=(z2
2Z=(%T
={eT
Z-3 Trav={0Z
aooa=(1z
-2 Ts (E)NIA=(TT
€-3° Tx1VA= (01
qasv= (ST
I9H= (6
lus=(s
Z)InoA=(z1
€-3 Ty (€) TRYV=
£) 1NnOA=

*09/9av=(Lz
2z=1{6T

AX=(81
-3 ' T+3¥=(s2
gooa= {9z
£-3° T+ (€) NIA=(9T
€-3 T+IVA=(ST

PR MM MMM MMM P MR MM

8 obevg NOISIA ¥86T SZ:€T 9T dog

[—— e am PR PR e [

0€6
0zZ6
oT6

006
008

o]

09

o]

0oL
o]
o]

*NOIIVHVAIS J0ANTS JIIVAIIOY O

o]

S — U, PG P

TSV - {0z
IAH = (¥T
Lus= (€T
INOA= (LT
€-3 T (£) TRAV= (V2

€)INOA=(EZ
NIHI (0T N TQ) 4l

taRa ko koot ]

(5 eTa’XT’ (5°2T3’XT)S'S ZTA"XT ', MOTIBIINN, ' X2) IVITH0Od
S'ETA'XT’ Mm ZTI'XT)S'S 213’ XE’,ININTIAT, “XZ) IVviWiE0d
S eTI'XT (S 2Ta"'XT m‘m ZTI'XE ", ININTINT, “XZ) LVIWE03

M> =1’ MHWCSE 009 °9) AL 1uM
t'T=1’ (1) LnOA) (005 9) ILI¥M
(L°1=1" (1)N1A) (QO¥9) I1TuM

(W :u\uvaz. X5 ¢ (W 02/9) 24, “XE*, (W 00/9) IH, “XE”, (W 0D/9) @, +

‘Xe’, (W ND/0)WW, "XE ', (W ND/9)s, ‘X%, (F/H n2) D, "XST) IVWHO0d
(00€ “9) ITTEM

/W O/KD ,°§°2Ta%, = SSI ININT3a3 V4

‘W 0o/WD ,°S°2T3°,=  SQod ININTII3 o+

/"W 0S/¥9H/9X , 'STTTA7,= ©NIQY0OT SAITI0S 4
/' RNQ/H L °§°ZT30 =3IV MOTIHIA0 o+

.\ VR OS ,°s'2Ta%,= vIEV IOVIENS, V

“//*\,--INVL ONTILLIS R¥7ANOD3s " (g) , *XZ'/) LVhE0d
$$1.133 Q09333 ISA1S ITVYI0 IV (00Z *9) ILTEM
JIAN3
,@IIVIOIA QEVANYIS SSI-ONIN¥VM, ‘x INI¥d
NIHI (QISSSI 19°Sslia3)al
JIaN3
,QIIVIOIA QEVANVIS SQO9-ONINYVM, ‘» INI¥d
NTHI (aIsqod’ 19 qogdl3d) a1

0oL 0109 (T 17 INI¥dT)3I

Mh INOA=SS1333
Amvabo>iA>~v:*Amv>+Naao>uoommmm

0" ¥Z+3¥/ (T) LNOA=3IVYI0
€-3 T«I¥/ (L) TREV (T) TXAY=1STIS

NNiMm TXYY= (9) TAYV
Xxx (€) TREV={S) TX9IY
0°0={¥) TRaY

(2) 1noA=(z) TRYY

NNiMm InoA=(9) InoA
Xxx (€) In0A= (S) In0A
0°0=(¥) InoA
¥x/ (L) 1noa=(€) 1noA

MN NIA=(z)InoA

(1) TXa¥- (1) NIA=(T) InOA
(e)NS-aV

MN zmumh INOA

T)NS=(T) TAYY

JIAN3

dois

«NDIS3a 30an1S QITVAIIOV+
NI NOILNIOS I74ISVI3 ¥V ANIJ Ol @I1IVd, = INI¥A
NIHLI (0°0°31 (E)NS 40" 0°0°31° (Z)NS 40 0°0 37" (T)NS) 3T

003
00S
(o]0} 4

00t

ooz

L °bv3 NOISIA ¥86T ST:ET 9T des



201

ON¥»ZSHE- ((T) X/ (€) X) xONx 5 TZV=

mmmm Auvx*~m<+Amvx\ﬂm<|m Mm
TSHE- (Z) X+ TV+ (2) Xx (T) X2 ZTV+ (1) X¥ TTV=

o]
(€) 3° (€)X NOISNIWIQ
ON T3y
(ESHY “ZSHN ‘ TSHu+
‘ZeY'TEY TZV €TV ZTV TTV'ON’ I X N)ONAd INIINOJANS :
ol
an3
N3nI3Ig
ANNIINOD T
INNIINOD z
(e DR (D)X (D)2=(0) Z
N‘T=I z 0d
o'o=(r)z
N'T=C T oQ
2
vaN\Am.mv»~Amvx NOISNTWIQ
Z'XX'N) IVRD3IA ANIINCHWENS
2
(N+T) 90IDAA V RE (NxN) XIHIVH Y o}
30 NOIILVOITAILTINA-3¥d FHI SWAOIMId IVWDIA ANIINOYLAS O
o)
and
NEINIIY
INNTINCD T
INNIINCD z
() ax (e 1) v+ (1)0=(1)0
N'T=r € 0Q
0°0=(1)0
N'T=I T od
2
vau\ﬁmwm.Am.mv< NOISNIWIQ
28 °VY’'N)DIAIVW ANIINOJLAS
o)
(T+N) ¥OILD3A ¥ X8 (NxN) XIHIVH V fo)
30 NOIIVDINAILINW-ISOd ZHI SWM0I¥3Id ,D3IAIVHW, INIINO¥AAS O
o)
and
NMNIZY  OOT
o]
ST OI 09
T+3II=311
{SNOIIV¥AII ANNIINCD D
2
INNIINOO ov
(c'1n)a+(c’1 man I)H
XHS/ (£)HSx ( (1) KH- v
N'T=C O% on
z~ﬂ I 0% 0d
13Ivadn o)

HS ‘H’S’N) IVWDOIA TTVD
t (NsN)H » {(NxT)S) ISOASNWVIL IINAWOD o)
ANNIINCD SE

(1) xHx (1) S+7HS=XHS

N‘T=I st oa

0°0=XHS
(T+N)X » (N¥N)H » AMz._d S) 3SOASNVIL IINAW0D o)

XH’XH’N) OIALVH TIVD

OT ©obuvd NOISIA ¥86T SZ:€T 9T des

:(0) R+ (£ I)H ITNWOD o)
:(r°I)H 3Ivaan o
2
INNIINDD o€
MH MANI= Hw 3
(1) 3-{r)mMani={(1)x
N'T=I 0 0d
(ESHN 2SI’ TSHA ' ZEV+
“TEV TZY €TV ZTV TTV’ON'MANI X N) ONOT TT¥D
()X ATNAHOD u

ANNIINDD mN
(1)s+(1)x=(1)x
N‘T=I ST 0d

1 (1)X 3IVvadn

00T 0I 09 (00Z 39°ILI ¥O N O3 JOISN) 31

INANIINOD 0
JIQN3
J1an3
T+dOLSH=dOISN
NaHI (e-3°1°371 ((1)s)sav) ar
Is13
JIaNd
T+dOISN=dOISN
NIHI($-3°T°37 ((1)s)sgw) 31
NIHI (2703 1) a1
N'T=1 0Z od
0=d0ISN
1IONIDYIANOD ¥0J ISIT O
o)
IANNIINOD 9T
(1)s-=(1)s
N'T=I 9T od
(S’ 3°H'N) DIAIVH TIVD ST
: (NoIInlos MaN FHI) (I),X IINAWOD O
_ 2
IANIINOD oT

o}
o]
o]
[4

=("I)H
NIZHI(r'03°1) a1
N'T=r 0T oQ
N'T=I OT oQ
(£ I)H FIVILINI O
2
T=31I
o]
ON TV3¥
(€)X (e)x’ (e°€)n NOISNIWIQ
(€)us” (e) s’ (e)xu” (€ €)H" (£)MINI” (€) 3 onmzm:Hn
IL1ESHY ZSHA ISHE ZEV
‘TEY TZV ETV ZTY TTV ON’4°X 'N) ISVnd mzHa:omm:m

ang

NINITF 0000T
JIaN3
(TINIA=(e2)X

o]

6 ©bvd NOISIQ ¥86T SZ: €T 9T deg

[ . va i iom, PRE——— e ey



202

P U — e ey e

/W DS/RYT/ON ST ZTa] SNIQvo1 SAI'T0S +
"y y - -NOISIQ YANINDIHI MHH><zo««. Xz’ \\va<zxom 001

T3 T+¥SA OV ¥Z+107S (00T°9)3ILIUM

000T 0109 (T°I7 INI¥JI)JI

( (LY NTAx (T)NIA) /(L) I0OA« (T) LNOA=YSJ
078/ (L) 1n0Ax (T) LNOA=0Y

ANIINOD ot
m<HmN.M zH>-M WN»m<
dx (1) NIA=(I) InOA
9’c=1 0T 0d
(L) NIA/ (L) ZRNY=HVISZ
(L)NTA/ (L) 1n0A=¥
Z)RIA=1{Z) ZR¥Y
T)NIA={Z)1n0A
M INOA- (T)NIA=(T)ZruY
((2) zxav- (L) TnoA) / ( (L) zxaws (T) NIA- (L) NIA« (T)NIA) ={T) InOA
(8¥) n=(L) zruvY

2
JIaNT
. dois
JEH/W 8S/99 ,C1971S°, NVHL SS3T ONIQYOT 3+
. 94NIS 3SN 0 ‘IWIHDS ONININOIHI 3IOANTS IONVHD +
---- "@aI3ID3I4S ONIGVOT SAIT0S FHI ¥OJ NOIIVAINIDONOD +
SAIT0S MOTIIAANN NVHI ¥IIVIYO NOIIVEINAONOD SAITOS+
ININTINI--ATEISVAINI NOISIQ ¥INTAOIHIL, s INIAd
(o°1- uzvﬁimh NIA/ON#»0X=19718
((L)NIA I7 (L) InoA) a1
, o}
( (0" T-2N) /9N) »« (297S/2%) »1975= (L) LNOA
(0 T-2N) /ONx (ON/0"T) ¢+ ((0" T-ON) »2¥) =0X
2
'$Z/1915=1918 (T°833 311 aNV 0° B3 €IINNT) I
2
ONON TvId
(ooT) x” (0Z) A+
“(ooT)n” (L) zrav’ (L) TREY' (L) 3a1SA” (L) INOA” (L) NIA TvIH
DN’ OV/QNIT8/ NOWNOD
€LINNI "I9S/ ISA/NOWHOD
€972 14’ INTUTT/ THINOD/NOWHOD
X’A°N/EYAEY I/ NOWWNOD
LI ZXYY TANY  IAISA‘INOA‘NIA/IIVIS/NOWWOD
19 INIINONANS
2
aN3
NEnI3y  000T
JIQN3
(LINIA=(32) X
as13
000T 0109
L)NIA=(Z€)X
Z)NIA= (1€)X
T)NIA= (0
NIHI (0" T 3N T€) 3T
2
SETI'XT (S ZTA’'XT)S S ZTA’'XZ’, QINIGWOI, ‘XZ)IVWMOd  OFT

S ETI’ xa $'ZTA'XT)S 6213 XZ° ,QILVAILOY, ‘XZ) IVWIOI  OFT
(5 €T3’ X1 (S ZTA'XT)S’S TTI'XY’ , RUWWINd, "XZ)IVWIOd  0ZT

ZT o583 NOISIA ¥86T SZ:ET 9T des

1° (1) NIA) (O%T°9)3TTumM
M JA3I) (OET 9) ILTAM
ZnoA) (0ZT*9) ILIEM
A. W No OM)IW, +
(W no/ox) B, xe T, (W ON) IW, “XZ°, (W N0,/ ON) @, +
P <A I’ :u\uxv<:. Xz (W 0/9)'s, xw Ax: W n2) 8, XsT)IvWdo3  oTT
AOHﬂ 9) 3ITuM
{/,--ONIGNITE 30aNTIS»x, “XZ'//)IVWNOI 00T
(00T 9)311uM
000T oIco (T°17 INI¥GT) il

.-d HHH

o)
INNIINGD ot
(T)NIA/ ({T) I00Ax (1) InOA+ (T) dWALx (I) &131) = () NIA
L°2=I 0T od
(1) @3z + (1) InoA= (T) NIA

IN=(€9) X
ov=(z9)x
33={19)x

(a1x (12) n) ax3+ (0Z) n-ON
(6T) Nx+d3x (8T) N+ (LT)N-OV
((L) &H3L s (T) GI3T+OTSI¥A) /D1SI¥E=dI
(L) InoAx (T) LNOA-D71S1¥4
135ANTS QANIAWOD 30 SOIISI¥IIOVEVHD ONINIHOIHLI O
2
ANNIINCD z
(1) NIA= (1) aWal
L'T=1 Z 0Q €T
2
Jrang
IANTINGD zT
0°0=(I)NIA
NuH Z1 od
N3HI (0° o 03 (T)NIA) a1

Jrana
€T 0109
ANNIINOD T
0°0=(I)InoA
L°Z=I TT od
NTHI (0°0°03" (T)1noA) a1

INNIINOD T
€-3 T« (1)3a1sa=(1)3arsa
€-3 Tx (1) 1n0A= (1) InOA
L'e=I T oa

ON T3y
L) W3l Ty
Mooﬂux. 0z)Aa” (ooT)n+
‘() zrav (L) txgv’ (L) 3a1sa’ (L) 1noA” (L)NIA Tv3d
DN ‘DV, ANI'1d / NOVINOD
€629 18 INIYJT/ TEINOD/NOHWOO
XA’ N/ GYAEVA/ NOWAOD
3I1°ZREV'TREV IAISA INOA NIA/IIVIS./NOWWOD
XIW91S ANIINOYANS

aN3
N&nLIyg

TT ®bed NOISIA ¥86T SZ €T 9T des




€-3°Tx9IAA= (%€
arss=(ee

dWal=(ze

(s) Inoa={ge

SAI=(LE

9-3°T+0= omwx
IIvi=(Se) X

3873

JIaN3

000T 0I09

wmz>uu 8€

(L) 1noAa/ (5) 100A= (¥¥
¥HO= (L€

£-1 T+9IAA=(zE
arss=(1e

dl3z= (o€

(s) 1noa=(9¢c

SAL=(SE
M«

€

Lo Rt

faa oottt

X
9-3 T+0= mwx
Irwy=(ce) X
3s13

000T 009
1INAZ= (6%
(L) 1noA/ (S) InoA= (55
¥HO= (8%
€-3 TxDI10A={€¥
arys=(z¥
dW3I={T1%
(s)znoa=(L¥
sal=(9%) X
9-3" T+0= mwwx
IIve=(¥) X
Nauz ('T°3IN€€)ar
NIHI (o'T-aN‘1d)ar

fala oot atoio]

203

m.mam,xﬂ.um.mﬂm~xa S°S'ZTJ'Xe’,ININTIIT, ‘XZ)IVWIOI  O€T
ST €Ta'XT (S ZTI'XT)S S ZTI'XE’,INANTINT, ‘XZ) IVWNOI  0ZT
An~HuH~AHvaoo>WMOmH.o IITAM
(L'1=1°(I)NIA) (OTT’9)ITTEM
( (K ND/9A) IH, "X¥+
(1 no/93) IH, ‘X2, (W ND/ON) W, +
S,’

v (W no/oN) an, ‘Xz’
Xv°, (H/R N0)0, ‘XST)IVWICI  OTT

‘Xz, (W no/93)WH, ‘X2, (W nD/9

U

)
(/* (8A/HMX NOITIIH ,°S°Z1d’
/7 WRVA/W ND 4 05T’

(0TT’9) ATTuM
INTYA XO¥INT IIN  ,+
NOILONAONd INVHIAW ,+

°/, IN30¥3d ,°'S°2Z13",= NOIIDONALSIA o+
/*+$Q170S8 FTIIVIOA +

WARBL e BN 2E 4 THNTOA +
‘/°y'SKNA ,°S°TTAC,= Igy  39anis o+
/"0 '93a ,’S'ZTa%,= FANIVIATIINIL )+

) /7 --ANVI K¥VWINd " (V) , ‘XT+

‘/7*,--N9O153Q Y3ILSIOIQ JIEOVUIVNVxx, 'XZ°//)IVWE03 00T
I3INAT’ "%Z+PHD 73 TxISIASA DIAA’QIYES‘dWAL (00T 9) ITIaAM
000T 0109 (T'I7°INI¥JT)JI

0°%Zx (T) NIAxQ1¥S=DIAA
9-3" Ty (3-¥HDAT) =I3INAZ

8s)n/ (z0+10) =0
$Z 012 ((LS)N-WAL) » (09) N¥ATYSx (T)NIAF (65) N=20

¥T ®b®g NOISIA ¥86T SZ:ET 9T des

((sS)N-3HIT) » (T)NIAXEIZT OT=TD

9°€/9L 8x¥38S " €xFHO-VHIAT

(Z)NIAx (T)NIAsE+

-3 T+ (95) ne (62) N+ (LNOSSA-SAT) » (T) NIAx (OT) A=¥HD
SAI/ (INOSSA-SAL) =1S3IASA

(s) Lnoa+ () InoA+ (€) INOA=INOSSA

(9) ZnoA+ (S) 2noA+ (¥) LNOA+ (€) INOA=
(9) NIA=

(QI¥S»3IVY+ "T) /SAL=

0°0=

0-0=(€) LnoA

(99) n=(z) InoA

(1) NIA={T) ILnoA

LNOA
IAOA
LOOA
LNOA

N M PO

(((-eLz+awaz) /€3 T- (#5)0) "€/ (*OT) DOTY+ " OT) DX ¥ (E5) N=TIVNA
(S)NIA+ (B)NIA+ (E)NIA=SAL

Mooavx\aoN A’ (ooT) N+
‘(L) Ty (¢) Txav’ (L) 3a1SA° (L) InOA” (L)NIA TY3Y
&AL’ AL¥S/ QNVAA, NOWHOD
€6°23°Td° INTEJT/ THINDD. NOWNOD

X°A’N/MYAUYA/ NOWHOD

ALTZREV TANVY IAISA INOA NIA/IIVIS/NOWAOD
aNvd ANIINO¥ENS

NIN1ig 0001

197s=(52) X

(%2) %/ (8%) nx (6T) Xx€3 " T=(TE) X
(9) Lnoa=(oe} X
Z-3°T+OV={92)X

L)INoA={6Z)X

T)1noA=(8z) X

T) zZREv=(LZ) X

0001 0I09

I91s=(ce

()x/ (ze)x/ (0e) X/ (8%) nx ((¥9) Xx23-T) ¥ (ZT) X+€3 1= (0¥
(ze)x/ (oe) x/ (8%) n+ ((¥Z) Xx€3° 1) x (82) X=(6€

(9) 1n0A= (8E

Z-3 1»0v={¥€

L) INOA=(LE

T)INOA=(9€

T)zx¥v=(s¢

NIHI (o' T°aN"T1€)dl

HKIHHMHHE XX

(5-€Ta’XT’ (§°2ZTA’XI)S’S 2Ta°,INVIVNEAANS, ‘XZ} IVWEOI  OFT

(s €Ta'XT’ (5 2T3A'XT)S S TTI’'XZ’,MOTINIANN, "XT) IVWIOI  OFET

(5 eTa'xT (S 2TI’'XT)S'S 2Ta XE’, ININTANI, "XZ) IVWE03 02T
h.ﬁnH\MHw~>m< O%T1°9) ILI¥N
¢ T=I" (1) InoA) (0ET 9) ILTUM
(L' 1=1" (1)NIA) (OZT°9)ITTIuM
(, (W N0/ Od) IN, ‘X¥+
(R no/oN) W, "%z, (W nD/od) IK, ‘X2, (W D/ /0N) aX, +

‘X2, (W NO/9A) VR, “XT*, (W ND/0) 8, "X, (SH/W M) B, ‘XST)IvWdod OT1
. (0T1°9) ILTuM
X43IA003T¥ SAITOS ot
V¥V IOVIINS o

(/°, INID¥3d ,'S° 213",
\\\-\z Om -\m-NIHlN\-

€T obeg NOISIA ¥86T SZ:€T 9T deg




S —

204

9°e=I 0T 04

(L) NTA/ (L) 3ATSA=-0IIVE

(L)NIA/ (L) TnOA=Y

(z)NIa=(z)3aisA

(2) NIA=(Z) InoA

@I3IX/ (L) InOA«x (I) INOA=AY

] ((L)N1A (T NIA) /(L) Z00AX (T) InOA-U54

(1) znoA/ ({L) 3a1SAx (T) 3AISA- (L) NIAx (T)NIA) =(L) 2nOA

arand
) \ dois

VIHW 0803, ‘@IAIRY, NYHI ¥IIVIEO QI3IX ¥IITII+

3sn---- Q313I03dS qIIIX ¥3ITI3 FHI +

04 IIVE MOTI MOTIQIANN NVHI SSTT IIVE MOTI ININTINI+
 --ITAISVIINI NOISIA WILTII HNNOVA, s INIAA
((se)n/ (L) n/ (oL)n/ (5L)ne (vL) nx (EL) Nx (€L) NxMM) TABS=QTIIX

(6) n- (L) NIA-MM

NaHI (0°0°371 (1) Inoa) a1

Vvaon>‘AHvzH>uAHVH:o>

((6L) n+N) Ahvzu>*AHvzH>uMH 3QISA

(6£) n=(L) 3AISA

(
/(s0ns (v ) /ey de AL (Lh )+

QO

Mooﬂvx.ﬁom A’ (ooT)n+
‘(L) zxav (L) TREv’ (L) 3a1SA° (L) INOA” (L) NIA Tv3™
TIIIR/ AN/ NOWHNOD

€824 19 INIEdT/TELNOD/NOHROD

XA N/AYAYY A/ NOWROD

AL’ ZRYY TRAV  IAISA INOA 'NIA/ITIVIS/NOWHNOD

AA 3ANILNO¥ENS

aN3

I OMET

JIaNa

(L) InoA=(s¥} X
aNvs1S= (T¥) X
z-3°T»01aV¥=(Z¥) X
(T)xnoA={¥¥) x

(1) 3a15A={c¥) X
1573

JIaN3

000T 0109

(L) znoA=(c¥) x
anvs1s={ec)x
Z-3°T.0Iav={0¥)X
(1) Inoa=(z¥) X

(1) 3a1sA=(1%) x
3373

000T 0I09

(L) InOA=(¥S) X
anNvs1S=(0S) X
Z-3"T.01a¥=(1§)X
(1) InoA=(es) X

(1) 2a1sa=(2zs) X
NIHI A.H.mz.mmme
NaHI (0" T 3N' 19} 3T

000T

el

9T obed NOISIA ¥86T SZ:E€T 97 des

(s e13'xT (S 2TI"XI)S S 2T3 , INVIVNIAANS, 'XZ) IYWI0I  OFT
(5 eT3'xT’ (S 2TI’'XT)S’S 2T 'XT’ ,MOTIVIANN, ‘XZ)}IVHEOI  OFT
(s eTa'XT' (S 2TA'XT)S‘S T3 XE ,ININTINI, 'XZ)IViWOI  0ZT

(¢*T=I"(I)3AISA) (O¥T 9)ILTUM
(£°T=I"(1I)INOA} (DET 9)ILTuUM
(¢ T=7° (I)NIA) (0ZT°9)ALIEM

A.z:PduH?.ﬁ__zapdﬁhf+

XZ AW AD/9H) I, X2, (W ND/ON)I Q. +

‘X2, (W nD/9A)VH, "X’y (W 10/9) S, "X¥ ", (LW n2) B, “¥ST)IvhWE03  OT1
(0TT"9) A1TuM

(/7. INID¥IA ,°S°ZT3",= FEALdYD SAITOS F
/'R 0S8 ,°6°ZT3°, = YIEY  IOVIANS o+
/R OS/XYa/od , 'S°ZT37, = ONIQYOoT SAIles  +

*// - -ANYL R¥vaNoc3s C(9), Xz /)IvWdod 00T
Z3 T¥¥SSA'OIAY’  ¥Z+aNVSIS (00T “9) AL T UM
000T 0109 (T°I7 INI¥d1) 3l

2

( (L) NIAx (T)HIA) S (L) INOAx (T) INOA=YSS] 5
anvs1s/ (L) 1noax (T) 1nOA=01aV

o)

INNIINCD oz
(L) NIA/ (L) 3a1SAx (1) NIA= (1) 3AISA
(L) NIA/ (L) InOAx (T)NIA=(I)INOA
9’g=I 0z 0Q
(z) NIA-(Z) 3dISA
(z)NIA=(2) 10n0OA
Aﬂvazo>-mﬂ NIA= (1) 3QISA
((£) 3a1sA- (L) 100A) / ((L) 3aTSAx (T) NIA- (L) NIA« (T)NIA)=(T)1n0A
(oL)n=(L) 3a1SA

2
Jranz
dolis
JEH/R 0S/9d  , TANVYSTIS’, NVHL SSIT ONIQVOT 3Isn ¥0+
‘IWIHOS ONIYIIYMIAQ IONVHD ---- "Q3AI2ID3IAS ONIAVOT SQITOS+
THI ¥03 NOIIWNINIONOD SQITOS MOTI¥3aNn +
NVHI ¥3IVI¥O NOIIVEINIONDD SAITOS ININTANI +
-- FIGISVAANI NOISIA ¥IISITIQ RYVANCO3S, ‘x INI¥G
Amﬂv>..A>vzH>\Mmo Ny x (TT) A=QNVS'IS
NIHL ((L)NIA 1T (L) 1n0A) 3l
o)
((e1) A/ (69) ) xx {aNVSTS/ +
((eT) A/ (69) Ny ((69) N+
/70 T) xx ((€T) Ax (89) 0+ (£3)N)) ) vaN¥STS= (L) INOA
0°'$Z/ANVSIS=aN¥S7IS (T°0F 3LI aNv 0 O3 $IINNI)II
2
MoOﬂvx.AoN A’ {o0T)n+
(L) zxae’ () Txav’ (L) 3a1sA’ (L) InoA’ (L) NIA Tv3¥
- FIINNI “ONVSTS. ANYSA: NOWWOD
£8°29° T8 ININJI/ TIINOD/ NOWROD
XA N/EYANY A/ NOWHOD
III°ZREV’ TAYV 3AISA’INOA NIA/IIVIS/NORHIOD
QNVS ANILINO¥ENS
o)
QN3
NENLIE  000T
210N3
IINAT= (O%)X
(L) 1noA/ (5) InOA=(9%) X
¥HD=(6€) X

ST ob®vd NOIS3ZA ¥86T SZ:ET 9T deg



205

(6%) X=6%X

(89) x+ (z5) x+ (S€) X=310X00
Mom X=438

LS) X=3AY

(09) X» (65) X=9TX913
(1S) Xx (TL) NyZ3 " T=ANVSA
EV) Xy €3 T=ANVIA

(¥€) X¥ 23" T=19V

NIHI (T 3N €€)dl

(22) X» (TT) X» " 05=50

(S2) X233 T=1S3V

(LZ) Xx"09=¥a"

(ST)Xx€3° T=1VA

(zT) X=3s4d

(6) Xx23°1=1SaV

NaHI (O'T'3N'Ta@)ar

. o)
(86°6)3r1uM

(/77 (XL’ a¥ER/SAVTI0A, ) ¥ XS * , YVAR/SUVTIOA, 'XbE) IVWEOA TOOOT

(1000T°6) ITTEM
(,¥3M0d, ‘XET ", TVIYIIVH, ‘X6 T

‘v 3ONYNJIINIVR, ‘X8 * ,NOIIW¥Id0, ‘XOT‘, TWiId¥d, "XLE)} IWWE0I 0C00T

(0000T‘6) ALTHN
(/77 (4 x,)92T) IVWAOA 86
(86 °6)aLIaM

(///°,:S3T¥HILST IS0D 30 XIVWHAS, ‘XZ°/////) INWi0a 18

(18°6)3TTYM

NIAIIN TVIN

(ooT) X’ (0Z)A° (0OT) N TVIN
€4°28° T4’ INIETT/ TIINOD/ NOWHOD
XA’/ YVAEYA/NOWHOD

r£go aN1rnoddns

o}

aN3
NAOL3IF

ANNIINOD T
(1)v=(1)a
L’1=1 T 0oa

(L)a (L) v TvId
(a°v) X400 ANIINO¥ANS

00O

aNd
NInI Iy

a=(T)v¥

Amv<+Amv4+A¢v<+Amv<uth<
ANNIINOD T

a/ ((1) g« (1) @+ (1) ¥+ (T) W) = (1) ¥

9°2=I T od

(t)a+ (1) v=a

(L)a’ (L)v Tvax
(a°v) W ANIINOVANS

8T obed NOISIA ¥B6T §Z:€T 9T deg

a3
NInNLIy

ANNIINOD
(v=(Dg
L’'?2=1 T od

O
(L)a’ (L)v vy
(g°V’ I) HONYE INIINOYWENS

ani
NINLIA

JIaNI
qIIIX={L¥) X
AY=(BY} X
thaoo>u 18} X
T)INOA=(0S) X
(1) 3aIsa=(6%) X

000T 0OIO0D
a131ix=(s¥}x
AY={9%) X

Mh INOA=(6¥) X
1) I0OA=(B¥%) X
(1) aaisa=(Lv) X

0COT 0109
q131Xx=(35) X
AY=(LS) X

Mh INOA=(09)X

T) LNCA= (6S) X

(1) 3aISA= (8BS} X
NIHI (T aN-edg)adl
N3IHI (0T 3N"T€) Al

(5 €Ta’'xT’ (S 2TA°XT)S S ZTA’'XZT ' ,MOTIIIANNA, "XZ) IVWIOI

\.m.mﬂm\xa.Am.Nﬂm\xﬂvm\m.NAm..azca¢zmumom.‘xNMH<zmom
(s eta’xt (5" 2ZT3'XT)S’ S ZTI'XE’,ININTIANI, "XZ) IVWEOL

(¢"T=1"(1)3QISA) (0T 9)ILIYM
(£°1=1"(1)INOA} (OET'9) ATTaM
(L T=1"(I)NIA) {CZT 9)I1IaM

(v (W ND/0A) IW, ‘X¥°, (W ND/D3) I, +
‘X2, (W NO/9M) IN, “XxZ”, (W ND/94) aW, +

‘X2’ (W ND/9A)WR, *X2°, (K n0/2)Ss, “X¥’, (MW n2) 3, 'XST) IvWi0a

(ot 9)arram

(/°,"IN3D¥3d ,°S°ZT3’,= A¥IA0DIY SAITIOS o
/R OS L, '8T2TaC, = Y34V IDVIEAS o+
‘/¢,"9H/W 08/9% ,°§°213",= QI3IIX ¥3IIII3 o+

°//°y--N2I1s3d ¥AITII WNANDVAxx, “XZ°//) IVW30a
23 T+¥SA'AV QIIIX (00T 9) ATTUM
00T 0I09 (T°I7 INI¥LT)AI

ANNIINOD
oI1Ivdx (I)NIA=(I)3QISA
dx (I) NIA= (1) InOA

0OCOT

ovT
OET
ozT

o1T

- 00T

oT

LT obwg NDISIA ¥86T SZ:ET 9T des




206

p— ————

‘¥3LSIDIA XJVANODIS D

J1an3
LE " xxONVAA» " ZHT=QNVdSD
3s13

99" x xONVdAx ¥ " HT=QNVJSD
NTHI ('6€82Z'39°ANVJIA) 31
Jranz

J1anz

TZ ¥ »QNYdAx  ETT=ANVIRD
2" x rONVJAx " Z6T=ANVJOD
1513

S5 ¥ xONVdA+S  8=ANVID
55" ¥y ANVdAs " ¥ T=ANVJ0D
NZHI (' 896T 30 ANVJAA) II
3s13

78" x sQNVAA+ €8 ~QNVID
£8° » xANVAAX 62 ' T=ANYJOD
NIHI (' 8L95 3D ANVAA) 31
65" » »QNVAAx " €ZET=ANVDID

o]

2

*¥31s3I0DIA AYYHI¥L O

9L ¥xI1OVxZ9 ' 8=19SD
JIaN3

$T " x»10Vx " 90T=19RD

£ »x1OVxSY Z6=1900
3s13

9 0»»1OVYxEZ 6=19WD

9 0xxIIV¥ST LT=1502
NIHI ( 6.2 3D°19v) 3l
LL" ¥xIOVx ¥Z8=1900

o]

el

CHIANDIOTIHLI AIIAVED O
o]

s8=4s3dn

JIaN3

JIaN3

JIana
S0+0¥%S°Z=d5¥SD

as13

L8 x+S0xL6°5=dSYSD
NIHI (' 08ST°'17°S0) 4l
as1a

2S5 » xS0 LS O¥=dSHSD
NIHLI ('TE9°'I7°S0) 3l
as13

*00€=dS¥SD

NIBL ( 8ST I7°S0)3I
S0xSLET =dSWD
SOxEE£E " =dSYOD

€5 x»G0x 6LLZ=dSAD

o

‘ONIdWNd 32AN1s N3NL3¥ O

9L ¥ x1SI¥sT9 8=153SD
: JIAN3

YT »xI1SI¥x " 90T=ISI
€ ¥x1S3IV¥xS¥ T6=15300
ds13

o]

oz obwgd NOISIA ¥B6T SZ:€T 9T deg

9 Os#¢ISIV+EZ 6-ISID
9 0s»L1SIV«ST LT-1SI0D
NIHL (“6L2°30°1s3¥)al

LL ¥x1S3Vx ¥ZB=I1SID

el

SANYL ONITIZIS TWNI3 O

SS ¥ x4V VL=YYDD
8V ¥y ¥IYs " LBT=VYVIOD
99 " »»¥IV¥» " EESB=VVIDOD

TL ™ »»IV¥Ax  TO¥=1VDD

o]

o}

CANVI NOIIVYIY O

38d=484ddd

¥9 »x3Sd» "SBE=dSdSD
€Y »»35d» 957145
TV »»3Sd» "¥LE=dSd0D
€59 »»3Sdx " Z¥091::d5820

o]

2
*ONIaWNd 30dNIS AAVWIHNG D

9L ¥ »1Sd¥»Z9 8=15dSD

JIan3

BT 2x1Sd7r  90T=1SdWD

£ »21SdV«S¥ Z6-15d0D

3s73

9 0x»1SdVYsEZ 6-1SAD

9 0xxISdVsST LT-1Sd0D
NZHI (6.2 39 1sdv¥) il
LL" ¥ x1SdV¥s " ¥28-1SdD0

o}

o]

PINVI ONITIL3IS XYVWI¥A O

JIaN3

(o¥) X=6¥X

{e¥) x+ (e%) x+ (LZ) Xx=370X00
05) X-¥3S

8¥) X--3AY

(15) %» (0S) X=9TX910
Amwvx.Mﬂp Nx23 T=ANVSA
¥E) X2€3" T-ANVAA

(92) Xx23°T=19¥

(L1) Xy (T) X»"09=50

(0Z) X¥23 " T=1SI¥

(22) X»'09=¥3¢

(OT) X«€3 ' T=IVA

0°0-35d

0 0=1Sdv

1s13

JIan3

(8€) X=6¥%X

(L¥) X+ (T¥) X=3T10X00

8¥%) X=¥1S

9¥%) X=3AY

(6%) X» (8%) X=9TX91D
Ao<vx‘MHh 23" T=ANVSA
ZE) Xx€3" T=aNVdA

o]

6T ©bvd NOISI@ ¥86T SZ'ET 9T des



ds3an ' ds¥so’ S dSY00dS¥0 (SOOT ‘6) LT UM
1S33S0'JSIND°1S300°1SIDD(F00T “6) LIIM
VVARD "YVA0D “YVADD {E00T "6} ILTUM
Iv¥DO (2001 6} I1T19M
&5d4d2°dsdsOdSdRD ' dSd0d’dSddo (TCOT ‘6) ITIWM
18dSD ISaND 1540215300 (000T “6) ILIVM

N3HL3IN-

dddd+dsudd+dsddd+

AASD+

JdYSO+ANVSSO+AVdSO+IL0SD+dS¥SD+15380+d5dS3+15dS0+
dIHD+ da0D +TSHOD + JIAND+ JA0D+

ANV SO+ ANVS 0D + ONV WD +INVdOD +

JOWD+1000+dETI+dSI0D+ LS I+

L3300+ VWD +YYA0D +dSAHD+dSd0D+1SdWD + 1. Sd00+

dS20+AADD+ANVSID+QONV DD+ L0020+

JEDD+dSHOD+1S ADD+VVAID+IVIO+dSdI0+1SdDD=TVLOL

207

6bXxSS0°T/€39 €x (T9) N=NIGI N

MN

L99 »»d3Sx

AL

(€) Ax QAID=34ID
Mm AxdS¥3D=dSUID
€) AxdSddd=dsdad

() AxIASD=3ASD
AvANYSSI=ANYSSD
AxANVISO=ANVdSD

M AxI9S0=198D

T) AxJ¥SI=d4SD
T) AxdS¥SD=dSdSD
T) Ax1S3SD=1538D
7) AxdSdsSD=dSdsd
Z) Ax18dSD=154SD
"¥ZC8x (¥) N=ASWOD

Mw Ny IAWD=IAND

%) Nx IA0D=3A0D
Nx ANYSRO=ANVSHD
NxONVYSOD=ANYS00
Nx ANYAD=ANV ZD
NxANYJOD=ANVJ00
%) 0x IOWD=I10WD
%) NxI000=I900
%) Nx JIHD= IO
%) Nx N0D=3I0D
Nx dSTWD=dSTD
Nx dSY0D=dSU0D
NxISID=ISIND
NxI1S300=IS300
NxVYADO=VVARD
N¥¥¥J0D=YV¥a0d
Ny dSAD=dSTD
NydsSdo0=dsdod
Ny ISID=ISAD
Nx1Sd00=15d0D

(1)

S

9TX9TO+Z-329 Ex (S)N+¥L° »x¥ISx " €50ZLx (T) A=QSDD

27 obeg NDISIQ ¥B6T SZT:€T 91 des

t

(T) Ax3ADD=3ADD
AxQNVSID=ANVSDD
Ax»QNVIID=ANYdDD

MH Ax1900=1920

T) Axd800=d420
(T) AxdSEIO=dS400D

LR I T I

MH ArISIDD-18300
1) Ay YYOID-YVID

(T) A I¥20:=1¥D0
MH AxdSdDD:dSdI0
T)AxISa0=15d0

I10X00=d3d2

JIanNd

JIaNT

J1and

TT10X00+0%S " Z=dY¥SD

3313

L8 xx3ITDROVxL6°5=dYSD
NIHI ('08ST 17 310X20) I
3513

TS x23T0XO0 LS OV=dYUSD
N3HI ("T€9°17' 310X00) I
3s13

*00€=d¥SD

NanI (-8sT 17 3T10X00) I
TTIDXD0XSLET =T
T12XDV¥EEE " =JU0D

€S »»TTORODx " 6LLZ=AIDD

o]

CONIdWNd NOIIVINDYIDIY 3

J1aN3
JIQN3

8% xx9TX9TTS  TH=3AND

3Is1d

£9 xx9TX9TD+ " 0Z=IAKD

NFHI (€01 3D 9TX910) a1

3513

Y8 ax9TX9TO# LS S=IAKD

NIFI (" 615 3D 9TX91D) a1

8S »+9TX9TD*SS L6T=3A0D

98° iioﬂxoﬂoi ZTBT+TL »x9TX9TOx " 0EZ=3ASD
TL ¥+ 3dAVs 0BT6Z=3AD0D

3

o]

*¥3ILTIA WANOYA O

JIANd.

LE " x yANVSAy  THT=QNVSSD
3513

99" » xONVSAx¥ " Y T=ANVSSD
NIHI (" 6€8Z 39" AQNVSA) I
JIaN3

J1an3

TZ “ »»ANVSAx ' ETT=ANVSID
Z° »»ANVSAy " T6T=QNVSOD
3313

S5 ¥y ANVSAxS " 8=ONVSHD
S5 ¥+ ANVSAx " HT=ANVSOD
NTHI (' 896T 39 QNVSA)JIL
3313

28 »xONVSAxE8 ' =ANVYSID
€8 ¥ xANVSAx6Z  T=ANVSOD
NIHI (° 8495 3D ANVSA) a1
65" xxONVSAx "EZEZ=QNVSID

o]

o]

Tz obed NOISIA ¥86T SZT:ET 9T des




208

U

QN3
N3INL Iy

(,"avax/s¥vI110d , ‘0’817, =+

1S0D WIISAS TVIOL, ‘XO0Z'//) I1¥Wd03

(//°, 9¥aAxK/ S+

¥vI1ioq , ‘083", =+

INVHITH WO¥3 RO¥INT IIH IO HI¥OM, “XS’//)IWWE0I
(/°0°83°X0T 0 83°X0T’,TYSOJSId IDANTS TWNII, "XS) IVWIOI
(/“(0°83°X0TI)¥ 0 83+

‘X6’ ,ONIdHAd WYIYIS I10X03d, “XS) IVWI0I
(/(0'83°X0T)€£°0'83°X8T ", ¥ITTII WANOVA,  XS) IVWIOI

(- (0'83°XOT) €0 8I XE+

‘93153010 DIMOWIVNY X¥VANODIS, 'XS) IWW30J

(/" (0'83'X0T)E+

‘0°83°XS * ¥ITSIOIQ DIFONIVNY XEVWINEd, “XS) IVWI0I

(/" (0°83°X0T) €0 83 'XPT  ,MININDIHI ALIAVHD, ‘XS) IVHIO0I
v\‘Ao.mm\xoﬂvw\o.mm\xm..oszz:m 39an1S ITDX0IY, “XS) IYWI0I
(/" 1(0°831"X0OT)E 0 B3 XB',ANVI ONIIILIS XYVANODIS, "XG)IVWE03
(/" (0°'81°XOT)Z°0°83°X0T ,NOILVYIV ¥IV¥ QISNIIIA, °XS) IVIW40d
(/°0°83°X8T’ ,ANVI HOIIVHIAV, XS)IVWH03

M\‘Mo.mu.xoa ¥°0°83°X6° ,ONIJWNd IDANTS XAVWIAL, “XS) IVWEOI
/(0"83’XOT) €0 83°X0T* ,ANVI ONITIILIS XAVWINL, “XS) IVWi0I

TYIOL (ZTOT 6) ILTAM

(86°6) ATTUM

N3gLIN(TTOT 6) ALIUM

asWoD ‘asoo (0TOT 6) ALIUM

I QIS IO dACD AIDD (ETOT 6) ITTUM
AASD T IAKD T IADD T IADD (600T °6) ITTUM

ANVSSD ‘ QNVYSHD QNS00 "ANVS22 (800T “6) 3LTuM
ANYdSD * ANVJIAD " ONYJOD “ANVADD (L00T* 6) ALIWM
198D I0WD ‘1000 1900 (900T 7 6) ALTUM

yrp—

o]
Z10T

1101
0TOT

€107
600T

800T

L00T
900T
S00T
¥00T
€00T
Z00T
T00T
000T

2

€z obed NOISIA ¥B6T SZ:€T 9T des




209

APPENDIX D

GRG MODEL FOR BASE SYSTEM DESIGN OPTIMIZATION

The GRG optimization model for the base treatment system (Figure 2.1) has 64 vari-
ables and 59 functions (constraints plus objective function). The file containing all functions
in the model is listed as GCOMPS8 on the following pages. A list of the variables in the
model is provided in Table D.1. The reader is refered to Chapter 2 for the notation used in

this table.

Table D.1 - Summary of Model Variables : Base System

Variable Index Unit Meaning
1 m®/min _ Q,/60
2 g/m? 5,

3 g/m® M,

4 g/m® My,

5 g/m® M,

6 g/m? M,

7 g/m’ My

8 m3/hr Lp

9 100m? A,/100
10 - M,./M,,
11 m%/min Q,/60
12 m3/hr Qy

13 days 0,

14 days )

15 1000m3 V /1000
16 kg/m? M,,
17 g/m? S,

18 - M, /M,
19 - AW/S/A[“
20 . r

21 - 100w
22 - r+w
23 “g/m? M,
24 kg/m? M,
25 100m® - A, /100
26 g/m? M

27 m3/sec Q,/60
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Table D.1 (continued)

Variable Index Unit Meaning
28 m3/hr @,
29 kg/m? M,
30 m®/hr Qo -
31 g/m® S,
32 kg/m?® M,
33 kg/m?*/hr L,
34 100m? A, /100
35 m®/hr Q.
36 m®/hr Qu
37 kg/m® M,y
38 kg/m? My,
39 kg/m? QM Mo/ Qo/ Mg
40 -- 1000Q M, M, 0/ Qo/M.o /My
41 °C T,
42 days 9,
43 1000m? V, /1000
44 day™! K,
45 10%k Whr [year q
46 kg/m® M, + M, + M,
47 kg/m® M,
48 m®/hr G
49 10%k Whr /year N
50 kg/m?/hr L,
51 100m? A /100
52 m®/hr Q3
53 m®/hr Q14
54 kg/m?® My,
55 - Mo/ M
56 kg/m*/hr » L,
7 m? A,
58 m®/hr Qs
59 m3/hr @ie
60 kg/m® Mo
61 - Iy
62 -~ a,
63 - n,
64 100kg/m? M.,./100

The constraints in the GRG model and their corresponding equation numbers {see

Chapter 2) are summarized in Table D.2.

It is convenient to define some ‘‘secondary
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variables” in constructing the GRG model to avoid repetitive computation. As shown in
Table D.2, several secondary variables {variable No.29, 38, 39, 40, 46, and 55) are defined by
the constraints which are not described but are derived from design equations presented in

Chapter 2.

Table D.2 - Description of the Constraints in the GRG Model

Constraint No. in GRG Model Corresponding Equation No. from Chapter 2

1 2.3
2 2.4
;, 3 2.11
' 4 2.12
5 2.17
6 2.18
j 7 2.16
8 2.20
; 9 2.21
i 10 2.22
' 11 2.23
._, 12 2.33
13 2.34
” 14 2.28
15 2.24 & 2.25
16 2.15
j 17 2.19
18 2.35
. 19 2.36
f 20 2.37
21 definition of X(29)°
; 22 2.42
o 23 2.44
’ 24 2.45
25 2.11
| 26 definition of X(39)°
‘ 27 definition of X(40)°
. 28 definition of X(38)"
| 29 2.48
' 30 definition of X(46)°
31 258
y 32 2.49
B 33 2.52
34 : 2.54 - 2.56
\ 35 253 & 2.57
\ 36 2.60
37 2.59
38 258

39 2.61

———
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Table D.2 (continued)

Constraint No. in GRG Model  Corresponding Equation No. from Chapter 2

40 definition of X(55)"
41 2.67

42 2.68

43 2.64 & 2.65
44 2.66

45 2.71

46 2.72

47 2.73

48 2.74

49 2.75

50 2.76

51 2.77

52 2.40

53 2.38

54 2.39

55 2.10

56 2.29

57 2.30

58 2.26

* . X denotes the variables in the GRG model. See Table D.1.

The initial solution to the model and the control parameters for the optimizaticn (see
Section 3.2.1) are specified in another input data file. An example is of this file is also listed
in this Appendix under the name GRGDATA. The user’s manual for GRG2 should be con-

sulted for the details.
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APPENDIX E

IGGP MODEL FOR BASE SYSTEM DESIGN

The IGGP model contains 62 variables, 57 constraints, and 90 parameters. Variables

No. 1 to 60 are defined the same as in the GRG model (Table D.1 in Appendix D). Variable

No. 61 is the total recycle stream flowrate in m3/hr, or

X(ﬁl) =@t @t 5

Variable No. 62 is the primary sludge concentration in 100 kg/m?* (A{,4/100).

Parameters in the GGP model are the same as that in the GRG model. Exceptions are -

listed in Table E.1.

Table E.1 - Parameters that are Unique in the IGGP Model

Parameter Index Meaning in GGP Model
» ' 1/n np
N e —2—
15 oy 017250
1/n n,
22 1) —
-0 (522)
35 1 et {See equation (2.25))
1440 ‘ya(BCs —DO)(OTE)pan
1/n n,
46 .1 (\——
e ey
51 - 54 Parameters in equation (3.7)
72 [B,n,-1]'"(—L)
n,-1
81 657.3(;’2(%—-)1/2 (See equation (2.62))
s C
82 Influent fowrate to plant, m*/hr
3 Inlluent soluble BODy, g/m®
84 Influent active biomass, g/m®
85 Influent volatile degradable solids, g,/m3
86 Influent volatile inert solids, g/m®
7 Influent fixed solids, g/m?
88 BODy standard, g/m®
89 Total suspended solids standard, g/m3

90 Mass fraction of the primary sludge, f,



218

If the value of f, is changed, then parameter No. 46 in the CGGP model, which
corresponds to this fp, needs to be calculated using equations (2.38) and {2.39) for a, and n_,
Exponents in constraint No. 25 which represents thickening of the combined primary and

activated sludge also have to be modified since this equation is:

1

(nc-l) n, n
L_qA'Itll - [ac(nc_l)] ( n il) =0

The listing of the IGGP model is on the next few pages.
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APPENDIX F

GRG MOPDEL FOR LIQUID SUBSYSTEM OPTIMIZATION

The liquid subsystem to be optimized is shown in Figure 3.8. The GRG model describ-
ing the design of this subsystem has 21 variables and 21 functions. The wastewater parame-
ters at control point No.l (see Figure 3.8) are input to the program. The variables in this

model is given in Table F.1, followed by the listing of the program that defined the model.

Another program is used to generate the initial solution needed for the GRG run. This
program is listed under the name DESIGNI11. A file specifying the decision variables is

needed to run DESIGNI1. Input requirements of this file are summarized in Table F.2.

Table F.1 - Summary of Model Variables: Liquid Subsystem

Variable Index Unit Meaning
1 m%/hr L,
2 100m? A, /100
3 -- M,n/M”
4 m®/min Q./60
5 m%/hr Qg
6 days ec
7 days ¢]
8 1000m° V /1000
9 kg/m? M.,
10 g/m® S,
11 - M /M,
12 - 1’,1/3/111[13
13 -- r
14 - 100w
15 - rtw
16 g/m® M.,
17 kg/m® M,
18 100m* A, /100
19 g/m® S
20 m¥/sec v Q,/00

100kg/m?® M,o/100

to
-
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Table F.2 - Input Data to the Analysis Program : Liquid Subsystem

Card No. Comments
1 Title

2 Primary clarifier overflow rate (m/hr)
3 Sludge age (days), Activated sludge recycle ratio
4 Hydraulic retention time {days)

|
1
|
<y
i

[N

o

[P
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APPENDIX G

SLUDGE SUBSYSTEM DESIGN

The inputs to this program are: [1] wastewater parameters at control point No. 1 (see
Figure 3.8), [2] optimal solution for the liquid subsystem (see Appendix F), and [3] the recy-
cle flowrates Q,,, @5, and Q. Only the final design of the sludge subsystem is printed out.

The program listing is on the next few pages.
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APPENDIX H

GRG MODEL FOR SYSTEM WITIIOUT A PRIMARY CLARIFIER

The flowchart of the system is shown in Figure H.1. There are 51 variables and 47
equations in the GRG model describing the design of this system. Table H.1 provides a list

of the variables in the model.

Table H.1 - Summary of Model Variables : Base System Without a Primary Clarifier

Variable Index Unit Meaning
1 m®/min Q./60
2 g/m* S,

3 g/m* M,

4 g/m? M,

5 g/m® M,

6 g/m® M,,

7 g/m? My,

8 days 6,

9 days 0

10 1000m? V /1000
11 kg/m? M,
12 g/m® Ss
13 - M./M,,
14 - M, /M,
15 -- r

16 - 100w
17 - r+w
18 g/m® M,
19 kg/m® M
20 100m* A; /100
21 g/m® S

22 m®/sec Q,/00
23 m®/hr Qs
24 kg/m® M,
25 kg/m*/hr L,
26 100m* A, /100
27 m®/hr Q1o
28 m®/hr Q.
29 kg/m® M,
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Table 1.1 (continued)

Variable [ndex Unit Meaning
30 kg/m? My,
31 kg/m® MM, /Mg
32 °C T,

33 days 9,

34 1000m® V,/1000
35 day™! K,

36 10%kWhr [year g

37 kg/m?* M, +FM,+M
38 kg/m? M,
39 m?/hr G

40 108k Whr [year N

41 kg/m®/hr L,

42 100m? Ay/100
43 m3/hr Qs

44 m®/hr Q.4

45 kg/m® M,
46 -- M, . /M,
47 kg/m®/hr : L,

48 m® A,

49 m*/hr Qs

50 m®/hr Qs

51 kg/m® M,ya
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APPENDIX I

GRG MODEL FOR THE SYSTEM WHERE WASTE ACTIVATED
SLUDGE IS RECIRCULATED TO PRIMARY CLARIFIER

The system is shown in Figure L.1. There are 51 variables and 47 equations in the

GRG model. A list of the model variables is provided in Table I.1.

Table .1 - Summary of Model Variables : Waste Activated Sludge Recirculated to the Primary Clarifier

Variable Index Unit ' Meaning
1 m®/min Q,/60
2 g/m® S,

3 g/m3 M,

4 g/m® : M,

5 g/m:’ M,

6 g/m® M,y

7 g/m? M,

8 m3/hr , L,

9 100m? A, /100
10 . - M /M,
11 m®/min Q./60
12 m3/hr Qg
13 days 0.

14 days 0

15 1000m® V /1000
16 kg/m® M,
17 g/m?® S,
18 - M. /M,
19 - Mo /M 4
20 - .

21 - 100w
) - r+w
23 g/m? M,,
24 kg/m® M,
25 100m? A, /100
26 g/m? S

27 m®/sec Q,/60
2 m*/hr Q,

2 kg/m? My,
30 °C T,

w
et
[«
%)
<
@
(=~
o
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Table 1.1 (continued)

I

Variable Index Unit Meaning
32 1000m*® V,/1000
33 day! K,
34 10k Whr [year 7
35 kg/m? M, MM,
36 kg/m® Mo
37 m3/hr G
38 10%kWhr [year N
39 kg/m®/hr L,

40 100m* 4,/100
41 m3/hr Qs
42 m®/hr Q14
43  kg/m® M,
44 - M, o/M,y
45 kg/m?/hr L,

46 m? A,
47 m3/hr Qs
48 , m®/hr Qe
49 kg/m® M
50 100kg/m® M,/100
51 kg/m® Mg
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