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## ABSTRACT

Tight-binding or linear combination of atomic orbitals is a method for computing the electronic structure of materials. Like Density Functional Theory (DFT), it depends on the single electron approximation, but is significantly less expensive because it includes parameters from DFT, other ab-initio methods, and experiments. In terms of the system sizes usually studied in materials behavior computation, tight-binding bridges the distance and time domains between those typically covered by density functional theory (DFT) and classical molecular dynamics (MD) where the interactions between atoms are given by a pre-determined function, and the quantum mechanical nature of electrons is not accounted for.

In order to account for the quantum mechanical nature of electrons, the Schrodinger equation has to be solved for the electron wavefunction. The Schrodinger equation is a second order differential equation; one can think of it as a laplacian $\left(\nabla^{2}\right)$ with inhomogeneities of the type $\frac{1}{|\mathbf{r}|}$ and other potentials, which themselves depend on the wavefunction (or charge density) and whose functional form is determined by several approximations. This is the problem solved by DFT, where in the ideal case, a complete continuous orthogonal basis set is used to solve the Schrodinger equation self-consistently. However, the basis set necessarily has to be discrete and finite, and convergence suffers because of the type and spatial extent of the inhomogeneity ( $\frac{1}{r}$ type potentials).

For many materials, specially insulators and semiconductors, it is often more convenient to assume a basis set centered around atoms - i.e. by assuming that a bond is a perturbation of an atom[52], we can write the electronic wavefunction of real crystals in terms of atomic orbitals. We may then solve the DFT problem on a small system of atoms with this type of basis set, and obtain values of various interactions between orbitals of atoms. These values become parameters that can be used with tight-binding, and have the potential to scale the quantum mechanical treatment of electrons to computations involving hundreds of thousands of atoms. Traditionally, experimental results have also been used to determine parameters for tight-binding.

In this thesis, we present several applications of and extensions to the tight-binding method. After a brief description of the tight-binding method in chapter 1, we apply tight-binding to smaller, heterogeneous unit cells in chapters 2 and 3. In particular, we use tight-binding calculations as a part of total energy computation, and use it to get an insight into the kinetics of defect formation in chapter 2 . Then in chapter 3 , we compute the rates of optical absorption and individual atomic contributions to total absorption. Then in chapter 4, we present past work and our own developments that allow us to scale the applications in
chapters 2 and 3 to larger system sizes, where tight-binding as a method is most promising.
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## CHAPTER 1

## ELECTRONIC STRUCTURE

Recent advances in computing power have made calculations of material properties using quantum mechanics more feasible. The basis of a quantum mechanical calculation starts with the Schrodinger equation that contains a full description of the system - all electrons and all nuclei within the atom are represented in the Schrodinger equation. Using this equation, we may want to determine the total energy of the system, or how a system evolves in time. The time-dependent Schrodinger equation is as follows:

$$
\begin{equation*}
i \hbar \frac{d \psi(\mathbf{r}, t)}{d t}=\hat{H} \psi(\mathbf{r}, t) \tag{1.1}
\end{equation*}
$$

On the right hand side, $\hat{H}$ is the Hamiltonian, and it behaves as any other linear operator - it can be a function, derivative, or constant multiplication, and the solution $\psi(\mathbf{r}, t)$ is the wavefunction - a multidimensional function that completely defines the state of the system. If $\hat{H}$ does not depend directly on time t , the above equation is separable in $\left\{\mathbf{r}_{\mathbf{i}}\right\}$ and $t$, in which case, our main concern is to solve the stationary, time-independent Schrodinger equation:

$$
\begin{equation*}
\hat{H} \psi_{k}=\lambda_{k} \psi_{k} \tag{1.2}
\end{equation*}
$$

The above equation is now an eigenvalue problem where the eigenvalues $\lambda$ are the possible energy states of the system. Each eigensolution, or stationary state, evolves in time as

$$
\begin{equation*}
\psi_{k}(\{\mathbf{r}\}, t)=\psi_{k}(0) e^{-\frac{i}{\hbar} \lambda_{k} t} \tag{1.3}
\end{equation*}
$$

We now shift our focus to the dermination of the Hamiltonian. The Hamiltonian of a system reflects the total kinetic and potential energies of the system, therefore it depends on what particles are included in the system, and their interactions with one another. The Schrodinger equation that includes all kinetic and potential energies of the particles in the system, and the interations between them, takes the following form [38]:

$$
\begin{equation*}
\frac{-\hbar^{2}}{2 m_{e}} \sum_{i=1}^{N} \nabla_{i}^{2} \Psi+\sum_{i<j}^{L} \frac{e^{2}}{\left|\mathbf{r}_{\mathbf{i}}-\mathbf{r}_{\mathbf{j}}\right|} \Psi-\sum_{i, I} \frac{Z_{I} e^{2}}{\left|\mathbf{r}_{\mathbf{i}}-\mathbf{R}_{\mathbf{I}}\right|} \Psi+\sum_{I<J} \frac{Z_{I} Z_{J} e^{2}}{\left|\mathbf{R}_{\mathbf{J}}-\mathbf{R}_{\mathbf{I}}\right|} \Psi+\frac{-\hbar^{2}}{2 M} \sum_{I=1}^{L} \nabla_{I}^{2} \Psi=E \Psi \tag{1.4}
\end{equation*}
$$

Here, the lowercase indices $i, j$ are for electrons and the uppercase indices $I, J$ account for nuclei; e
represents electronic charge, whereas $Z_{I} e$ represents the nuclear charge in atom $I$. The first operator $\nabla_{i}^{2}$ and the last $\nabla_{I}^{2}$ are the kinetic energy operators for every electron and nucleus respectively. The second term $\frac{e^{2}}{\left|\mathbf{r}_{\mathbf{i}}-\mathbf{r}_{\mathbf{j}}\right|}$ accounts for the interaction between electrons. The third term represents the interaction between the nuclei and every electron, followed by the term that accounts for interaction between atomic cores. On the right hand side, $E$ is the energy of the system. The wavefunction $\psi\left(r_{1}, r_{2}, . . r_{N}, R_{1}, R_{2}, \ldots R_{M}\right)$ contains all the information about the state of the system, and to find any material property, known as an observable in quantum mechanics, we need the wavefunction. The details of representing operators as matrices, and other information are presented in the first appendix A .

As it is, equation 1.4 is intractable because of the many-dimensionality of the problem, and the complete wavefunction is almost never known. The full problem is not solved unless by Monte-Carlo methods that are capable of accurately integrating over many degrees of freedom. These multidimensional spatial integrals are behind Quantum Monte Carlo; these methods are accurate but do not scale computationally with system size.

The above problem of multidimensionality can be simplified by two approximations so that only relevant and computationally feasible parts of the calculation are done. For a general history of various electronic structure methods, see [38], for Density Functional Theory, and the bigger context of which our tight-binding presentation is just one type, see [12] [28] [29] [47]. Here, we briefly outline the two major approximations:

1. Born Oppenheimer approximation: separate the electronic structure from nuclear motion. $\Psi(r, R)=$ $\psi(r) \phi(R)$ where $\psi(r)$ is the electronic part of the wavefunction. This is possible because electrons are much lighter than nuclei so we can assume that the last term in the above equation is negligible and the nucleus-nucleus interaction $V_{I-I}$ is a constant that is only a function of the distance between the nuclei themselves. This gives the equation:

$$
\begin{equation*}
\frac{-\hbar^{2}}{2 m_{e}} \sum_{i=1}^{N} \nabla_{i}^{2} \psi+\sum_{i<j}^{L} \frac{e^{2}}{\left|\mathbf{r}_{\mathbf{i}}-\mathbf{r}_{\mathbf{j}}\right|} \psi-\sum_{i, I} \frac{Z_{I} e^{2}}{\left|\mathbf{r}_{\mathbf{i}}-\mathbf{R}_{\mathbf{I}}\right|} \psi+V_{I-I} \psi=E \psi \tag{1.5}
\end{equation*}
$$

2. Single electron approximation: instead of adding over all the kinetic energies and the interaction between electrons, we assume that they can be represented by an external potential $V_{e x t}=\frac{Z e^{2}}{|\mathbf{r}-\mathbf{R}|}+V_{x c}$ :

$$
\begin{equation*}
\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}+V_{e x t}\right) \psi(r)=\hat{H} \psi(r)=E \psi(r) \tag{1.6}
\end{equation*}
$$

This is the Kohn-Sham equation, and the beginning of the single electron approximation. Here, the complications of going from a many electron wavefunction $\psi\left(r_{1}, r_{2}, ..\right)$ to a single electron wavefunction $\psi(r)$ are included in the exchange-correlation potential $V_{x c}$.

This thesis describes work done using the tight-binding method which is built on the foundations of the two approximations mentioned above. Furthermore, if the system is periodic or has discrete translation
symmetries, then one can take advantage of periodicity to calculate the properties of the exact system in bulk. This approach works very well with pure bulk systems, but not for systems with defects or inhomogeneity, systems which are of primary interest in materials science and engineering. We will now proceed to describe tight-binding as one specific electronic structure method.

### 1.1 Introduction to tight-binding formulation

Tight-binding or Linear Combination of Atomic Orbitals (LCAO) is a semi-empirical method that contains fitting parameters as well as purely ab-initio calculations. The basic premise of the LCAO method is that the single electron wavefunction can be approximated by a suitable linear combination of orbitals[56]. The advantage of tight-binding approach is that with a few parameters, it accounts for the quantum mechanical nature of the electrons, while scaling relatively well with system size. Tight-binding parameters were first computed to study the bulk properties of materials, such as the band structure of periodic covalent crystals like silicon and other zinc-blende structrues [7] [20] [60]. Tight-binding however, can also be used for large, heterogeneous crystal structures, which is how it will be used in this thesis. There are books [20] [45] [57] and papers [6] [13] [21] [22] [55] [56] on the description of this method, and its implementation for large scale structures. Even more references exist on the underlying quantum physics used in these methods [3] [17] [33]. In this chapter, we introduce basic information that a newcomer in the field should know in order to set up and run a tight-binding calculation. The construction of a suitable Hamiltonian matrix, and its diagonalization for eigensolutions (or the alternatives to diagonalization) are two major components of a tight-binding computation.

### 1.2 Setup

To start with, we consider the simplest case, a single atom with one electron - hydrogen. From quantum mechanics ([17] [33] ), we know that the electron wavefunction depends the Schrodinger equation:

$$
\begin{equation*}
-\frac{\hbar^{2}}{2 m} \nabla^{2} \phi+V \phi=E \phi \tag{1.7}
\end{equation*}
$$

where $V$ is the external potential. In the case of hydrogen, and other atoms, the Hamiltonian is $H=$ $-\frac{\hbar^{2}}{2 m} \nabla^{2}-\frac{Z e^{2}}{|\mathbf{r}-\mathbf{R}|}$ where $\mathbf{r}$ and $\mathbf{R}$ are the coordinates of the electron and the nuclei respectively. The wavefunctions obtained are the well-known $\mathrm{s}, \mathrm{p}, \mathrm{d}, \mathrm{f}$ atomic orbitals, sometimes written as $|n l m\rangle$, where n is the orbital number, $l$ is the angular momentum, and $m$ is the angular momentum in z-direction. Electron spin is not included yet in our discussion but can be included by adding a spin-orbit coupling term. For more details see [17] or [33].

Now, let us consider two hydrogen atoms at positions $\mathbf{R}_{\mathbf{m}}$ and $\mathbf{R}_{\mathbf{n}}$, separated by distance $d_{m n}$. The

Hamiltonian for electrons is given by [22] :

$$
\begin{equation*}
H_{t o t a l}=-\frac{\hbar^{2}}{2 m} \nabla^{2}-\frac{Z_{m} e^{2}}{\left|\mathbf{r}-\mathbf{R}_{\mathbf{m}}\right|}-\frac{Z_{n} e^{2}}{\left|\mathbf{r}-\mathbf{R}_{\mathbf{n}}\right|} \tag{1.8}
\end{equation*}
$$

Here, the interaction between nuclei are ignored, as their potential energy can be modeled as classical


$$
\mathrm{V}(\mathrm{r})=\frac{\mathrm{Z}_{\mathrm{n}} \mathrm{e}^{2}}{\left|\mathrm{r}-\mathrm{R}_{\mathrm{n}}\right|} \quad \mathrm{V}(\mathrm{r})=\frac{\mathrm{Z}_{\mathrm{m}} \mathrm{e}^{2}}{\left|\mathrm{r}-\mathrm{R}_{\mathrm{m}}\right|}
$$

Figure 1.1: Isolated identical atoms, with one valence electron in the s-orbital. Since they are far apart, their potentials and wavefunctions do not interact. The Hamiltonian is diagonal.

Coulomb potentials, and it introduces a shift in the diagonal elements. When they are separated $R_{n m} \rightarrow \infty$, the two atoms do not interact. So, the total Hamiltonian matrix is diagonal such that:

$$
\begin{equation*}
\left\langle\phi_{n}\right| H_{t o t a l}\left|\phi_{m}\right\rangle=E_{s} \delta_{n m} \tag{1.9}
\end{equation*}
$$

Here, and later, the $\left|\phi_{m}\right\rangle$ and $\left\langle\phi_{n}\right|$ are the atomic orbitals and their complex conjugates respectively. The total wavefunction is written as a linear combination of these orbitals, more details of which are provided in appendix A .

### 1.3 Bonding and anti-bonding

When the atoms are brought closer, the interaction between the nucleus at $\mathbf{R}_{\mathbf{m}}$ and $\phi_{n}\left(\mathbf{r}-\mathbf{R}_{\mathbf{n}}\right)$, the orbital belonging to atom at $\mathbf{R}_{\mathbf{n}}$, is non-zero. In that case, the Hamiltonian is no longer diagonal, and is written as:

$$
H=\left[\begin{array}{ll}
E_{s} & V_{12}  \tag{1.10}\\
V_{21} & E_{s}
\end{array}\right]
$$

Diagonalizing this Hamiltonian, the degeneracy is lifted, i.e. previously there existed two states with the same energy $E_{s}$ but when they interact, two distinct energy levels appear. The lower energy level is called
the bonding energy level, and the higher energy value corresponds to the anti-bonding level.

$$
\begin{gather*}
\psi_{\text {bonding }}=\frac{1}{\sqrt{2}}\left(\phi_{s}^{A}+\phi_{s}^{B}\right)  \tag{1.11a}\\
\psi_{\text {anti-bonding }}=\frac{1}{\sqrt{2}}\left(\phi_{s}^{A}-\phi_{s}^{B}\right) \tag{1.11b}
\end{gather*}
$$



Figure 1.2: Bonding and anti-bonding energy levels are formed when atoms are close enough to interact.
In figure 1.2, the electron-density distributions are presented for bonding and anti-bonding levels of our toy problem. The lower energy level, labeled bonding, is darker between the atom cores, showing higher electron density as a result of the symmetric sum in equation 1.11a. On the other hand, the anti-bonding energy level, shows almost no electron density between the atoms, with highest electron density(darker) on the outside. This is because the anti-bonding state is an antisymmetric sum shown in equation 1.11 b and has higher energy than the bonding state.

### 1.4 Periodic crystals

We extend our discussion of bonding and anti-bonding orbitals to include periodic crystals, in the simplest, 1-dimensional form. In figure 1.3, an infinite chain of atoms is presented. Each atom now contributes one valence electron, and one energy level. Because each atom is still identical, the degeneracy (an infinite number of atoms with the same energy) is broken when these atoms interact with one another, but instead of obtaining two discrete bonding and anti-bonding energy levels, we obtain valence and conduction bands respectively.

Numerically, it is impossible to study bulk crystals by arranging an infinite array of atoms, so the next step is to use the periodic nature of the above setup, by defining a crystal structure. A crystal structure is uniquely defined by two quantities (a) the unit cell - the repeating configuration of atoms and bonds, and (b) the lattice - how the repeating unit cells are arranged in space, this arrangement is defined using lattice


Figure 1.3: An infinite chain of atoms in real space implies that the bandstructure in reciprocal space will be continuous. Here, each atom contributes one valence electron, forming two bands. For an infinite chain of carbon atoms, contributing four valence electrons, $4 \times 2=8$ bands are observed.
constants, and displacement vectors.


Figure 1.4: Unit cell and lattice vector shown. This periodicity means that $\mathbf{x}=\mathbf{y}+n \cdot \mathbf{R}$, where $\mathbf{y}$ is the coordinate system inside one unit cell $\mathbf{y} \in[0, L]$. For now, we assume that the periodic potential due to the nuclei $V=-\frac{Z e^{2}}{\left|\mathbf{r}-\mathbf{R}_{\mathbf{n}}\right|}$ is very small.

In the one-dimensional case discussed above, the unit cell contains one atom, and is periodic by length L , in the x-direction. We therefore have a definition of the crystal structure, and can now study the infinite chain of atoms, with knowledge only of the unit cell (which contains only one atom here), and the lattice vector. Specifically, the wavefunction of such a system, $\psi(x)$, will have to satisfy:

$$
\begin{align*}
\psi(0) & =\psi(L)  \tag{1.12a}\\
\left.\frac{d \psi}{d x}\right|_{x=0} & =\left.\frac{d \psi}{d x}\right|_{x=L} \tag{1.12b}
\end{align*}
$$

Here the position ( $\mathbf{x}$ ) in space can be decomposed into two parts $\mathbf{x}=\mathbf{y}+n \mathbf{R}$, where $\mathbf{y}$ is the coordinate position inside the unit cell, and $\mathbf{R}$ is the vector that determines how those unit cells are arranged in a periodic lattice. The next step is to separate the wavefunction into parts dependent on $\mathbf{y}$, and $\mathbf{R}$

$$
\begin{equation*}
\psi(\mathbf{x})=\phi(\mathbf{y}) e^{i \mathbf{G} \cdot \mathbf{R} n} \tag{1.12c}
\end{equation*}
$$

In one dimension,

$$
\begin{gather*}
e^{i G x}=e^{i G(x+n L)}=e^{i G x} e^{i G n L}  \tag{1.12d}\\
G n L=2 n \pi \tag{1.12e}
\end{gather*}
$$

Here $G=\frac{2 n \pi}{L}$, where n is any integer. A useful representation of the physics of the crystal, is via the bandstructure, represented by a plot of the energy vs. k, as seen in figure 1.5. For a free electron, $E=\frac{\hbar^{2} k^{2}}{2 m}$, and the bandstructure is a parabola. Periodicity, however, limits the values of k that are unique since $\mathbf{k}$ and $\mathbf{k}+\mathbf{G}$ are equivalent due to periodicity. The equivalent of a unit cell, in the reciprocal (k-)space is the Brillouin zone. Instead of plotting all plane waves $e^{i k x}$ for $k \in[-\infty,+\infty]$, the first Brillouin zone $k \in\left[-\frac{\pi}{L},+\frac{\pi}{L}\right]$ can be used to represent all the physics of infinitely extended crystals. This simple periodicity, determined by the lattice constant or periodicity vector $\mathbf{R}$, results in the bandstructure shown in black in figure 1.5 .


Figure 1.5: Bandstructure formation in 1-D when the periodic atomic potential is zero. Because of the periodicity of the 1-D lattice, all details of the electronic structure can be represented by the first Brillouin zone. Note how parts of the energy $=\frac{\hbar^{2} k^{2}}{2 m}$ parabola (the red curve between dotted horizontal lines) can be translated by units of $G$ so that the possible values of wavevector k remain inside $[-G / 2,+G / 2]$.

The addition of the nuclear potential, and interaction with other electrons, which are weaker than nucleuselectron interactions, add detail to the bandstructure. Specifically, the addition of the nuclear potential changes the curvature of the bandstructure at the $k=0$ and $k= \pm \frac{G}{2}$ points. This is manifest in two observed quantities: (a) in real crystals, we observe an effective mass of an electron in a crystal, which determines transport. The effective mass is given by:

$$
\begin{equation*}
m^{*}=\left.\frac{1}{-\frac{\partial^{2} E}{\partial k^{2}}}\right|_{k=0} \tag{1.13}
\end{equation*}
$$

and (b) the bandgap - this is the difference in energy between the highest occupied energy level (valence) and the lowest empty energy level (conduction) bands. In figure 1.6, when atomic potentials are included, they affect the values of energy $E=\frac{\hbar^{2} k^{2}}{2 m}+V(r)$. As a result, the bands separate at band edges $(k=0$ and $k= \pm \frac{G}{2}$ ). Also, the unit cell we considered has one valence electron, which implies that only one band, the lowest, will be filled. This leads to a band-gap at $k= \pm \frac{G}{2}$. For example, if each unit cell contributed two


Figure 1.6: Addition of the atomic potential changes the dispersion (energy-vs.-k) relation, which can result in gaps at the $\Gamma$-point, or at the band edges $\mathbf{k}= \pm \frac{\mathbf{G}}{2}$ for the one-dimensional case.
valence electrons, arranged in the same one-dimensional set up, then two bands would be filled, leading to a bandgap at $k=0$. The value of the bandgap is the difference in energy between the highest occupied energy level (valence band), and the lowest unoccupied energy level (conduction band). This also determines the effective electron mass, since it is defined at $k=0$ - i.e. the valence band effective mass may be different from the conduction band effective mass of the electron. All of this is determined by the bandstructure in pure crystals. This is of course a simplified description of the bandstructure, and more details can be found in [3].

### 1.4.1 Heterogeneous materials

Often when computing the electronic structure of real, heterogeneous materials, we cannot take advantage of the periodicity of the system. Nor can we assume that the electrons behave as free electrons with an effective mass. For example, the system under study may be an array of quantum dots, where each unit cell is composed of thousands of atoms. In this case, we can assume that the reciprocal brillouin zone $G \rightarrow 0$, and the $k=0$ or $\Gamma$ - point computations will be enough to resolve most of the physics of the system. In this context, the density of states, which counts the number of states at a given energy value $E$, will be the
quantity of interest, and can be represented as:

$$
\begin{equation*}
\operatorname{dos}(E)=\frac{1}{D} \sum_{i} \delta\left(E-E_{i}\right) \tag{1.14}
\end{equation*}
$$

Together with the Fermi-Dirac distribution,

$$
\begin{equation*}
f(E)=\frac{1}{1+\exp \left[\frac{E-\mu}{k_{B} T}\right]} \tag{1.15a}
\end{equation*}
$$

that satisfies the equation

$$
\begin{equation*}
N_{\text {electrons }}=\int_{E_{\min }}^{E_{\max }} f(E) \operatorname{dos}(E) d E \tag{1.15b}
\end{equation*}
$$

the local density of states can be used to compute total electronic contribution to energy:

$$
\begin{equation*}
\langle E\rangle=\int_{E_{\min }}^{E_{\max }} E f(E) \operatorname{dos}(E) d E \tag{1.15c}
\end{equation*}
$$

and other quantities. For example, generally, an observable q can be written as:

$$
\begin{equation*}
\langle q\rangle=\sum_{i}\left\langle\psi_{i}\right| \hat{q}\left|\psi_{i}\right\rangle f\left(E_{i}\right) \tag{1.15~d}
\end{equation*}
$$

In terms of the density of states, for large heterogeneous systems, it is usually represented in the following form:

$$
\begin{equation*}
\langle q\rangle=\int_{E_{\min }}^{E_{\max }} q(E) f(E) \operatorname{dos}(E) d E \tag{1.15e}
\end{equation*}
$$

In this chapter, we introduced some of the physical concepts required for electronic structure calculations, and the approximations made to get there. In chapter 2, we use tight-binding calculations as a part of total energy computation. We note that because of the Born-Oppenheimer approximation, electrons are treated quantum mechanically, while nuclei are treated as classical objects. This type of total energy calculation is then used to determine whether certain types of defects can be formed in graphene and similar carbonbased materials. Transferability of the tight-binding parameters is a necessary condition for the validity of calculations. In this context, the limitations of the method compared with ab-initio calculations are presented.

In chapter 3, we make further use of electronic structure methods to study the optical behavior of carbonbased materials such as graphene sheets and nanotubes. A commonly used and simple expression for optical absorption and emission rates within the independent electron approximation is derived. This is modified using projection methods to resolve absorption and emission atomically.

In chapter 4, we will look at larger heterogeneous systems containing tens of thousands of atoms, where tight-binding as a method is most effective. There, methods will be presented that do not require di-
agonalization of the Hamiltonian in order to compute observables. Although many $\mathrm{O}(\mathrm{N})$ alternatives to diagonalization exist, we focus on Chebyshev expansion techniques because polynomial expansion is easy to understand, simple to implement, and allows for error analysis in a simple way.

## CHAPTER 2

# GRAPHENE: DEFECT FORMATION AND FUNCTIONALIZATION 

### 2.1 Structure of graphene and carbon nanotubes

Graphene is one of the allotropes of carbon, but it is different in that it is a 2-dimensional, highly covalent structure. Historically, the crystal structures of diamond and graphite, formed from the same element, have been of interest; the band-gap of graphite was being studied as early as the 1950s [40] [60]. Graphite is a 3-dimensional crystal with strong covalent bonding on one plane, and weak van-der-waals bonding perpendicular to these planes. In other words, a graphite crystal is a stack of graphene lattices connected by van-der-waals forces. Graphene was first manufactured in 2004 [44], and since then interest in graphene has been driven by its use as an experimental setup to study physics in 2-dimensions, and for its unique material properties such as its high strength and electrical conductivity. More recently, its optical absorption properties were also of interest for applications in electrodes and dye-sensitized solar cells [61].

The graphene structure is made up of two repeating atoms, belonging to two different bravais lattices, arranged to form a honeycomb structure on a single plane. A schematic of the unit cell of graphene, and its lattice vectors in 2-dimensions are shown in figure 2.1. Each carbon atom is $\sigma$ - bonded to three carbon atoms, and a delocalized $\pi$-electron-cloud also connects a carbon atom with all other atoms in the structure. The 2-dimensionality of graphene gives unique properties to the valence/conduction electrons, which explains its very high conductivity, and the $\pi$-bondedness is responsible for its incredible strength [43] [44] . These 2dimensional graphene sheets can also appear in "rolled-up" form as carbon nanotubes, which are cylindrical one-dimensional structures. The properties of carbon nanotubes depend on the way they are terminated at the edges, the arrangement of carbon atoms at the boundaries, and the chiral angle. Depending on this structure, a carbon nanotube can be metallic, semi-metallic or even insulating. These nanotubes therefore offer immense potential for material engineering. The strength of nanotubes can also create challenges since one has to be able to create nantoubes at the right termination to control conductivity, for use in circuits, for example. A very high electric field is often required to break a pure carbon nanotube with atomic precision, and Scanning Tunneling Microscopes (STMs) are used for this purpose [1]. In the process of cutting a carbon nanotube via STM, the formation of a local 5-7-7-5 defect, also known as a Stone-Wales defect, is frequently observed; a Stone-Wales defect is formed when one carbon-carbon bond is rotated by 90-degrees to create two heptagonal and pentagonal structures in place of the four undisturbed hexagons. The formation of these


Figure 2.1: Crystal structure of graphene. The unit cell (shaded) contains two carbon atoms, separated by 1.42 Angstroms. The lattice vectors are of length 2.46 Angstrom, and replicate the unit cell to create the structure of graphene. Figure reproduced from [60]

Stone-Wales defects will be the focus of this chapter.
Furthermore, the process of defect formation may be facilitated by local chemical alterations such as hydrogen adsorption [5] on graphene. This process of introducing a functional group, or dopant in graphene, has been used for band gap engineering in nanoribbons[18], to tune bandgaps in graphene [14], to modify electronic and magnetic properties[66], and other properties[11] [25] [34]. In this chapter, we investigate the effect of surface functionalization on the formation of a 5-7-7-5 defect. Since the creation of a local Stone-Wales defect includes change in chemical bonding, we calculate the energies associated with the formation of, and possible pathways between, stable initial (perfect graphene or nanotubes) and meta-stable final (structures with a Stone Wales defect) atomic configurations. To accomplish this, we extend our previous discussion of electronic tight-binding calculations to compute total energies, and apply a genetic minimization heuristic to approximate the best pathway for defect formation. We repeat equivalent reaction pathway computations for defect formation with and without surface functionalization in graphene and one type of carbon nanotube. We conclude that surface functionalization indeed increases the chance of defect formation in 2-dimensional graphene, however, no effect was observed in the carbon nanotube.

### 2.2 Total energy calculation

In chapter 1, the tight-binding description provided information about the bandstructure and electronic contributions to the total energy of the system. In this chapter, we extend that description by adding the contributions due to atom-core interactions. The total energy is given by [21] [47]:

$$
\begin{equation*}
E=E_{\text {valence }}+E_{\text {core }} \tag{2.1}
\end{equation*}
$$

where $E_{\text {valence }}$ is a measure of the energy due to electronic bonding, and is calculated using tight-binding, and $E_{\text {core }}$ is the core atom contributions. The electronic contribution to the total energy is computed using the eigenvalues of the tight-binding Hamiltonian. The matrix elements of the tight-binding Hamiltonian are given by:

$$
\begin{equation*}
\mathbb{H}_{\alpha, \beta}=t_{\alpha, \beta}(r)+\epsilon_{\alpha} \delta_{\alpha, \beta} \tag{2.2}
\end{equation*}
$$

where the indices $\alpha, \beta$ represent the basis orbitals used, $t_{\alpha, \beta}$ are the tight-binding parameters associated with bonding between two orbitals that depend on the type of crystal, atom-types, and on the distance between the orbitals (r), $\epsilon_{\alpha}$ is the energy of the orbital, present even when there is no bonding, such as $\epsilon_{s}$ or $\epsilon_{p x}$ and contributes to the diagonal of the Hamiltonian, which is represented by $\delta_{\alpha, \beta}$. Using the parameterization from [62]:

$$
\begin{equation*}
t_{\alpha, \beta}(r)=t_{\alpha, \beta}\left(r_{0}\right)\left(\frac{r_{0}}{r}\right)^{n_{a}} \exp \left[-n_{b}\left(\frac{r}{r_{t}}\right)^{n_{c}}+n_{b}\left(\frac{r_{0}}{r_{t}}\right)^{n_{c}}\right] \tag{2.3}
\end{equation*}
$$

where the strength of interaction between two orbitals $\alpha$ and $\beta$ on two different atoms separated by distance $r$ is given in terms of $t_{\alpha, \beta}\left(r_{0}\right)$, the strength of interaction between orbitals at the equillibrium bond length, $r_{0}$ is the equillibrium bond length, $r_{t}$ is the cutoff parameter, and the other parameters $n_{a}, n_{b}$ and $n_{c}$ give the appropriate power-law behavior. The eigenvalues of the Hamiltonian in equation $2.2, E_{i}$ are then used to compute the electron-contribution to total energy as follows.

$$
\begin{equation*}
E_{\text {valence }}=\sum_{i} E_{i} f_{i}-\sum_{\alpha} E_{\alpha} \tag{2.4}
\end{equation*}
$$

Here

$$
f_{i}=\frac{1}{1+\exp \left[\frac{E_{i}-\mu}{k_{B} T}\right]}
$$

represents the Fermi-Dirac statistics of electrons at various energy levels, and $E_{\alpha}$ is the energy contribution if there is no bonding. The next step of the calculation is to include the effect of interaction between atom-cores. This is included by using the following expression:

$$
\begin{equation*}
E_{\text {core }}(r)=E_{\text {core }}\left(r_{0}\right)\left(\frac{r_{0}}{r}\right)^{m_{a}} \exp \left[-m_{b}\left(\frac{r}{r_{c}}\right)^{m_{c}}+m_{b}\left(\frac{r_{0}}{r_{c}}\right)^{m_{c}}\right] \tag{2.5}
\end{equation*}
$$

In the above parameterization, which is complementary to the parameterization in equation $2.3, r_{c}$ is the cutoff distance for interactions between atomic cores, and $r_{t}$ is the cutoff for the tight-binding Hamiltonian. They are often assigned the same value, but letting them vary gives greater flexibility in parameterization across multiple properties. $r_{0}$ is the equillibrium distance, at which band structure and total energies are calculated. Other constants in equations 2.3 and 2.5 are parameters that depend on the tight-binding parameterization. Other tight-binding parameters for carbon exist for specific application type [35] [46] [47]. Our choice was made on the basis of requiring an orthogonal tight-binding basis set that also included
hydrogen-carbon interactions.

### 2.3 Determination of the best reaction pathway

### 2.3.1 Reaction pathway

Now that the total energy of a given atomic configuration can be calculated, the obejctive is to look at the kinetics of Stone-Wales defect formation.

The reaction pathway is a sequence of chemical and atomic configurational changes that take place from the initial to the final structure; here, the initial structure is the perfect graphene unit cell, and the final structure is the same unit cell with a 5-7-7-5 defect formed. Each configuration of atoms, which represents a step in the reaction pathway, has an energy associated with it, given by equation 2.1 and explained in section 2.2. To determine the thermodynamic probability of a reaction, the Arrhenius factor of the form

$$
\begin{equation*}
\text { Rate } \propto \exp \left[-\frac{\Delta E}{k_{B} T}\right] \tag{2.6}
\end{equation*}
$$

is useful, where $\Delta E$ represents the activation energy of a reaction, $k_{B}$ is the Boltzmann constant, and T is the temperature.

The activation energy is the difference between the maximum and minimum energy configurations in the reaction pathway. A lower activation energy signifies higher probability of defect formation, which in turn facilitates manipulation of carbon nanotubes via STM. Our objective in this section is to outline a heuristic to determine the reaction pathway that has the minimum activation energy. These most feasible reaction pathways are called minimum energy pathways.

In general, minimum energy pathway methods depend on force computations using the Hellman-Feynman theorem[27] [55]. However, the analytic computation of gradients requires a converged self-consistent-charge electronic structure, and a way to handle non-orthogonality [12] [15]. With the tight-binding parameters used, these two conditions are computationally expensive since each self-consistent charge computation is an iterative loop of matrix diagonalizations, and calculating the gradient numerically with respect to every atom position would also be expensive for highly multi-dimensional problems containing more than a few atoms. Therefore, gradient-based methods will be avoided in favor of gradient-free methods of optimization since we can calculate the total energy for various atomic configurations in a relatively inexpensive way.

### 2.3.2 Description of genetic minimization algorithm

Gradient based methods such as the nudged-elastic-band[26] and those based on finding stationary transitionstates[36] [42] exist, but will not be used here due to our constraints in gradient computation mentioned in
previous section. Furthermore, for problems with many degrees of freedom, gradient-free optimization [10] is preferred, of which genetic algorithms [16] are just one type.

Here, we follow [2] and develop a general genetic heuristic to obtain the nearest minimum path. The method is quite robust in that the optimized structures in the reaction pathway are reproducible with slightly varying initial estimates, and different initial population sizes.

First, we present a simple genetic heuristic that describes how one might obtain the minimum energy unit cell from an initial estimate, which is one step of the reaction pathway. With a slight modification, the same heuristic is applied to obtain the minimum activation energy pathways. The pseudo code for geometry optimization is as follows:

1. Propose an estimated optimal structure.
2. Create a population of structures by adding random deviations drawn from a normal distribution with $\sigma=0.1$ Angstroms variation. Also add random deviations from distributions with $\sigma=0.2$ and $\sigma=0.3$.
3. Iterate the following until convergence
(a) Choose M structures that are of the lowest energy. Call this the parent population.
(b) Take linear combinations of every structure in the parent population. Call this the child population.
(c) Select minimum energies from the parent and child populations.
(d) Mutate: add random noise with a small probability.
(e) Converge when the standard deviation in the minimum population $\leq$ threshold value.

### 2.3.3 Application

To obtain the minimum energy pathway, start with an estimate of the reaction process. For this, it is necessary to have a predetermined number of chemical configurations (steps) between the initial and final configurations. Suppose this path is a linear interpolation between the initial and final chemical structures.Then, deviations to this pathway were added in various magnitudes, while the initial and final chemical structures stay the same. The genetic evolution algorithm goes through the initial population and optimizes to the nearest reaction pathway with the minimum activation energy, i.e. the local minimum. Detailed results of one such simulation are shown in figure 2.2. In figure $2.2(\mathrm{a})$, all proposed reaction pathways and their corresponding energies at the begining of genetic selection, are presented. As expected, these initial proposed paths vary widely in their energy profile and activation energy. At each iteration of selection, figure 2.2(b) shows the average activation energy in the proposed paths. We observe that within 25 iterations, the activation energy for a proposed minimum energy path between the initial and final structures have decreased by more than 10 eV . Furthermore, the optimization algorithm stops when all proposed paths converge to the


Figure 2.2: Figure (a) shows the initial set of paths sampled in first generation of the genetic algorithm (in blue), and the final path accepted (in red) after several iterations. In figure (b), the average activation energy of all paths in each generation is calculated.
minimum solution within a pre-determined tolerance, i.e. when the activation energies of the paths have a standard deviation of $\leq 1 \times 10^{-3} \mathrm{eV}$.

### 2.4 Stone-Wales defect formation

Having established convergence to the nearest minimum energy pathway in section 2.3, the above set of methods are used to investigate Stone-Wales defect formation in a 50 -atom graphene unit cell with periodic boundary conditions, shown in figure 2.3. We attempt to rotate the bond at the center of this unit cell by 90 degrees in clockwise and anticlockwise directions.

(a) Setup of the planar perfect graphene sheet with no defect.

(b) A Stone-Wales defect on the planar graphene sheet

Figure 2.3: The initial and final states for a reaction pathway. The Stone Wales defect shown in figure (b) is constructed by a bond rotation in counter-clockwise direction.

In the clockwise and anticlockwise bond rotation, all proposed paths connecting the initial and final states are evaluated through the iterative genetic optimizer until convergence. The results for defect formation are presented in figure 2.4. Absent any other chemical defects, or different terminations at the edges, both bond rotations are chemically equivalent, and this is evident in the energies associated with the reaction pathway, shown in figure 2.4. We include the bond rotation difference here to point out that in the presence
of non-uniform surface functionalization, the two types of 90-degree bond rotations will not be equivalent in general.


Figure 2.4: The optimized energy paths of Stone-Wales Defect formation. The direction of the bond rotation has no effect on the energy barrier of this reaction.

### 2.5 Effect of hydrogen adsorption on graphene

It is known that hydrogenation can be used to tune various electronic, magnetic and chemical properties, listed in the beginning of the chapter. In this section, the effect of functionalization on Stone-Wales defect formation is studied by using hydrogen as a simple model of an adsorbed functional group. We begin by determining the minimum energy configuration for hydrogen adsorption.

### 2.5.1 Setup: adsorption of atomic hydrogen on graphene surface

The best position for hydrogen-adsorption is determined by sampling different ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) coordinates, and finding the minimum energy configuration. The graphene unit cell is held constant, a hydrogen atom is added at various positions on its surface, and the energy of the system is computed with methods outlined in sections above. According to our results, shown in figure 2.5 b , the best position for hydrogen adsorption is 0.9 Angstroms above the surface of that unit cell, and at an interstitial position in the hexagonal structure.

### 2.5.2 Reaction pathways, in case of hydrogenated unit cells

Next, we calculate the activation energy of Stone-Wales defect formation in these graphene-like unit cells with hydrogen adsorbed in the position shown in section 2.5.1. We compute the reaction pathways when the bond under consideration is rotated in the clockwise and anticlockwise directions, and compare these pathways to the results in section 2.4 where no atomic hydrogen was adsorbed. The results are shown in


Figure 2.5: Determining the optimal position for an adsorbed hydrogen.
figure 2.6, and it should be noted that the activation energies for bond rotations in both directions have been reduced as a result of hydrogenation. When the chosen bond was rotated clockwise, the activation energy was reduced from 31 eV to 26.5 eV ; and when the bond in question was rotated in the opposite direction, and the activation energy is reduced from 31 eV to 23 eV . Thus we have shown that the presence of adsorbed atomic hydrogen reduces the energy barrier for Stone-Wales defect formation. As an aside, we


Figure 2.6: Effect of adsorbed hydrogen in Stone-Wales defect formation. In both cases, presence of hydrogen increased the probability of defect formation. For reaction pathways with hydrogen, we observe a drop in energy due to unit cell relaxation in response to hydrogen adsorption.
also observe that in the hydrogenated case, the reaction pathways show an initial drop in energy. This is because the hydrogen was adsorbed to (and energy minimized assuming) a planar graphene sheet. Once all atoms were allowed to move during the reaction pathway computation, the unit cells immediately relax in response. A separate geometry minimization is not necessary here as long as the genetic heuristic samples various atomic configurations, and this relaxation is accounted for as demonstrated in figures 2.6 and 2.7.

Another difference also observed in the reaction pathways, and presented in figure 2.7 is the directional preference for bond rotation, in the presence of adsorbed atomic hydrogen. Unlike the non-adsorbed case, the two directions of bond rotation are no longer chemically equivalent. As a result, one expects a higher probability of bond-rotation in the anticlockwise direction for a Stone-Wales defect formation.


Figure 2.7: Comparison of energy barriers for Stone-Wales defect formation in the presence of a hydrogen atom. We can see that there is a directional preference to bond rotation

### 2.6 Application to an armchair nanotube

We apply the same set of computations now to a carbon nanotube. In this example, a $(3,3)$ arm-chair nanotube is used with periodic boundary conditions along its axis direction. Identical computations are done to obtain the reaction pathways, in two cases - with and without an adsorbed atomic hydrogen. The best configuration for adsorbing atomic hydrogen is determined, again by sampling the ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) region around the nanotube while keeping the nanotube fixed, and choosing the minimum energy configuration. Unlike for planar graphene, an adsorption of an atomic hydrogen does not increase the probability of defect formation, as seen in figure 2.8.

One possible reason the results from the graphene unit cell do not transfer to this problem, is the high curvature of a small-index nanotube. It has been shown that the behavior of electrons is 1-dimensional in nanotubes and nanowires. Van Hove singularities, which are discontinuities in the density of states [59] have been measured for nanotubes. Going from graphene sheets to a $(3,3)$ carbon-nanotube, the bonding between carbon atoms is still covalent $s p^{2}$, however, the electrons are no longer confined to a particular plane. We should also note that the bond rotations involved in Stone-Wales defect formation are not planar in these nanotubes. It is also worth considering that as we increase the nanotube indices ( $\mathrm{m}, \mathrm{n}$ ) and therefore its radius, the curvature becomes less severe, and results from graphene may translate to nanotubes of larger diameter.

Furthermore, each type of nanotube has its own material properties, including metallic, semi-metallic and


Figure 2.8: Defect formation with and without hydrogen. We see that adding hydrogen does not seem to change the reaction pathway or its activation energy.
insulating behavior, leading to interesting questions, such as whether the presence of a Stone-Wales defect attracts hydrogen adsorption, or whether presence of a hydrogen atom facilitates defect formation, and how their dynamics affect one another.

From the results of this chapter, we conclude that the presence of a hydrogen atom, here a stand-in for a generic functional group, weakens the planar $C-C$ bond, leading to easier formation of Stone-Wales defect. However, hydrogen adsorption had no discernible effect on Stone-Wales defect formation in one type of nanotube tested, for possible reasons listed above.

## CHAPTER 3

## OPTICAL ABSORPTION RATES

In this chapter, we investigate the optical properties of graphene and carbon nanotubes, and how different types of defects affect optical absorption. So far, the Hamiltonian used has been the time-independent tight-binding Hamiltonian, whose eigenvalues are the energy levels associated with the system.

$$
\begin{equation*}
\hat{H}|\psi\rangle=E|\psi\rangle \tag{3.1}
\end{equation*}
$$

Within the single-electron approximation, an optical absorption occurs when an electron in a lower energy level is elevated to a higher energy level due to an incident electromagnetic field. So, an interaction Hamiltonian is necessary to include the effect of the incident external field.

$$
\begin{equation*}
\hat{H}_{t o t}=\hat{H}_{T B}+\hat{H}_{I N T} \tag{3.2}
\end{equation*}
$$

Here, the interaction Hamiltonian $H_{I N T}$ is time-dependent because the electromagnetic field, presented as a classical field, is time-dependent. Furthermore, we can assume that the incident electromagnetic field is weaker in comparison to the atom-core potential, so that the time-dependent perturbation theory to first order is applicable [33]. The weak electromagnetic field varies harmonically with time $e^{-i \omega t}$, which simplifies this analysis further and gives rise to the well known Fermi's golden rule [8] [30]. Fermi's golden rule, described in section 3.3, determines the rates of transition between two energy levels, and will be used to approximate the rate of absorption of incident electromagnetic fields.

While the harmonic-time-variation of electromagnetic fields $\left(e^{-i \omega t}\right)$, is fixed, the spatial dependence of the interaction Hamiltonian depends on the electromagnetic gauge used, and they are related by a unitary transformation. Generally, the interaction Hamiltonian terms are written either in the standard form[8]

$$
\begin{equation*}
H_{i n t}=\mathbf{p} \cdot \mathbf{A} \tag{3.3}
\end{equation*}
$$

or in the dipole approximation [39]

$$
\begin{equation*}
H_{i n t}=\mathbf{d} \cdot \mathbf{E}(\mathbf{r}, \mathbf{t}) \tag{3.4}
\end{equation*}
$$

where $\mathbf{p}$ represents the momentum, $\mathbf{A}(\mathbf{r}, \mathbf{t})$ is the electromagnetic vector potential, $\mathbf{d}(\mathbf{r})$ is the dipole moment,
and $\mathbf{E}(\mathbf{r}, \mathbf{t})$ is the electric field. The second form, the Goppert-Mayer approximation, gives the interaction Hamiltonian in terms of a gauge-independent quantity, the electric field. The dipole moment of a collection of charges can also be computed in a straightforward manner, even in the single electron approximation. As a result, the dipole approximation is widely used to compute the excitation of electrons due to the electromagnetic field. In this chapter, we follow the Goppert-Mayer treatment, which we extend to include the impact of higher multipoles. The interaction Hamiltonian used in this chapter is developed in [4] [48] [49] and is related to quantum electrodynamics in the non-relativistic c $\rightarrow \infty$ limit [9].

We begin by first looking at the Goppert-Mayer approximation to deduce simple but powerful conclusions about absorption of light by individual atoms.

### 3.1 Optical absorption by a single atom

Let us consider a hydrogenic atom, with its usual s-p-d-f orbitals, and with its unperturbed Hamiltonian of the form :

$$
\hat{H}_{\text {atom }}=\left[\begin{array}{ccccc}
\epsilon_{1 s} & 0 & 0 & 0 & 0  \tag{3.5}\\
0 & \epsilon_{2 s} & 0 & 0 & 0 \\
0 & 0 & \epsilon_{p x} & 0 & 0 \\
0 & 0 & 0 & \epsilon_{p y} & 0 \\
0 & 0 & 0 & 0 & \epsilon_{p z}
\end{array}\right]
$$

In the absence of an external perturbation (such as bonding or incident electromagnetic field), an electron in $|1 s\rangle$ orbital, defined by its radial and angular wavefunctions will remain in that eigenstate forever, as the wavefunction oscillates with frequency given by $\hbar \omega=\epsilon_{1 s}$. If we now introduce external light and wish to know the effect of this external field on the electron, the total Hamiltonian is given by:

$$
\begin{equation*}
H_{\text {total }}=H_{\text {atom }}+H_{\text {field }}+H_{\text {interaction }} \tag{3.6}
\end{equation*}
$$

In the long wavelength approximation, the external field affects the material but not vice-versa, so the field Hamiltonian $H_{\text {field }}$ is assumed a constant, and removed for now. Following Goppert-Mayer [39], we first assume that the interaction between the atomic electron density and electromagnetic field occurs through the dipole moment. The magnetic dipole-magnetic field interaction is smaller and is neglected. Then, the interaction between an atom and an electromagnetic field in the dipole-approximation is given by:

$$
\begin{equation*}
H_{\text {interaction }}=\mathbf{d} \cdot \mathbf{E} e^{-i \omega t} \tag{3.7}
\end{equation*}
$$

where $\mathbf{d}$ is the dipole of the electronic charge distribution

$$
\begin{equation*}
\mathbf{d}=\langle\psi| \hat{r}|\psi\rangle=\int \psi^{*}(\mathbf{x}) \hat{\mathbf{x}} \psi(\mathbf{x}) d^{3} \mathbf{x} \tag{3.8}
\end{equation*}
$$

$\mathbf{E}$ is the applied electric field and is not expected to change within the the atomic radius. The timedependence, as usual, is due to the harmonic time dependence of the electromagnetic field.

For the purposes of calculation, let us assume that the direction of the electric field $\mathbf{E}$ is along the z-axis. Because the atom is spherically symmetric when it is not bonded to other systems, this simplification makes it easier to calculate the interaction Hamiltonian, and this is where the symmetry of the atoms determines whether an electron in a $|1 s\rangle$ orbital can transition to the higher $|2 s\rangle$ orbital; this particular transition cannot occur because the integral

$$
\begin{equation*}
\mathbf{d}=\int \psi_{1 s}^{*}(\mathbf{x}) \hat{\mathbf{x}} \psi_{2 s}(\mathbf{x}) d^{3} \mathbf{x}=\mathbf{0} \tag{3.9}
\end{equation*}
$$

In this way, the symmetry of atomic orbitals gives a selection of possible transitions. The interaction Hamiltonian for a hydrogen-like atom including orbitals from $1 s-$ to $2 p z$ orbitals will look like :

$$
H_{\text {int }}=\left[\begin{array}{lllll}
0 & 0 & \checkmark & \checkmark & \checkmark  \tag{3.10}\\
0 & 0 & \checkmark & \checkmark & \checkmark \\
\checkmark & \checkmark & 0 & 0 & 0 \\
\checkmark & \checkmark & 0 & 0 & 0 \\
\checkmark & \checkmark & 0 & 0 & 0
\end{array}\right]
$$

In tight-binding computations only valence electrons are considered, electrons from the core energy levels can be excited but they may require energies in order of 100 eVs , which is beyond our range of investigation by orders of magnitude. Therefore, 2 s and 2 p orbitals are considered and we can reduce the interaction Hamiltonian to

$$
H_{\text {int }}^{\text {atom }}=\left[\begin{array}{llll}
0 & \checkmark & \checkmark & \checkmark  \tag{3.11}\\
\checkmark & 0 & 0 & 0 \\
\checkmark & 0 & 0 & 0 \\
\checkmark & 0 & 0 & 0
\end{array}\right]
$$

Although the dipole-approximation is a simplified representation, and we will be using the polarizability field with higher multipoles, the above selection rules give a general idea of the importance of the rotational symmetry of the atomic orbitals. When atoms form bonds, they are no longer rotationally symmetric as the electron distribution around an atom is re-arranged. The effects of bonding and the direction of the applied electric field, together influence the optical properties of bonded materials.

### 3.2 Hamiltonian of light-matter interaction

In section 3.1, we discussed the impact of rotational symmetry on selecting which electron transitions are possible in the dipole approximation. In this section, we now introduce the multipolar form of the perturbation Hamiltonian H' that will be used in later sections. In 1970, Woolley introduced the total Hamiltonian for studying the interaction of a hydrogen-like atom with electromagnetic fields [65]. The same total Hamiltonian can also be expressed in a multipolar form, after applying a gauge transformation (see Power Zineau [4], Claude-Cohen [9], Goppert-Mayer [39]). From equation 34 in [65]:

$$
\begin{equation*}
H=H^{A T O M}+H^{R A D I A T I O N}-e^{i \omega t} \int d \tau \mathbf{P}(\mathbf{r}) \cdot \mathbf{e}^{\perp}(\mathbf{r})+\text { terms in } \mathbf{b}(\mathbf{r}) \cdot \mathbf{M}(\mathbf{r})+\text { renormalization terms } \tag{3.12}
\end{equation*}
$$

In our calculations, the Hamiltonian of the atomic system is quantum mechanical, and the radiation Hamiltonian is taken to be classical. e and $\mathbf{b}$ are the electric and magnetic fields respectively, and $\mathbf{e}^{\perp}$ is used to distinguish the transverse electromagnetic field from other externally applied electric fields (for example, a voltage difference applied across the unit cell or device). Lower case $\mathbf{e}$ and $\mathbf{b}$ are used instead of $\mathbf{E}$ and $\mathbf{B}$ to indicate that these are local microscopic electric and magnetic fields. Polarizability $(\mathbf{P}(\mathbf{r}))$ and magnetization $(\mathbf{M}(\mathbf{r}))$, both are the multipole expansions of electric dipole and magnetic moments, and act as source terms in Maxwell's equations. When the magnetic field dependence is ignored, and assuming that the electromagnetic field remains unchanged macroscopically, the following equation is obtained for the atom-field interacting system:

$$
\begin{equation*}
H=H^{A T O M}-e^{i \omega t} \int d \tau \mathbf{P}(\mathbf{r}) \cdot \mathbf{e}^{\perp}(\mathbf{r}) \tag{3.13}
\end{equation*}
$$

where

$$
\begin{equation*}
H^{\prime}(r)=-e^{i \omega t} \int d \tau \mathbf{P}(\mathbf{r}) \cdot \mathbf{e}^{\perp}(\mathbf{r}) \tag{3.14}
\end{equation*}
$$

The matrix elements of this perturbation Hamiltonian, in the tight-binding basis, are given by:

$$
\begin{equation*}
\left\langle\phi_{s}^{A}\right| H^{\prime}\left|\phi_{p x}^{A}\right\rangle=-e^{i \omega t} \int d^{3} \mathbf{r} \mathbf{P}_{s, p}^{A, A}(\mathbf{r}) \cdot \mathbf{e}_{\perp} \tag{3.15}
\end{equation*}
$$

where $\phi_{s}^{A}$ and $\phi_{p x}^{A}$ represent the s and px orbitals on atom A. In the long wavelength approximation of the electromagnetic field, the electric field $\mathbf{e}=|\mathbf{E}| \exp [i(\mathbf{k} \cdot \mathbf{r}-\omega t)]$ is uniform in the neighborhood of the atom. As a result, the integral in the perturbation Hamiltonian can be simplified to

$$
\begin{equation*}
\left\langle\phi_{s}^{A}\right| H^{\prime}\left|\phi_{p x}^{A}\right\rangle=-e^{i \omega t}|\mathbf{E}|\left(\hat{\mathbf{n}} \cdot \int d^{3} \mathbf{r} \mathbf{P}_{s, p x}^{A, A}(\mathbf{r})\right) \tag{3.16}
\end{equation*}
$$

We now are left to compute the value of the dot product between the polarizability vector of the electron
distribution, and the applied electric field. The polarizability $\mathbf{P}(\mathbf{r})$ is computed as follows

$$
\begin{equation*}
\mathbf{P}(\mathbf{r})=-q \sum_{\alpha}^{\text {electrons }} \mathbf{r}_{\alpha} \int \delta\left(\mathbf{r}-\lambda \mathbf{r}_{\alpha}\right) d \lambda \tag{3.17a}
\end{equation*}
$$

and can be written in terms of the single electron wavefunction as,

$$
\begin{equation*}
\mathbf{P}(\mathbf{r})=-q \int \psi^{*}(\mathbf{x})\left[\int_{0}^{1} \mathbf{x} \delta(\mathbf{r}-\lambda \mathbf{x}) d \lambda\right] \psi(\mathbf{x}) \mathbf{d}^{\mathbf{3}} \mathbf{x} \tag{3.17~b}
\end{equation*}
$$

For $\phi_{i}$ and $\phi_{j}$, two orbitals from the tight-binding basis set, the electron polarizability field $\mathbf{P}(\mathbf{r})$ is given by

$$
\begin{equation*}
\mathbf{P}_{i j}(\mathbf{r})=-q \int d^{3} \mathbf{x} \int_{0}^{1} \phi_{i}^{*}(\mathbf{x}) \mathbf{x} \delta(\mathbf{r}-\lambda \mathbf{x}) \phi_{j}(\mathbf{x}) d \lambda \tag{3.17c}
\end{equation*}
$$

To compute values of the above integral, we use tight-binding orbitals of the form $\phi(r, \theta, \phi)=R_{n l}(r) Y_{l m}(\theta, \phi)$, where $Y_{l m}$ is the spherical harmonic part of the orbital, and $R_{n l}(r)$ is the radial wavefunction of in the extended huckel orbital form [24]

$$
\begin{equation*}
R_{n l}(r)=K \cdot \frac{r^{n}}{\sqrt{2 n!}}\left[C_{1} e^{-\alpha r}+C_{2} e^{-\beta r}\right] \tag{3.18}
\end{equation*}
$$

We now go back to determining the elements of the perturbation Hamiltonian presented in equation 3.16. The elements of the perturbation Hamiltonian, $H^{\prime}$ are given by:

$$
\begin{equation*}
H_{i j}^{\prime}=\left\langle\phi_{i}\right| H^{\prime}\left|\phi_{j}\right\rangle=-e^{i \omega t}|\mathbf{E}| \int \mathrm{d}^{3} \mathbf{r}\left(\hat{\mathbf{n}} \cdot \mathbf{P}_{i j}(\mathbf{r})\right) \tag{3.19}
\end{equation*}
$$

In constructing the above Hamiltonian, we note that while bonding does not affect $\hat{\mathbf{n}}$ or the matrix elements of $\mathbf{P}_{\mathbf{i j}}(\mathbf{r})$ directly, the optical absorption values are determined when this matrix is multiplied by eigenstates of the tight-binding Hamiltonian. For example, an eigenstate that represents $s p^{2}$ bonding will give different weights to the various components of $\mathbf{P}_{\mathbf{i j}}(\mathbf{r})$ compared to an eigenstate that corresponds to $s p^{3}$ bonding. We also note the effect of the direction of electric field polarization $\hat{\mathbf{n}}$ in determining the magnitude of corresponding elements. In the following sections, we present the rates of optical absorption by a graphene unit cell, and the effect of defects.

### 3.3 Rates of optical absorption

In the first and second chapters, we have set up computations for energy levels and bandstructure of materials. In the following analysis we assume that these energy levels will remain unaffected by the absorption or emission of photons. (Alternatives to this assumption exist, but they are computationally expensive methods influenced by many-body approximations, and are discussed briefly at the end of this chapter.)

In the single electron approximation, an electron may or may not occupy a given energy level, i.e. its occupation $f\left(E_{i}\right)$ given by the Fermi-Dirac distribution may change, but the tight-binding Hamiltonian itself does not. We can then use Fermi's golden rule for transition probabilities. Up to first order in perturbation theory, the rate of transition from a lower energy level $E_{q}$ to a higher energy state at energy $E_{k}$, due to an electromagnetic field with energy $=\hbar \omega$ is given by [8]:

$$
\begin{equation*}
\left.W_{a b s}=\left|\langle k| H^{\prime}\right| q\right\rangle\left.\right|^{2} \delta\left(E_{k}-E_{q}-\hbar \omega\right) \tag{3.20}
\end{equation*}
$$

For a photon to be absorbed, the electronic states $|q\rangle$ and $|k\rangle$ must be occupied and empty respectively. At non-zero temperature, the probability of occupation and vacancy are given by $f\left(E_{q}\right)$ and (1-f( $\left.\left.E_{k}\right)\right)$ respectively. Including this observation, the rate at which a state at lower energy $E_{q}$ transitions to a state at higher energy $E_{k}$ is given by the equation

$$
\begin{equation*}
\left.R_{q \rightarrow k}=\sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \delta\left(E_{k}-E_{q}-\hbar \omega\right) f_{q}\left(1-f_{k}\right) \tag{3.21}
\end{equation*}
$$

Similarly, the rate of the opposite transition is given by:

$$
\begin{equation*}
\left.R_{q \leftarrow k}=\sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \delta\left(E_{k}-E_{q}-\hbar \omega\right) f_{k}\left(1-f_{q}\right) \tag{3.22}
\end{equation*}
$$

The combination of these two rates, gives the net rate of transition from $E_{q}$ to $E_{k}$, or the absorption of a photon of energy $\hbar \omega$

$$
\begin{gather*}
R_{n e t}=R_{q \rightarrow k}-R_{q \leftarrow k}  \tag{3.23}\\
\left.=\sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right) \tag{3.24}
\end{gather*}
$$

Above, we have used the fact that the dirac-delta function is symmetric

$$
\begin{equation*}
\delta\left(E_{k}-E_{q}-\hbar \omega\right)=\delta\left(E_{k}-E_{q}-\hbar \omega\right) \tag{3.25}
\end{equation*}
$$

### 3.4 Local contribution to optical absorption

In this section, we extend our discussion of the absorption rates discussed above. We note that the states $|k\rangle$ and $|q\rangle$ are the single electron wavefunctions in tight-binding. As such, they can be written as linear combinations of atomic orbitals, or be projected into specific atomic orbitals. By using the projection sum property,

$$
\begin{equation*}
\sum_{r}|r\rangle\langle r|=1 \tag{3.26}
\end{equation*}
$$

we can rewrite equation 3.24 , as the sum of atomic contributions as follows

$$
\begin{gather*}
W_{\text {absorption }}(\omega)=\sum_{k, q}\langle q| H^{\prime}|k\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right)  \tag{3.27a}\\
=\sum_{k, q}\left\langle q \mid H^{\prime}\left[\sum_{r}|r\rangle\langle r|\right] k\right\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right)  \tag{3.27b}\\
=\sum_{r}\left[\sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right)\right]  \tag{3.27c}\\
=\sum_{r} W_{a b s}(\omega,|r\rangle) \tag{3.27~d}
\end{gather*}
$$

### 3.5 Application to graphene sheets

### 3.5.1 Setup of graphene sheet and defect structures considered

The above calculations are used to study the $\Gamma$-point optical absorption in graphene. We apply the above formulation to a unit cell containing 50 carbon atoms with periodic boundary conditions, and investigate the effect of defects on the total and local absorption properties.


Figure 3.1: Set up of various graphene-based structures; their total and local optical absorption properties will be investigated.

As represented in figure 3.1, three unit cells are considered: (a) a perfect graphene unit cell, (b) a StoneWales defect, and (c) a perfect graphene unit cell but with one atom raised above the plane. The tight-binding Hamiltonian is constructed via the same set of parameters used in chapter 2, and the absorption rates at the $\Gamma$ - point are computed using equations 3.24 and 3.27 . For this computation, the incident electromagnetic field is linearly polarized such that the electric field is oriented along the z-axis, perpendicular to the graphene sheet.

### 3.5.2 Results I : Total absorption rates

The calculated total absorption rates of the three unit cells are shown in figure 3.2 (a), (b) and (c) respectively. A perfect graphene unit cell only absorbs electromagnetic energy at 12.8 eV , whereas the addition of a Stone-Wales defect broadens the range of frequencies absorbed, and increases the rate of absorption. On the other hand, an out-of-plane displacement of one carbon atom results in a broader range of frequencies being absorbed, which is accompanied by a decrease in the magnitude of absorption rates. The addition of a defect introduces more energy levels in comparison to the perfect case, so more transitions chosen by $\delta\left(E_{k}-E_{q}-\hbar \omega\right)$ become possible. Furthermore, defects also change the hybridization of bonds ( $s p^{2}$-bonds in the perfect case are disturbed by defects), and thus affect the direction and magnitude of the polarizability vector $\mathbf{P}(\mathbf{r})$; this then changes the relative magnitudes of the various inter-orbital selections.


Figure 3.2: The effect of defects on total absorption properties. Three unit cells are considered (a) a perfect graphene unit cell, (b) unit cell with a Stone-Wales defect and (c) unit cell with one carbon atom displaced out of plane. The presence of defects broadens the absorption spectra, but may increase or decrease the absolute rate of absorption.

### 3.5.3 Results II : Atomic contribution to total absorption

Next, the atomic contributions within each unit cell, for the first observed absorption peak, are investigated using equation 3.27 and presented in figure 3.3. We observe that while all atoms contribute almost equally to the absorption peak for the perfect graphene unit cell, for the Stone-Wales defect case, atoms near and around the Stone-Wales defect are responsible for the absorption peak at 2.8 eV . Similarly, when one atom is displaced out of plane, the displaced atom has the dominant contribution to the lower energy absorption at around 3 eV , as seen in figure 3.3(c).

In this section, we showed the calculation of optical absorption rates in the context of tight-binding, and then presented how the impact of defects on optical absorption can be attributed to atoms. In the next section, we will extend these calculations to include nanotubes and their defect structures. We will also show the relationship between the rates of optical absorption and the dielectric function.


Figure 3.3: Atomic contributions to the total absorption at the first resonant energies observed in figure 3.2. (a) perfect graphene cell, whose first resonance is observed at $\hbar \omega=12.8 \mathrm{eV}$. (b) unit cell with a Stone-Wales defect, where the first resonance is observed at $\hbar \omega=2.89 \mathrm{eV}$, and (c) unit cell with an atom displaced out of plane, where the first resonance observed is at 3 eV .

### 3.6 Application to carbon nanotubes

### 3.6.1 Setup of carbon nanotubes considered

We now consider optical absorption in nanotubes, which are 1-dimensional structures constructed by "rollingup" graphene sheets at various geometries; three types of carbon nanotubes are chosen - (a) an armchair terminated $(3,3),(\mathrm{b})$ a zigzag terminated $(5,0)$, and (c) a chiral $(4,2)$ nanotube, all of which are presented in figure 3.4. Periodic boundary conditions are applied along the nanotube axis, and as in the previous section, computations are made at the $\Gamma$ - point. The incident electric field is polarized either perpendicular to, or along the nanotube-axis, and matches the conditions in the time-dependent LDA computations in [37]. The long-wavelength approximation $\lambda \gg a$ still holds as the wavelengths of the electromagnetic fields considered, are in hundreds of nanometers.

The electronic properties of carbon nanotubes depend on the pair of indices ( $\mathrm{m}, \mathrm{n}$ ) , and a periodic table exists to classify all possible types of nanotubes constructed. The radius of the nanotube is determined by the ( $\mathrm{m}, \mathrm{n}$ ) indices, and the lattice parameters $\mathbf{a}_{\mathbf{1}}=2.46\left[\begin{array}{lll}\frac{\sqrt{3}}{2} & \frac{1}{2} & 0\end{array}\right]$, and $\mathbf{a}_{\mathbf{2}}=2.46\left[\begin{array}{lll}\frac{\sqrt{3}}{2} & -\frac{1}{2} & 0\end{array}\right]$. To ensure that the nanotubes are not strained, the total energy is minimized with respect to the lattice constant, and the chemical potential is calculated by using electron number conservation, such that

$$
\begin{equation*}
\sum_{i} \frac{1}{1+\exp \left[\frac{E_{i}-\mu}{k_{B} T}\right]}=N_{\text {electrons }} \tag{3.28}
\end{equation*}
$$

A built-in minimizer in MATLAB that accepts an initial guess and tries to find an interval where $L H S-R H S$ changes signs, is used to calculate $\mu$. The temperature in the Fermi-Dirac distribution is set to 300 K , and

$(4,2)$

$(5,0)$


Figure 3.4: The absorption spectrum is computed for three different types of carbon nanotubes : metallic, non-metallic and insulating, as shown from top to bottom respectively. Defects are then added to these nanotubes later.
the $\delta\left(E_{i}-E_{j}-\hbar \omega\right)$ function that determines the possibility of resonance is approximated by a Gaussian, or

$$
\begin{equation*}
\delta(x) \approx \frac{1}{\sqrt{2 \pi \sigma^{2}}} \exp \left[-\frac{x^{2}}{2 \sigma^{2}}\right] \tag{3.29}
\end{equation*}
$$

where $\sigma=0.01$.

### 3.6.2 Defining the dielectric constant in terms of optical absorption rates

For purposes of comparison with values in literature, the imaginary part of the dielectric function is computed as a measure of optical absorption. The rate of absorption is related to the dielectric function - in particular to the imaginary part of the permittivity $\epsilon(\omega)=\epsilon_{1}(\omega)+i \epsilon_{2}(\omega)$, where $\epsilon_{2}(\omega)$ is given by

$$
\begin{equation*}
\epsilon_{2}(w)=\frac{\pi e^{2}}{m_{0}^{2} \omega^{2}} \cdot \frac{2}{V} R_{n e t C o n d u c t i o n B u l k}(\omega) \tag{3.30}
\end{equation*}
$$

Here $\frac{2}{V}$ takes into account the fact that the quantity has been volume averaged. Furthermore, $\epsilon_{1}$ can be calculated via the Kramers-Kronig relation:

$$
\begin{equation*}
\operatorname{Re}(\epsilon(r, \omega))=-\frac{1}{\omega} \int d \omega^{\prime} \frac{\operatorname{Im}\left(\epsilon\left(\omega^{\prime}\right)\right)}{\left(\omega-\omega^{\prime}\right)} \tag{3.31}
\end{equation*}
$$

or

$$
\begin{equation*}
\epsilon_{1}(r, \omega)=-\frac{1}{\omega} \int d \omega^{\prime} \frac{\epsilon_{2}\left(r, \omega^{\prime}\right)}{\left(\omega-\omega^{\prime}\right)} \tag{3.32}
\end{equation*}
$$

So that we can get the dielectric function

$$
\begin{equation*}
\epsilon_{\text {complex }}(r, \omega)=\epsilon_{1}(r, \omega)+i \epsilon_{2}(r, \omega) \tag{3.33}
\end{equation*}
$$

In equation 3.27 , we projected out the contribution of each atom to the total absorption by adding projection operators $\sum_{r}|r\rangle\langle r|=1$. We manipulate the equation for dielectric constant in a similar way to obtain local, atomically projected contributions. Let us define a local $\epsilon_{2}(r, \omega)$ using the local absorption formula from equation 3.27 , or

$$
\begin{gather*}
\epsilon_{2}(r, w)=\frac{\pi e^{2}}{m_{0}{ }^{2} \omega^{2}} W_{n e t C o n d u c t i o n}(r, \omega)  \tag{3.34a}\\
\epsilon_{2}(r, w)=\frac{\pi e^{2}}{m_{0}^{2} \omega^{2}} \sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right) \tag{3.34b}
\end{gather*}
$$

This projection now allows us to write the total $\epsilon_{2}(\omega)$ as a sum of atomic orbital contributions, or

$$
\begin{equation*}
\epsilon_{2}(\omega)=\sum_{r \in \text { orbital basis }} \epsilon_{2}(r, \omega) \tag{3.34c}
\end{equation*}
$$

### 3.6.3 Results I : Optical absorption properties of perfect nanotubes

The rates of optical absorption in $(5,0),(4,2)$ and $(3,3)$ carbon nanotubes when the electric field is along the x axis, transverse to the nanotube axis, are shown in shown in figure 3.5. Compared to time-dependent Density Functional Theory (TDDFT) calculations for these nanotubes [37] where the computed absorption peaks were at $1.5 \mathrm{eV}, 2.0 \mathrm{eV}$ and 3.0 eV respectively, we have qualitative agreement despite using tight-binding parameters optimized for structure-prediction of hydrocarbons, and with non-self-consistent, orthogonal tight-binding.

When the incident light is polarized along the periodic axis of the nanotubes, we observe that the $(3,3)$ carbon nanotube is transparent for frequencies under 5 eV , which is also consistent with experiment[32] and TDDFT calculation $[37]$. The results for $(3,3)$ and the other two nanotubes are presented in figure 3.6.

### 3.6.4 Results II : Optical absorption properties of carbon nanotubes with defects

Finally, we investigate how defects change optical absorption in several different nanotubes. Three types of defects are considered for this purpose, and presented in figure 3.7 : (a) the Stone-Wales defect, (b) a line defect along the axis of the nanotube, and (c) a line defect along the circumference of the nanotube.

The rates of total optical absorption, and their variations due to nanotube index, defect type and the direction of linearly polarized light, are shown in figure 3.8 . We note that the presence of a defect, almost always broadens the absorption spectrum to include a larger range of frequencies, instead of sharp peaks at particular resonant frequencies. Our model predicts the greatest shift in the absorption behavior of $(3,3)$ nanotubes, where lower frequencies are absorbed in the presence of defects. In the case of $(5,0)$ nanotubes,


Figure 3.5: The absorption spectrum of the three perfect types of nanotubes with electric field polarization along the x -axis. The absorption spectra show qualitative agreement with the absorption spectra in [37], where the peaks were observed at 1.5 $\mathrm{eV}, 2.0 \mathrm{eV}$ and 3.0 eV .


Figure 3.6: The absorption spectrum of the three perfect types of nanotubes with electric polarization along the z-axis. As predicted from experiments[32] and ab-initio[37] computations, there is no absorption observed for (3,3) nanotubes in this energy range, when the electric polarization is along the z-axis.
the presence of defects broadens the absorption spectrum, but significantly reduces the strength of the absorption. A similar effect of defects is seen in the $(4,2)$ nanotubes, although the reduction in absorption


Figure 3.7: The three different types of defects considered in this manuscript, here demonstrated using a (3, 3) nanotube. Variations in the type of defect, and the type of nanotube (i.e. in the ( $\mathrm{m}, \mathrm{n}$ ) indices), and the polarization of incident light affect absorption behavior.
probabilities are not as significant. On the other hand, in the presence of defects, not only does a $(3,3)$ nanotube have absorption at a wider range of frequencies, it is also accompanied by increased rates of absorption at the previously resonant frequencies.

In conclusion, we note that while these results are dependent on the tight-binding parameterization and can be improved if self-consistent charge calculations are added, figure 3.8 presents the wide range of variations in nanotube type, electric field polarization and defects that can affect optical absorption, and that can be computed inexpensively within the tight-binding framework. The novelty of this approach is that we have introduced the polarizability field of an electronic state as the quantity that determines optical absorption, and presented an efficient way to compute this quantity. This, together with the ability to assign specific absorption contributions to particular orbitals or atoms, can be useful tools to accurately characterize optical properties of heterogeneous materials.

### 3.7 Alternative methods that incorporate many particle effects:

Other methods of computing the optical absorption of materials exist, and the results of Time-dependent Density Functional Theory (TDDFT) computation [37] which includes the impact of a time-dependent potential, were compared to our significantly inexpensive computations. In TDDFT, a functional form for the exchange correlation potential is chosen, and this often involves skill and experience in guessing the right form of the potential (for example, Local Density Approximation(LDA), Generalized Gradient Approximation (GGA)), or the right linear combination of potentials, so that the energy differences observed in experiments can be replicated. To my understanding, other post-DFT methods such as GW [23] and Bethe-Salpeter equation [50] deal with improving the accuracy of the single electron calculation by including many-body effects. Electrons interact with each other through the electromagnetic field, and the single particle picture (and with it the exchange correlation potential) emerges due to the nature of electromagnetic field, screening and statistics of electrons involved. Given the single electron picture, the GW method takes a Green's


Figure 3.8: Variation of the total absorption spectra, and its dependence on the type of nanotube, direction of incident electric field, and type of defect.
function approach to compute the self-energy of the single electron quasiparticle. On the other hand, the Bethe-Salpeter equation approximates the many particle effects by introducing a hole quasi-particle. The interaction between the excited electron and the hole quasi-particle is then included to correct the excited state energy. As a result, the excited state can be at a lower energy level than previously anticipated from the uncorrected Hamiltonian.

## CHAPTER 4

## METHODS TO HANDLE LARGER SYSTEMS

In this chapter, we extend methods described in previous sections for use in larger systems where tightbinding becomes really powerful. Simulations for large systems usually run into an expensive computation - diagonalizing the Hamiltonian to determine system properties. Specifically, for a system of N atoms, the time taken for nearest neighbor calculation scales like $c \cdot N^{2}$, while the time for a brute-force eigenvalue calculation scales like $N^{3}$. These calculations become prohibitively expensive as the system size increases.

First, the problem of constructing the nearest neighors list is presented in section 4.1. By using a recursive map to store and search for atomic coordinates, the time taken to calculate nearest neighbors scales as $N \log (N)$. These recursive trees are well-documented, and are called kd-trees [51]. We then introduce a toy problem to test large-systems-agorithms in section 4.3 , and develop a way to avoid diagonalizing the Hamiltonian. There, we demonstrate how observables can be approximated by the Kernel Polynomial method, which scales as $O(N)$. This scaling of the Kernel Polynomial Method is well documented [54] [64]. Finally, in section 4.5, we present extensions to the Kernel Polynomial Method that allow us to evaluate quantities such as the total optical absorption rate, and its local atomic contributions, while still avoiding diagonalization.

### 4.1 Finding nearest neighbors

In order to construct the nearest neighbor list, a map containing all atomic coordinates is created. This map, as more atomic coordinates are added, is divided into octants, all of which are further recursively divided into smaller and smaller octants. Once the map is complete, it is possible to find the nearest atom, or the n-nearest atoms from a given point in space. Such a map of spatial points is called an octree, and is a well-established datastructure used in computer graphics and materials simulations [41]. As a result, several implementations for various purposes (parallel, serialized) in different languages can be found on the internet, or github . Here, we implement our own MATLAB implementation to be compatible with tightbinding code written for smaller systems, and presented in chapters 1-3. The general scheme is illustrated in figures 4.1 and 4.2, and below we describe a 2 -dimensional lattice system with quadrants. This structure is called the quad-tree, since the two-dimensional space is divided into quadrants.

1. Set the origin of the system: $B 0=[0,0]$, The index string for all atoms now begins with $B$.
2. Separate atoms that are not $B 0$ into 5 parts: one group of atoms is within chosen $\mathrm{r}_{\text {cutoff }}$ of origin $B 0$. These atoms are now indexed by $B x$, and needs no more processing. The remaining atoms are divided into 4 groups depending on which quadrant they belong to with respect to $B 0$. These four groups will be indexed as $B a, B b, B c$ and $B d$.
3. For every group of atoms ending with $a$ through $d$, a new origin, the average position of the atoms in that group is computed. Now that we have the new origins, atoms in each group are further separated into five groups, with $\{x, a, b, c, d\}$ added to the group name/index.
4. In computer science terms, the groups ending with $x$, which require no further division are called leaves. Iterate (3) until all the atoms belong to a leaf; this ensures that all nearest atoms within $\mathrm{r}_{\text {cutoff }}$ or in multiples of $\mathrm{r}_{\text {cutoff }}$ within a given point $(\mathrm{x}, \mathrm{y}, \mathrm{z})$ can be reached in $\mathrm{N} \log (\mathrm{N})$ time systematically.


Figure 4.1: Schematic of the map as it starts organizing atoms in the input lattice into consecutively smaller quadrants.


Figure 4.2: Description of a recursive map to store atomic coordinates in two dimensions.

### 4.1.1 Performance comparison

The performance of the scheme described above is compared to the time taken by a direct for-loop computation, the results of which are presented in figure 4.3. Compared to the straightforward distance computation and sorting with for-loops, the octree structure has an initial cost associated with setting up the map, reflected in the longer runtime for the smallest, 1458-atom, unit cell. However, this initial overhead is soon offset by the performance improvement due to $\mathrm{N}(\log (\mathrm{N}))$ scaling. We also note that for system sizes of around 60,000 atoms, the time taken by the for-loop implementation is greater than the time taken by
the octree by orders of magnitude. Furthermore, the scaling becomes more problematic as the system size approaches one million atoms.

Therefore, for simulations of systems with more than hundreds of thousands of atoms, the octree structure provides a huge performance boost in constructing nearest neighbor lists. Having established the method for creating neighbor lists, we can now apply these methods for unit cells of around $60,000 \mathrm{atoms}$, highlighted in figure 4.3.


Figure 4.3: Times taken to obtain nearest neighbor list using the octree recursive map, compared to the time taken using for-loops. The vertical line crossing both graphs points to the times taken for a specific unit cell of 60,000 atoms; it takes ( 9 minutes vs 225 minutes) to construct the nearest neighbor list respectively.

### 4.2 Obtaining physical observables from the Hamiltonian

In this part of the methods section, the focus is on the next challenge - calculating physical quantities that depend on the eigenvalues of the system, without explicit diagonalization of large matrices. This is important because the scaling of direct diagonalization $\left(\mathrm{O}\left(N^{3}\right)\right)$ is worse than the scaling behavior for constructing nearest neighbor lists.

With the neighbor list provided by the octree implementation, the Hamiltonian can be built as described in chapters 1,2 , and 3 , using corresponding tight-binding parameters for different types of atoms and bonds. It is the next step, diagonalization, that becomes prohibitively expensive as the number of atoms grows.

Ideally, a method that scales linearly with system size is preferred.
Often, instead of the eigenvalues themselves, we are interested in some function of the eigenvalues, as in the case of the density of states:

$$
\begin{equation*}
\operatorname{dos}(E)=\frac{1}{D} \sum_{i} \delta\left(E-E_{i}\right) \tag{4.1}
\end{equation*}
$$

Or the local density of states:

$$
\begin{equation*}
l d o s(A, E)=\frac{1}{D} \sum_{\phi_{A}} \sum_{i} \delta\left(E-E_{i}\right)\left|\left\langle\phi_{A} \mid \psi_{i}\right\rangle\right|^{2} \tag{4.2}
\end{equation*}
$$

where A is the atom whose contribution to the density of states we want to determine, $\left|\psi_{i}\right\rangle$ and $E_{i}$ are the i-th eigenstate and eigenvalue of the Hamiltonian, respectively, and $\phi_{A}$ are the atomic orbitals of atom A. Moreover, observables can be written as a function of energy and the density of states. The observable $\hat{O}$ is often calculated in the form:

$$
\begin{equation*}
\langle O\rangle=\int O(E) f(E) \operatorname{dos}(E) d E \tag{4.3}
\end{equation*}
$$

where $f(E)$ is the Fermi-Dirac distribution. In this context, the density of states and the local density of states will be the two quantities computed in this chapter. The Kernel Polynomial Method is one specific instance of polynomial expansion methods, that can be used in computing the dos and ldos in equations 4.1 and 4.2.

### 4.2.1 Kernel Polynomial Method I : general description of the moments method

In this subsection, we include a brief description of the moments method. In short, the moments method involves expanding the quantities of interest, in our case observables such as the total energy or the local density of states, in a series of orthogonal modes. These modes are often taken to be sines and cosines, but they can also be other polynomials.

Given two functions $f(x)$ and $g(x)$ defined on $x$ such that $x \in[a, b] \subset \mathbb{R}$, and a weight $\mathrm{w}(\mathrm{x})$ that either depends on the type of coordinates used, or on the measure of integration $d^{3} x$ involved, the inner product of functions $f(x)$ and $g(x),\langle f \mid g\rangle$, is defined as:

$$
\begin{equation*}
\langle f \mid g\rangle=\int_{a}^{b} w(x) f^{*}(x) g(x) d x \tag{4.4}
\end{equation*}
$$

A set of polynomials, $p_{n}(x) \in \mathbb{S}$, is said to be orthogonal with respect to $w(x)$ if their inner products

$$
\begin{equation*}
\left\langle p_{m} \mid p_{n}\right\rangle=\int_{a}^{b} w(x) p_{m}^{*}(x) p_{n}(x) d x=\delta_{m, n} \tag{4.5}
\end{equation*}
$$

This orthogonality condition provides a way to expand any general function as a linear combination of
these orthgonal $p_{n}(x)$, given by

$$
\begin{equation*}
f(x)=\sum_{n} \alpha_{n} p_{n}(x) \tag{4.6}
\end{equation*}
$$

with a straightforward way to obtain the coefficients $\alpha_{n}$, or

$$
\begin{gather*}
\left\langle p_{m} \mid f(x)\right\rangle=\sum_{n} \alpha_{n}\left\langle p_{m}(x) \mid p_{n}(x)\right\rangle=\sum_{n} \alpha_{n} \delta_{m, n}  \tag{4.7}\\
\left\langle p_{m} \mid f(x)\right\rangle=\alpha_{m} \tag{4.8}
\end{gather*}
$$

### 4.2.2 Kernel Polynomial Method II: application using Chebyshev polynomials

Chebyshev polynomials are two related sets of orthogonal polynomials, widely used in approximation theory, and whose average errors and standard deviations have been quantified. (See Silver and Roder, [53] or Weisse [63] for more information and detailed review).

Both kinds of Chebyshev polynomials are defined over the interval $x: a \leq x \leq b$ where $[a, b]=[-1,1]$, and the type of weight function

$$
\begin{align*}
& w(x)=\frac{1}{\pi \sqrt{1-x^{2}}}  \tag{4.9a}\\
& w(x)=\pi \sqrt{1-x^{2}} \tag{4.9b}
\end{align*}
$$

determines whether the polynomials are Chebyshev polynomials of the first kind $T_{n}(x)$, or of the second kind $U_{n}(x)$, respectively. In the following calculations, Chebyshev polynomials of the first kind are used, and some of their useful properties are as follows:

$$
\begin{gather*}
T_{n}(x)=\cos \left(n \cos ^{-1}(x)\right)  \tag{4.10a}\\
T_{0}(x)=1  \tag{4.10b}\\
T_{-1}(x)=T_{1}(x)=x  \tag{4.10c}\\
T_{m+1}(x)=2 x T_{m}(x)-T_{m-1}(x) \tag{4.10d}
\end{gather*}
$$

In our calculation, the variable $x$ is selected so that $\theta=\cos ^{-1}(x)$ is uniformly distributed. Using these polynomials to expand the density of states expressions in equations 4.1 and 4.2 , it is first necessary to scale the Hamiltonian H so that all eigenvalues fall within $[-1,1]$ :

$$
\begin{align*}
\hat{H} & =\frac{(H-b)}{a}  \tag{4.11a}\\
\hat{E} & =\frac{(E-b)}{a} \tag{4.11b}
\end{align*}
$$

where

$$
\begin{align*}
& a=\frac{E_{\max }-E_{\min }}{2-\epsilon}  \tag{4.11c}\\
& b=\frac{E_{\max }+E_{\min }}{2} \tag{4.11~d}
\end{align*}
$$

The maximum and minimum eigenvalues $E_{\max }$ and $E_{\min }$ can be found more easily with built in packages for sparse matrices. Restating equation 4.1:

$$
\begin{equation*}
\operatorname{dos}(E)=\frac{1}{D} \sum_{i} \delta\left(E-E_{i}\right) \tag{4.12a}
\end{equation*}
$$

for which D , the size of the Hamiltonian, will be ignored in the approximations following, and the energies $(E)$ and eigenvalues $\left(E_{i}\right)$ will be replaced by their scaled replacements $x$ and $x_{i}$. The density of states can then be approximated by:

$$
\begin{equation*}
\operatorname{dos}(x)=\sum_{n} \alpha_{n} T_{n}(x) \tag{4.12b}
\end{equation*}
$$

Using the orthogonality of Chebyshev polynomials, we write:

$$
\begin{equation*}
\alpha_{m}=\int T_{n}(x) \operatorname{dos}(x) w(x) d x \tag{4.12c}
\end{equation*}
$$

Recalling that

$$
\frac{1}{\pi \sqrt{1-x^{2}}}=w(x)
$$

for the first type of Chebyshev polynomial, $T_{n}(x)$. The computation of moments is then reformulated as a trace-of-matrix computation as follows:

$$
\begin{equation*}
\alpha_{m}=\int T_{n}(x) \sum_{i} \delta\left(x-x_{i}\right) w(x) \tag{4.12~d}
\end{equation*}
$$

Let $\alpha_{m}=\mu_{m} w(x)$ Then:

$$
\begin{equation*}
\operatorname{dos}(x)=\frac{1}{D} \sum_{n} \frac{\mu_{n} T_{n}(x)}{\pi \sqrt{1-x^{2}}} \tag{4.12e}
\end{equation*}
$$

where the moments

$$
\begin{equation*}
\mu_{n}=\int T_{n}(x) \sum_{i} \delta\left(x-E_{i}\right) d x=\sum_{i} T_{n}\left(E_{i}\right)=\operatorname{Tr}\left[T_{n}(\tilde{H})\right] \tag{4.12f}
\end{equation*}
$$

The computation of a trace involves random vectors and matrix-vector multiplication, and the magnitude of the error of approximation depends on the number of random vectors used together with the distribution from which they are drawn. Despite this complication, an enormous speedup is obtained because the same set of random vectors can be used to compute the traces for all moments. Furthermore, the matrix-vector multiplication and trace calculation can easily be parallelized.

Next, we consider resolving the density of states to the atomic level. For large systems, the computation
of the local or projected density of states is even simpler and does not require trace computations, especially if the tight-binding basis is orthogonal. The local density of states is, restating equation 4.2 :

$$
\begin{equation*}
l d o s(A, E)=\frac{1}{D} \sum_{\phi_{A}} \sum_{i} \delta\left(E-E_{i}\right)\left|\left\langle\phi_{A} \mid \psi_{i}\right\rangle\right|^{2} \tag{4.13a}
\end{equation*}
$$

Rescaling the Hamiltonian as before, and expanding the local density of states in the same way,

$$
\begin{equation*}
l d o s(A, x) \approx \sum_{n} \alpha_{n} T_{n}(x) \tag{4.13b}
\end{equation*}
$$

we then compute the relevant moments $\alpha_{n}=\mu_{n} w(x)$ where we ignore the constant factor $\frac{1}{D}$ for now, and

$$
\begin{gather*}
\mu_{n}=\int T_{n}(x) \operatorname{ldos}(A, x) d x=\int T_{n}(x) \sum_{\phi_{A}} \sum_{i} \delta\left(x-x_{i}\right)\left\langle\phi_{A} \mid \psi_{i}\right\rangle\left\langle\psi_{i} \mid \phi_{A}\right\rangle  \tag{4.13c}\\
=\sum_{\phi_{A}} \sum_{i}\left\langle\phi_{A}\right| T_{n}(\tilde{H})\left|\psi_{i}\right\rangle\left\langle\psi_{i} \mid \phi_{A}\right\rangle  \tag{4.13d}\\
=\sum_{\phi_{A}}\left\langle\phi_{A}\right| T_{n}(\tilde{H})\left|\sum_{i} \psi_{i}\right\rangle\left\langle\psi_{i} \mid \phi_{A}\right\rangle \tag{4.13e}
\end{gather*}
$$

Using the orthogonality of eigenvectors in non-degenerate Hamiltonians, we can write $\sum_{i}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|=1$, which reduces the moment computation to a simple scalar evaluation of:

$$
\begin{equation*}
\mu_{n}=\sum_{\phi_{A}}\left\langle\phi_{A}\right| T_{n}(\tilde{H})\left|\phi_{A}\right\rangle \tag{4.13f}
\end{equation*}
$$

Therefore, the local density of states, on a particular atom $A$ at the rescaled energy $x$ is given by:

$$
\begin{equation*}
l \operatorname{dos}(x, A)=\frac{1}{D} \sum_{n} \frac{\mu_{n} T_{n}(x)}{\pi \sqrt{1-x^{2}}} \tag{4.13~g}
\end{equation*}
$$

The only difference in the local density of states computation, compared to the total density of states, is the simpler way in which the moments can be calculated.

### 4.3 Application

### 4.3.1 InAs quantum dots in GaAs matrix

In this section, we apply the methods discussed in sections 4.1 and 4.2 for a large representative system, such as an InAs quantum dot in a GaAs matrix. GaAs and InAs are both III-V semiconductors with zinc-blende crystal structures [3], but their bandgaps are 1.424 eV , and 0.354 eV respectively. The bandstructures of both pure crystals may be calculated using tight-binding parameters, and are presented in figure 4.4. As a


Figure 4.4: The bandstructures of GaAs and InAs at their equillibrium lattice constants, calculated using semi-empirical tight-binding parameters from [7]. We can see that although both InAs and GaAs are III-V semiconductors, the difference in band-gap ( 1.42 eV for GaAs vs. 0.35 eV for InAs ) offers potential to tune the properties of a combined system.
result of this difference in bandstructure, the electronic and optical properties can be engineered by varying the composition of the crystal. With the length scale of a few nanometers, when one type of material (InAs) is completely surrounded by another (GaAs) in all directions, the electronic properties become 'zerodimensional', and conduction electrons are confined in an electric potential well. These structures where electronic density is confined due to the arrangement of two types of crystals, are called quantum dots. Although these structures are called dots, they can also take pyramidal or other shapes depending on their growth process. Depending on the shape, size and composition of the quantum dot, properties such as photo-luminescence, and electrical conductivity can be controlled. For example, in the case of GaAs and InAs, epitaxial growth of one material on the other will result in a lattice mismatch strain, leading to and determining defect geometries and growth patterns. On the other hand, a boundary between two different semiconductors, creates a band-gap mismatch causing an electric potential gradient. In real systems, the interplay between strain-driven and gap-driven mismatch lead to a large variety of possibilities in growing and mixing various similar covalent compounds to create quantum dots. Quantum dots have been widely studied in recent years, with review articles on the subject [19] [58].

### 4.3.2 Setup

To investigate how the size of the InAs region in the GaAs matrix affects electron confinement, we investigate two possible formations of a quantum dot in a matrix of GaAs with a diameter of four nanometers or with a diameter of six nanometers. In both cases, the number of atoms and the underlying GaAs matrix are the same. The difference between the two cases is only that Ga atoms are replaced by In atoms, with accompanying differences in lattice constants and resulting mismatch.


Figure 4.5: An atomistic representation of an InAs quantum dot in a GaAs matrix - a total of 60,000 atoms modeled using tight-binding.

### 4.4 Results

The computed local densities of states at the chemical potential, across the cross sectional plane of the InAsGaAs matrix, are presented in figures 4.6 a and 4.6 b. Atomic resolution of the density of states at the Fermi level is important because electrons at the chemical potential are the most active in terms of reactivity and transport. We observe that the size of the proposed quantum dot determines electron confinement. When the quantum dot diameter is 6 nanometers, a higher concentration of electrons at the chemical potential is found inside the InAs region. On the other hand, if the proposed quantum dot is four nanometers, the electrons are not confined to a specific region.

(a) Diameter of the quantum dot region is 6 nm

(b) Diameter of the quantum dot is 4 nm .

Figure 4.6: Comparison of the local density of states in the cross section across the quantum dot, in two cases (a) when the quantum dot diameter is 6 nm , and (b) when the quantum dot nanometer is 4 nm . We can observe that the electron at the Fermi level is confined to the InAs region when the diameter is 6 nm .

### 4.5 Possible extension of the Kernel Polynomial Method

While the computation of static properties such as the local density of states for large systems is very useful, the Kernel Polynomial Method can be extended to compute excitation spectra, such as the total optical absorption rates seen in chapter 3, only at a larger scale. In this section, we first review the work that extends the Kernel Polynomial Method to 2-dimensions, and present its application to total optical absorption. Then, we present our own modification to this method that allows us to also compute the atomically resolved total optical absorption.

First, let us restate the total optical absorption rate:

$$
\begin{equation*}
\left.W_{\text {absorption }}(\omega)=\sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right) \tag{4.14}
\end{equation*}
$$

where $E_{k}$ and $E_{q}$ represent different energy levels given by the Hamiltonian, $f_{q}$ and $f_{k}$ represent the FermiDirac occupation at respective energies. The Kernel Polynomial Method approximation involves expressing $\delta\left(E_{k}-E_{q}-\hbar \omega\right)$ as a product of two $\delta()$ functions instead of one. Let us define a variation of the joint density of states:

$$
\begin{equation*}
\left.J(x, y)=\sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \delta\left(x-E_{q}\right) \delta\left(y-E_{k}\right) \tag{4.15}
\end{equation*}
$$

then, using the usual Kernel Polynomial approximation, this function $J(x, y)$ can be approximated by:

$$
\begin{equation*}
\tilde{J}(x, y)=\sum_{m, n} \frac{\mu_{m n} T_{n}(x) T_{m}(y)}{\pi^{2} \sqrt{\left(1-x^{2}\right)\left(1-y^{2}\right)}} \tag{4.16}
\end{equation*}
$$

We then calculate the relevant moments:

$$
\begin{gather*}
\mu_{m n}=\iint J(x, y) T_{n}(x) T_{m}(x) d x d y  \tag{4.17a}\\
\left.\mu_{m n}=\iint \sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \delta\left(x-E_{q}\right) \delta\left(y-E_{k}\right) T_{n}(x) T_{m}(x) d x d y  \tag{4.17b}\\
\left.=\sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \iint \delta\left(x-E_{q}\right) \delta\left(y-E_{k}\right) T_{n}(x) T_{m}(x) d x d y  \tag{4.17c}\\
=\sum_{k, q}\langle q| H^{\prime}|k\rangle\langle k| H^{\prime}|q\rangle T_{n}\left(E_{q}\right) T_{m}\left(E_{k}\right) \tag{4.17~d}
\end{gather*}
$$

Similar to the 1-D case, $E_{q}|q\rangle=\tilde{H}|q\rangle$, and since $T_{n}\left(E_{q}\right)$ is a linear combination of increasing powers of $E_{q}$, $\tilde{H}$ commutes.

$$
\begin{equation*}
\mu_{m n}=\sum_{k, q}\langle q| H^{\prime} T_{m}(\tilde{H})|k\rangle\langle k| H^{\prime} T_{n}(\tilde{H})|q\rangle \tag{4.17e}
\end{equation*}
$$

Also, using $\sum_{k}|k\rangle\langle k|=1$, we get:

$$
\begin{align*}
\mu_{m n} & =\sum_{q}\langle q| H^{\prime} T_{m}(\tilde{H}) H^{\prime} T_{n}(\tilde{H})|q\rangle  \tag{4.17f}\\
& =\operatorname{Tr}\left[H^{\prime} T_{m}(\tilde{H}) H^{\prime} T_{n}(\tilde{H})\right] \tag{4.17~g}
\end{align*}
$$

### 4.5.1 Atomistic projection of optical absorption

In this section, we present our modification to $W_{\text {absorption }}(\omega)$ and obtain atomistic contributions towards total optical absorption. From 4.14, we get

$$
\begin{equation*}
\left.W_{\text {absorption }}(\omega)=\sum_{k, q}\left|\langle q| H^{\prime}\right| k\right\rangle\left.\right|^{2} \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right) \tag{4.18a}
\end{equation*}
$$

If $x=E_{k}=y+\hbar \omega$ and $y=E_{q}$, and converting sum over $q$ to integration over $y$, we get:

$$
\begin{equation*}
W_{\text {absorption }}(\omega) \simeq \int J(y+\hbar \omega, y)[f(y)-f(y+\hbar \omega)] d y \tag{4.18b}
\end{equation*}
$$

The local absorption or emission calculations are an extension of this formulation. For this, we use the projection $\sum_{r \in \text { orbital basis }}|r\rangle\langle r|=1$ to project out the lower energy bands, and we get:

$$
\begin{gather*}
W_{\text {absorption }}(\omega)=\sum_{k, q}\langle q| H^{\prime}|k\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right)  \tag{4.19a}\\
=\sum_{k, q}\langle q| H^{\prime} \sum_{r}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right)  \tag{4.19b}\\
=\sum_{r}\left[\sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right)\right]  \tag{4.19c}\\
=\sum_{r} W_{\text {absorption }}(\omega,|r\rangle) \tag{4.19d}
\end{gather*}
$$

Thus, we have defined a local rate of absorption by using the method of projection, $\sum_{r}|r\rangle\langle r|=1$. For large systems, a method of Chebyshev polynomial moments can be then applied to calculate the local optical absorption.

$$
\begin{gather*}
W_{\text {absorption }}(\omega,|r\rangle)=\sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle \delta\left(E_{k}-E_{q}-\hbar \omega\right)\left(f_{q}-f_{k}\right)  \tag{4.20}\\
=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} J(x, y, r) \delta\left(E_{x}-E y-\hbar \omega\right) d x d y \tag{4.21}
\end{gather*}
$$

where similar to equation 4.16,

$$
\begin{equation*}
J(x, y, r)=\sum_{k, q}\langle q| H^{\prime}|k\rangle \delta\left(x-E_{q}\right) \delta\left(y-E_{k}\right) \tag{4.22}
\end{equation*}
$$

Using the usual Kernel Polynomial approximation, the function $J(x, y)$ can be approximated by:

$$
\begin{equation*}
\tilde{J}(x, y)=\sum_{m, n} \frac{\mu_{m n} T_{n}(x) T_{m}(y)}{\pi^{2} \sqrt{\left(1-x^{2}\right)\left(1-y^{2}\right)}} \tag{4.23}
\end{equation*}
$$

The moments of Chebyshev polynomial expansion are calculated in a similar fashion, such that

$$
\begin{gather*}
\mu_{m n}=\int_{-1}^{1} \int_{-1}^{1} J(x, y, r) T_{n}(x) T_{m}(y) d x d y  \tag{4.24a}\\
\mu_{m n}=\iint \sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle \delta\left(x-E_{q}\right) \delta\left(y-E_{k}\right) T_{n}(x) T_{m}(y) d x d y  \tag{4.24~b}\\
=\sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle \iint \delta\left(x-E_{q}\right) \delta\left(y-E_{k}\right) T_{n}(x) T_{m}(y) d x d y  \tag{4.24c}\\
\mu_{m n}=\sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r \mid k\rangle\langle k| H^{\prime}|q\rangle T_{n}\left(E_{q}\right) T_{m}\left(E_{k}\right) \tag{4.24~d}
\end{gather*}
$$

Similar to what we did in the 1-D case, $E_{q}|q\rangle=\tilde{H}|q\rangle$, and since $T_{n}\left(E_{q}\right)$ is a linear combination of increasing powers of $E_{q}, \tilde{H}$ commutes, so that

$$
\begin{gather*}
\mu_{m n}=\sum_{k, q}\langle q| H^{\prime}|r\rangle\langle r| T_{m}\left(E_{k}\right)|k\rangle\langle k| H^{\prime} T_{n}\left(E_{q}\right)|q\rangle  \tag{4.24e}\\
=\sum_{k, q}\langle r| T_{m}(\tilde{H})|k\rangle\langle k| H^{\prime} T_{n}(\tilde{H})|q\rangle\langle q| H^{\prime}|r\rangle \tag{4.24f}
\end{gather*}
$$

Also, using $\sum_{k}|k\rangle\langle k|=1$, and $\sum_{q}|q\rangle\langle q|=1$ we get:

$$
\begin{gather*}
\mu_{m n}=\langle r| T_{m}(\tilde{H})\left|H^{\prime} T_{n}(\tilde{H})\right| H^{\prime}|r\rangle  \tag{4.24~g}\\
=\langle r| H^{\prime} T_{m}(\tilde{H}) H^{\prime} T_{n}(\tilde{H})|r\rangle=\langle r| T_{m}(\tilde{H}) H^{\prime} T_{n}(\tilde{H}) H^{\prime}|r\rangle \tag{4.24h}
\end{gather*}
$$

Then, making the same approximations, i.e. if $x=E_{k}=y+\hbar \omega$ and $y=E_{q}$, and converting sum over $q$ to integration over $y$, we get:

$$
\begin{equation*}
W_{\text {holes }}(r, \omega) \simeq \int J(y+\hbar \omega, y) \cdot[f(y)-f(y+\hbar \omega)] d y \tag{4.25}
\end{equation*}
$$

We conclude this chapter by stating that while complete computations of the quantities mentioned above
are not yet finished, these methodological improvements facilitate the computation of atomically resolved optical absorption rates, and are applicable to systems larger than tens of thousands of atoms.

## APPENDIX A

## OPERATORS AND BRAKET NOTATION

In this chapter of the appendix, we elaborate on the use of braket notation, describe how observables can be written as operators, and how operators can be represented as matrices in given a basis. More details can be found in [13] [21] [22]

## 1. Braket notation:

The braket notation is frequently used in quantum mechanics and physics. In a physical sense, the state of a system can be written as a function of the various positions of its particles, or all the possible positions of a single particle $\psi(r)$. The same system could also be defined in terms of the momentum it possesses, given by $\psi(\hbar \mathbf{k})$ where $\hbar k$ is the momentum of a free electron.Another alternative way to describe the system would be in terms of energy, in which case the wavefunction would be written as $\psi(E)$. In all cases, we are describing the same state, therefore, the 'ket' $|\psi\rangle$ is used to mean a quantum mechanical state in a general sense. Similarly, the 'bra' in 'braket'-notation, is its complementary conjugate. The interpretation of $\psi(r)$ is $\langle r \mid \psi\rangle$, and the interpretation of $\psi(\hbar \mathbf{k})$ is $\langle\hbar \mathbf{k} \mid \psi\rangle$. Similarly, $\psi^{*}(r)=\langle\psi \mid r\rangle$ and $\psi^{*}(\hbar \mathbf{k})=\langle\psi \mid \hbar \mathbf{k}\rangle$

One of the basic tenets of quantum mechanics is that the wavefunction of the system, $\psi$, has an interpretation of probability. Therefore,

$$
\begin{gather*}
\langle\psi \mid \psi\rangle=\langle\psi| \int d^{3} r|r\rangle\langle r \mid \psi\rangle=\langle\psi| \int d^{3} k|k\rangle\langle k \mid \psi\rangle=1  \tag{A.1}\\
\langle\psi \mid \psi\rangle=\int d^{3} r|\psi(r)|^{2}=\int d^{3} k|\psi(k)|^{2}=1 \tag{A.2}
\end{gather*}
$$

Here, we have introduced the idea of projection. Although the bases in this case were continuous, such as $\int d^{3} r|r\rangle\langle r|=1$, other basis sets used in the thesis may be discrete, so that $\sum_{i}\left|\phi_{i}\right\rangle\left\langle\phi_{i}\right|=1$.

## 2. Operators:

An operator in quantum mechanics is similar to operators in differential equations, such as the laplacian $\left(\nabla^{\mathbf{2}}\right)$, or the derivative $\nabla$. In quantum mechanics, most observables can be written as operators that act on the wavefunction. For example, in classical mechanics, momentum is a measurable quantity, whereas in quantum mechanics, momentum has its own probabilistic distribution. For any state, if we
attempt to measure the momentum, there is an expected value and standard deviation. The expected value of the momentum is given by

$$
\begin{equation*}
\mathbf{p}=\frac{1}{2}(\langle\psi| i \hbar \nabla|\psi\rangle+\langle\psi|-i \hbar \nabla|\psi\rangle) \tag{A.3}
\end{equation*}
$$

Here, although the momentum operator is $i \hbar \nabla$, we have to include the conjugate operator as well, because observables must be real quantities. Similarly, the kinetic-energy operator is given by $-\frac{\hbar^{2}}{2 m} \nabla^{2}$, and the potential energy due to a classical charge is given by the Coulomb interaction term $\frac{1}{4 \pi r}$. The expected kinetic energy and Coulomb energy are computed by using the same notation as we did for momentum.
3. Matrix Algebra: Above, we mentioned the calculation of kinetic energy, which can be written using braket-notation as follows

$$
\begin{equation*}
\langle\psi|-\frac{\hbar^{2}}{2 m} \nabla^{2}|\psi\rangle \tag{A.4}
\end{equation*}
$$

We also know that the wavefunction $\psi(r)$ can then be written as a linear combination of atomic orbitals. Given an orthogonal basis say, $\left\{\phi_{k}\right\}$, where $\left\langle\phi_{i} \mid \phi_{j}\right\rangle$ is defined by

$$
\begin{equation*}
\int d^{3} \mathbf{r} \phi_{i}^{*}(\mathbf{r}) \phi_{j}(\mathbf{r})=\delta_{i, j} \tag{A.5}
\end{equation*}
$$

, we can expand the eigenstate of the Hamiltonian $\hat{H} \psi_{i}=E_{i} \psi_{i}$, as:

$$
\begin{equation*}
\psi_{i}(r)=\sum_{k} c_{k}^{i} \phi_{k}(r) \tag{A.6}
\end{equation*}
$$

where the basis $\phi_{k}(r)$ and its behavior are well known. Then the Hamiltonian $\hat{H}$, or any other operator $\hat{O}$ can be written in matrix form. For example, given atomic orbitals $\phi_{s}(r)$ and $\phi_{p x}(r)$, any physical quantity (denoted by an operator $\hat{O}$ ) has a matrix element $O_{i j}$ associated with it so that:

$$
\begin{equation*}
O_{s, p x}=\left\langle\phi_{s}\right| \hat{O}\left|\phi_{p x}\right\rangle=\int \phi_{s}^{*}(r) \hat{O} \phi_{p x}(r) d r \tag{A.7a}
\end{equation*}
$$

As the number of atoms and the corresponding number of orbitals increases, the size of the matrix increases as well, with each term calculated as shown in A.7a. Thus, in electronic structure theory, the problem of calculating electronic eigenstates boils down to solving a matrix-eigenvalue problem where the Hamiltonian matrix is given by :

$$
\begin{equation*}
H_{i j}=\int \phi_{i}^{*}(r) \hat{H} \phi_{j}(r) d r \tag{A.7b}
\end{equation*}
$$

And the eigenvalue equation to be solved is:

$$
\begin{equation*}
\hat{H}\left|\psi_{\mu}\right\rangle=E_{\mu}\left|\psi_{\mu}\right\rangle \tag{A.7c}
\end{equation*}
$$

Above, the equation is written in terms of the operator $\hat{H}$, and the state $|\psi\rangle$ both of which are abstract concepts. In the following, we express the equation in matrix form. For that, we expand $|\psi\rangle$ as the sum of a linear combination of orbital basis, $\left|\psi_{\mu}\right\rangle=\sum_{i} c_{i}^{\mu} \phi_{i}$, we get:

$$
\begin{equation*}
\hat{H} \sum_{i} c_{i}^{\mu}\left|\phi_{i}\right\rangle=E_{\mu} \sum_{i} c_{i}^{\mu}\left|\phi_{i}\right\rangle \tag{A.7d}
\end{equation*}
$$

Using $\left\langle\phi_{j}\right|$ on both sides, we get:

$$
\begin{equation*}
\left\langle\phi_{j}\right| \hat{H} \sum_{i} c_{i}^{\mu}\left|\phi_{i}\right\rangle=E_{\mu}\left\langle\phi_{j}\right| \sum_{i} c_{i}^{\mu}\left|\phi_{i}\right\rangle \tag{A.7e}
\end{equation*}
$$

The operator $\hat{H}$ can be written as operators $\frac{\hbar^{2}}{2 m} \nabla^{2}-\frac{Z e^{2}}{4 \pi r}+V_{x c}$ that act on $\psi(r)=\sum_{i} c_{i} \phi_{i}(r)$

$$
\begin{equation*}
\sum_{i} H_{j i} c_{i}^{\mu}=E_{\mu} \sum_{i} c_{i}^{\mu}\left\langle\phi_{j} \mid \phi_{i}\right\rangle \tag{A.7f}
\end{equation*}
$$

Using $\left\langle\phi_{j} \mid \phi_{i}\right\rangle=\delta_{i j}$, the equation becomes:

$$
\begin{equation*}
\sum_{i} H_{j i} c_{i}^{\mu}=E_{\mu} \sum_{i} c_{i}^{\mu} \delta_{i j} \tag{A.7g}
\end{equation*}
$$

This leads to the matrix eigenvalue equation of the form

$$
\begin{equation*}
\mathbf{H c}=E \mathbf{c} \tag{A.7h}
\end{equation*}
$$

## APPENDIX B

# DETERMINATION OF THE PERTURBATION HAMILTONIAN $\mathrm{H}^{\prime}$ 

In this chapter of the appendix, we first briefly outline the gauge transformations mentioned in chapter 3 of the thesis. These transformations connect different representations of the matter-field interaction. We then present preliminary details of computations for gallium $(\mathrm{Ga})$ and $\operatorname{arsenic}(\mathrm{As})$ atoms. They are useful for possible future use in large heterogeneous unit cells such as quantum dots in GaAs matrix.

## B. 1 Hamiltonian transformations

For a system that includes charged particles and radiation, the total energy (expressed as the Hamiltonian) is given by:

$$
\begin{equation*}
H=\sum_{\alpha} \frac{1}{2} m_{\alpha} \mathbf{v}_{\alpha}^{2}+\frac{\epsilon_{0}}{2} \int \mathbf{E}^{2}+c^{2} \mathbf{B}^{2} d r \tag{B.1}
\end{equation*}
$$

where $\mathbf{v}_{\alpha}$ is the particle velocity. In the presence of an applied external electric field (due to other charged particles or due to an applied electromagnetic field), we know that $\mathbf{v}_{\alpha} \neq \frac{\hbar}{i m_{\alpha}} \nabla$. Expressing the electric and magnetic fields in terms of the vector potential $\mathbf{A}$ :

$$
\begin{gather*}
\mathbf{B}(\mathbf{r}, t)=\nabla \times \mathbf{A}(\mathbf{r}, t)  \tag{B.2a}\\
\mathbf{E}(\mathbf{r}, t)=-\frac{\partial \mathbf{A}(\mathbf{r}, t)}{\partial t}-\nabla \phi(\mathbf{r}, t) \tag{B.2b}
\end{gather*}
$$

from vector calculus, we realize that :

$$
\begin{gather*}
\nabla \cdot \mathbf{B}(\mathbf{r}, t)=\nabla \cdot \nabla \times \mathbf{A}(\mathbf{r}, t)=0  \tag{B.3a}\\
\nabla \times \nabla \phi=0 \tag{B.3b}
\end{gather*}
$$

The above expressions are true for all gauges, thus from equation B.3a, we conclude that the magnetic field $\mathbf{B}$ is always transverse, and from equation B .3 b that $\nabla \phi$ is always longitudinal. In Coulomb gauge, this is associated with the electric field due to a charged particle.

Given these observations, a conveneint choice of gauge is the Coulomb gauge $\nabla \cdot \mathbf{A}=0$ so that $\mathbf{A}$ is purely
transverse. Then, the electric field is the sum of a transverse field, and a longitudinal field:

$$
\begin{align*}
& \mathbf{E}=\mathbf{E}^{\perp}+\mathbf{E}^{\|}  \tag{B.4a}\\
& \mathbf{E}^{\perp}=-\frac{\partial \mathbf{A}}{\partial t}  \tag{B.4b}\\
& \mathbf{E}^{\|}=-\nabla \phi \tag{B.4c}
\end{align*}
$$

This separation of the electric field into transverse and longitudinal fields is important because:

1. The longitudinal part of the electric field $\mathbf{E}^{\|}$, represents the Coulomb forces due to all charged particles in the system. Also, this does not have a direct time dependence, and is decoupled from any electromagnetic radiation that may be applied to the system, which is transverse.
2. The transverse part of the electric field depends on $\frac{\partial \mathbf{A}}{\partial t}$, so that for steady state approximations, the transverse electric field is $\mathbf{0}$, and becomes non-zero only when an oscillating field, such as electromagnetic radiation is produced or applied.

More detailed development is presented in [9]. Now that we have justified the use of the Coulomb gauge, the particle velocity in B. 1 is related to the momentum $\frac{\hbar}{i} \nabla=\mathbf{p}$ such that:

$$
\begin{equation*}
\mathbf{v}_{\alpha}=\frac{1}{m_{\alpha}} \mathbf{p}_{\alpha}-q_{\alpha} \mathbf{A}\left(\mathbf{r}_{\alpha}, t\right) \tag{B.5}
\end{equation*}
$$

In the equation above, the $\alpha$ indexes particle number, q is the charge of the particle and $\mathbf{A}$ is the vector field, which here is transverse. In a one-electron approximation, we get:

$$
\begin{equation*}
\mathbf{v}=\frac{1}{m} \mathbf{p}-q \mathbf{A}(\mathbf{r}, t) \tag{B.6}
\end{equation*}
$$

Also, decomposing the electric field into its transverse and longitudinal parts, we obtain $\mathbf{E}^{2}$ of the Hamiltonian in B.1, as :

$$
\begin{equation*}
\mathbf{E}^{2}=\left(\mathbf{E}^{\perp}\right)^{2}+\left(\mathbf{E}^{\|}\right)^{2} \tag{B.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\epsilon_{0}}{2} \int\left(\mathbf{E}^{\|}\right)^{2}=V_{C o u l o m b} \tag{B.8}
\end{equation*}
$$

so that equation B. 1 becomes:

$$
\begin{align*}
& \mathbf{H}_{\text {total }}=\frac{1}{2 m}(\mathbf{p}-q \mathbf{A})^{2}+V_{\text {coulomb }}+\frac{\epsilon_{0}}{2} \int \mathbf{E}^{\perp^{2}}+c^{2} \mathbf{B}^{2} d r  \tag{B.9a}\\
& \mathbf{H}_{\text {total }}=\frac{1}{2 m}(\mathbf{p}+e \mathbf{A})^{2}+V_{\text {coulomb }}+\frac{\epsilon_{0}}{2} \int \mathbf{E}^{\perp^{2}}+c^{2} \mathbf{B}^{2} d r \tag{B.9b}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{H}_{\text {total }}=\frac{1}{2 m} \mathbf{p}^{2}+\frac{e}{2 m} \mathbf{p} \cdot \mathbf{A}+\frac{e^{2}}{2 m} \mathbf{A}^{2}+V_{\text {coulomb }}+\frac{\epsilon_{0}}{2} \int \mathbf{E}^{\perp^{2}}+c^{2} \mathbf{B}^{2} d r \tag{B.9c}
\end{equation*}
$$

In the absence of applied electromagnetic radiation, $\mathbf{A}=0, \mathbf{E}^{\perp}=0$, and $\mathbf{B}=0$ since they are all transverse fields, and ignoring spin degrees of freedom, the particle Hamiltonian is:

$$
\begin{equation*}
H_{\text {particle }}=\frac{1}{2 m} \mathbf{p}^{2}+V_{\text {Coulomb }}=H_{\text {kinetic }}+H_{C o u l o m b} \tag{B.10a}
\end{equation*}
$$

Similarly, in absence of particles, only the electromagnetic radiation remains:

$$
\begin{equation*}
H_{r a d}=\frac{\epsilon_{0}}{2} \int \mathbf{E}^{\perp^{2}}+c^{2} \mathbf{B}^{2} d r \tag{B.10b}
\end{equation*}
$$

The remaining terms, which are non-zero only when both particles and field exist, are interaction terms:

$$
\begin{align*}
H_{i n t, 1} & =\frac{e}{m} \mathbf{p} \cdot \mathbf{A}  \tag{B.10c}\\
H_{i n t, 2} & =\frac{e^{2}}{2 m} \mathbf{A}^{2} \tag{B.10d}
\end{align*}
$$

Therefore, the total Hamiltonian can be written as:

$$
\begin{equation*}
\mathbf{H}_{\text {total }}=H_{\text {kinetic }}+H_{\text {Coulomb }}+H_{\text {rad }}+H_{i n t, 1}+H_{i n t, 2} \tag{B.10e}
\end{equation*}
$$

This total Hamiltonian can now undergo canonical transformations, so that we can observe and compute quantities more easily. The concept of canonical transformation is based on Lagrangian mechanics, according to which, different expressions of the Lagrangian, and their corresponding Hamiltonians are equivalent if the equations of motion remain unchanged. More details can be found in [31].

First, we describe the general procedure for a canonical transformation. Given an old Hamiltonian $H_{o l d}$, it can be transformed as follows:

$$
\begin{equation*}
H_{\text {new }}=e^{-i S} H_{\text {old }} e^{i S} \tag{B.11}
\end{equation*}
$$

Expanding $e^{i S}=\sum_{n=0}^{\infty} \frac{(i S)^{n}}{n!}=1+i S+\frac{(i S)^{2}}{2!}+\frac{(i S)^{3}}{3!}$ and

$$
\begin{equation*}
e^{-i S}=\sum_{n=0}^{\infty} \frac{(-i S)^{n}}{n!}=1-i S+\frac{(-i S)^{2}}{2!}+\frac{(-i S)^{3}}{3!}+\ldots \tag{B.12}
\end{equation*}
$$

and then using commutation relations of the form:

$$
\begin{equation*}
\left[S, H_{o l d}\right]=S H_{o l d}-H_{o l d} S \tag{B.13}
\end{equation*}
$$

The equation for B. 11 can be rewritten as:

$$
\begin{gather*}
H_{\text {new }}=H_{\text {old }}-i\left[S, H_{\text {old }}\right]-\frac{1}{2!}\left[S,\left[S, H_{\text {old }}\right]\right]+\ldots  \tag{B.14}\\
S=\frac{1}{\hbar c} \int \mathbf{P} \cdot \mathbf{A} d^{3} r \tag{B.15}
\end{gather*}
$$

Where $\mathbf{P}$ is the polarizability vector field. Thus:

$$
\begin{equation*}
H_{\text {new }}=e^{-i S} H e^{i S}=H_{o l d}-i\left[S, H_{o l d}\right]-\frac{1}{2!}\left[S,\left[S, H_{o l d}\right]\right]+\ldots \tag{B.16}
\end{equation*}
$$

The choice of $S=\frac{1}{\hbar c} \int \mathbf{P} \cdot \mathbf{A} d^{3} r$, makes this transformation the Power-Zineau transformation [4], [48].

## B.1.1 Power-Zienau-Woolley transformation

In this transformation, terms beyond second order in B. 16 cancel out to zero. We also note that [9] uses SI units, whereas [48] uses Gaussian units, but the result is the same. Carrying out this transformation ( [4] and [48] contain full derivations), we get:

$$
\begin{gather*}
H_{\text {particle,new }}=H_{\text {particle,old }}-\frac{\epsilon_{0}}{2} \int \mu_{0} \mathbf{m} \cdot \mathbf{b} d^{3} r+H_{\text {diamagn }}-\frac{e}{m} \mathbf{p} \cdot \mathbf{A}+\frac{e^{2}}{2 m} \mathbf{A}^{2}  \tag{B.17a}\\
H_{\text {int,new }}^{(1)}=H_{\text {int,old }}^{(1)}-\frac{e^{2}}{m} \mathbf{A}^{2}=\frac{e}{m} \mathbf{p} \cdot \mathbf{A}-\frac{e^{2}}{m} \mathbf{A}^{2}  \tag{B.17b}\\
H_{\text {int,new }}^{(2)}=H_{\text {int,old }}^{(2)}=\frac{e^{2}}{2 m} \mathbf{A}^{2}  \tag{B.17c}\\
H_{\text {rad,new }}=H_{\text {rad,old }}-\frac{\epsilon_{0}}{2} \int \frac{\mathbf{p}}{\epsilon_{0}} \cdot \mathbf{e}^{\perp} d^{3} r+\frac{\epsilon_{0}}{2} \int\left|\frac{\mathbf{p}^{\perp}}{\epsilon_{0}}\right|^{2} d^{3} r \tag{B.17d}
\end{gather*}
$$

Adding all of B.17a - B.17d, the $\mathbf{A}^{2}$ terms cancel out, and if we ignore the diamagnetic terms for now, we obtain:

$$
\begin{equation*}
H_{\text {total }}=H_{\text {particle }, \text { old }}+H_{\text {rad,old }}-\frac{\epsilon_{0} \mu_{0}}{2} \int \mathbf{m} \cdot \mathbf{b} d^{3} r-\frac{\epsilon_{0}}{2} \int \frac{\mathbf{p}}{\epsilon_{0}} \cdot\left(\mathbf{e}^{\perp}+\frac{\mathbf{p}^{\perp}}{\epsilon_{0}}\right) d^{3} r \tag{B.18}
\end{equation*}
$$

Therefore, our total Hamiltonian is now the sum of the older particle and field Hamiltonians, in addition to the new interaction tems, written in terms of the polarizability field ( $\mathbf{p}(\mathbf{r})$ ) and the magnetization field $(\mathbf{m}(\mathbf{r}))$, which depend on the charge distribution, and the electric and magnetic fields, which depend on the field and are gauge-invariant.

## B. 2 Polarizability field

In this section, we describe and compute the polarizability field mentioned in the previous section. For an assembly of charges assembled around a center $\mathbf{R}_{\mathbf{0}}$, the polarizability field $\mathbf{P}(\mathbf{r})$ is defined as:

$$
\begin{equation*}
\mathbf{p}(\mathbf{r})=\sum_{\alpha} e \int_{0}^{1} q_{\alpha} \delta\left(\mathbf{r}-\lambda \mathbf{q}_{\alpha}\right) \mathrm{d} \lambda \tag{B.19a}
\end{equation*}
$$

Where $\mathbf{q}_{\alpha}$ is the position of the $\alpha$-th particle. For a single particle case, $\mathbf{p}(\mathbf{r})$ can be written as :

$$
\begin{equation*}
\mathbf{p}(\mathbf{r})=e q \int_{0}^{1} \delta(\mathbf{r}-\lambda \mathbf{q}) \mathrm{d} \lambda \tag{B.19b}
\end{equation*}
$$

Upto second order, the above equation can also be expanded in a series as follows

$$
\begin{equation*}
\mathbf{p}(\mathbf{r})=-e(\mathbf{q}-\mathbf{r}) \delta\left(\mathbf{r}-\mathbf{R}_{\mathbf{0}}\right)+\frac{1}{2} e(\mathbf{q}-\mathbf{r})(\mathbf{q}-\mathbf{r}) \nabla \delta\left(\mathbf{r}-\mathbf{R}_{\mathbf{0}}\right) \tag{B.19c}
\end{equation*}
$$

Here, $\mathbf{q}$ can also be interpreted as the position operator, in which case the expected value of $\mathbf{p}(\mathbf{r})$ is found. The first term is the series expansion is the dipole moment, and the second is the quadrupole moment. For atomic states $\left|\psi_{n l m}\right\rangle$ the polarizability field can be calculated as:

$$
\begin{equation*}
\mathbf{p}\left(\mathbf{R}_{\mathbf{0}}\right)=\left\langle\psi_{n l m}\right|-e\left(\mathbf{q}-\mathbf{R}_{\mathbf{0}}\right)+\frac{1}{2} e\left(\mathbf{q}-\mathbf{R}_{\mathbf{0}}\right)\left(\mathbf{q}-\mathbf{R}_{\mathbf{0}}\right) \nabla_{r}\left|\psi_{n l m}\right\rangle \tag{B.19d}
\end{equation*}
$$

The first term, the dipole moment $\mu\left(\mathbf{R}_{\mathbf{0}}\right)$ is:

$$
\begin{gather*}
\mu\left(\mathbf{R}_{\mathbf{0}}\right)=\left\langle\psi_{n l m}\right|-e\left(\mathbf{q}-\mathbf{R}_{\mathbf{0}}\right)\left|\psi_{n l m}\right\rangle  \tag{B.20a}\\
\quad=-e \int \psi_{n l m}^{\star}\left(\mathbf{q}-\mathbf{R}_{\mathbf{0}}\right) \psi_{n l m} d^{3} \mathbf{r} \tag{B.20b}
\end{gather*}
$$

And the second term, the quadrupole moment is computed as:

$$
\begin{equation*}
Q\left(\mathbf{R}_{\mathbf{0}}\right)=\frac{1}{2} e\left\langle\psi_{n l m}\right|\left(\mathbf{q}-\mathbf{R}_{\mathbf{0}}\right)\left(\mathbf{q}-\mathbf{R}_{\mathbf{0}}\right) \nabla_{r}\left|\psi_{n l m}\right\rangle \tag{B.21a}
\end{equation*}
$$

For now, we can set $\mathbf{R}_{\mathbf{0}}=\mathbf{0}$ then :

$$
\begin{equation*}
Q\left(\mathbf{R}_{\mathbf{0}}\right)=\frac{1}{2} e\left\langle\psi_{n l m}\right| \mathbf{q} \mathbf{q} \nabla_{r}\left|\psi_{n l m}\right\rangle \tag{B.21b}
\end{equation*}
$$

where $\mathbf{q q}$ is a tensor operator equal to:

$$
\mathbf{q q}=\left[\begin{array}{ccc}
x x & x y & x z  \tag{B.21c}\\
y x & y y & y z \\
z x & z y & z z
\end{array}\right]
$$

and

$$
\nabla_{r}=\left[\begin{array}{c}
\frac{d}{d x}  \tag{B.21d}\\
\frac{d}{d y} \\
\frac{d}{d z}
\end{array}\right]
$$

Therefore, the quadrupole moment is given by:

$$
\begin{align*}
& Q\left(\mathbf{R}_{\mathbf{0}}\right)=\frac{1}{2} e\left\langle\psi_{n l m}\right|\left[\begin{array}{l}
x x \frac{d}{d x}+x y \frac{d}{d y}+x z \frac{d}{d z} \\
y x \frac{d}{d x}+y y \frac{d}{d y}+y z \frac{d}{d z} \\
z x \frac{d}{d x}+z y \frac{d}{d y}+z z \frac{d}{d z}
\end{array}\right]\left|\psi_{n l m}\right\rangle  \tag{B.21e}\\
& =\frac{1}{2} e\left[\begin{array}{l}
\int \psi^{\star}\left(x x \frac{d}{d x}+x y \frac{d}{d y}+x z \frac{d}{d z}\right) \psi d^{3} \mathbf{r} \\
\int \psi^{\star}\left(y x \frac{d}{d x}+y y \frac{d}{d y}+y z \frac{d}{d z}\right) \psi d^{3} \mathbf{r} \\
\int \psi^{\star}\left(z x \frac{d}{d x}+z y \frac{d}{d y}+z z \frac{d}{d z}\right) \psi d^{3} \mathbf{r}
\end{array}\right] \tag{B.21f}
\end{align*}
$$

The polarizability vector can thus be approximated to second order by the sum:

$$
\begin{equation*}
\mathbf{p}\left(\mathbf{R}_{\mathbf{0}}\right)=\mu\left(\mathbf{R}_{\mathbf{0}}\right)+Q\left(\mathbf{R}_{\mathbf{0}}\right) \tag{B.22a}
\end{equation*}
$$

. The polarizability vector can also be written in terms of its vector components

$$
\left.\begin{array}{rl}
\mathbf{p}\left(\mathbf{R}_{\mathbf{0}}\right)= & {\left[\begin{array}{c}
p_{x} \\
p_{y} \\
p_{z}
\end{array}\right]}
\end{array}\right]=-e\left[\begin{array}{c}
\int \psi^{*} x \psi \\
\int \psi^{*} y \psi  \tag{B.22c}\\
\int \psi^{*} z \psi
\end{array}\right]+\frac{1}{2} e\left[\begin{array}{l}
\int \psi^{\star}\left(x x \frac{d}{d x}+x y \frac{d}{d y}+x z \frac{d}{d z}\right) \psi d^{3} \mathbf{r} \\
\int \psi^{\star}\left(y x \frac{d}{d x}+y y \frac{d}{d y}+y z \frac{d}{d z}\right) \psi d^{3} \mathbf{r} \\
\int \psi^{\star}\left(z x \frac{d}{d x}+z y \frac{d}{d y}+z z \frac{d}{d z}\right) \psi d^{3} \mathbf{r}
\end{array}\right] .
$$

If $\mathbf{E}=\left[\begin{array}{l}e_{x} \\ e_{y} \\ e_{z}\end{array}\right]$ represents the applied transverse electric field, the interaction Hamiltonian is given by:

$$
\begin{equation*}
H_{\text {pol }, \text { interaction }}=\int d^{3} \mathbf{r E} \cdot \mathbf{p}(\mathbf{r}) \tag{B.23}
\end{equation*}
$$

which can be written as :

$$
\begin{equation*}
H_{\text {pol,interaction }}=e x \cdot p x+e y \cdot p y+e z \cdot p z \tag{B.24}
\end{equation*}
$$

We now focus on the computation of the quantities $p x, p y$ etc. As shown in the first chapter of the appendix, if $\psi$ in equation B.22c were to be written as a linear combination of atomic orbitals, every quantity $p_{x}, p_{y}$, or $p_{z}$ has a matrix associated it. We now present the simplest case, where the state $\psi$ is a linear combination of two orbitals $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ so that every observable can be represented by a 2 -by- 2 matrix. For example, the $\mathbf{p}_{x}$ operator, polarizability field along x , is given by:

$$
\mathbf{p}_{\mathbf{x}}=-e\left[\begin{array}{ll}
\left\langle\phi_{1}\right| x\left|\phi_{1}\right\rangle-\frac{1}{2}\left\langle\phi_{1}\right| x x \frac{d}{d x}+x y \frac{d}{d y}+x z \frac{d}{d z}\left|\phi_{1}\right\rangle & \left\langle\phi_{1}\right| x\left|\phi_{2}\right\rangle-\frac{1}{2}\left\langle\phi_{1}\right| x x \frac{d}{d x}+x y \frac{d}{d y}+x z \frac{d}{d z}\left|\phi_{2}\right\rangle  \tag{B.25}\\
\left\langle\phi_{2}\right| x\left|\phi_{1}\right\rangle-\frac{1}{2}\left\langle\phi_{2}\right| x x \frac{d}{d x}+x y \frac{d}{d y}+x z \frac{d}{d z}\left|\phi_{1}\right\rangle & \left\langle\phi_{1}\right| x\left|\phi_{2}\right\rangle-\frac{1}{2}\left\langle\phi_{1}\right| x x \frac{d}{d x}+x y \frac{d}{d y}+x z \frac{d}{d z}\left|\phi_{2}\right\rangle
\end{array}\right]
$$

and so on for $p_{y}$ and $p_{z}$ matrix elements. let the matrix elements be written as $\mathbf{p}_{x}^{1 \rightarrow 2}=\left\langle\phi_{1}\right| \hat{p_{x}}\left|\phi_{2}\right\rangle$, so that:

$$
\mathbf{p}_{\mathbf{x}}=\left[\begin{array}{ll}
\mathbf{p}_{x}^{1 \rightarrow 1} & \mathbf{p}_{x}^{1 \rightarrow 2}  \tag{B.26}\\
\mathbf{p}_{x}^{2 \rightarrow 1} & \mathbf{p}_{x}^{2 \rightarrow 2}
\end{array}\right]
$$

Now, if we have two atoms $A$ and $B$ with atomic orbitals $\phi_{s}^{A}, \phi_{p}^{A}, \phi_{s}^{B}$, and $\phi_{p}^{B}$. The tight-binding Hamiltonian will look like:

$$
H_{0}=\left(\begin{array}{cccc}
E_{s}^{A} & 0 & E_{s s} & E_{s p}  \tag{B.27}\\
0 & E_{p}^{A} & E_{p s} & E_{p p} \\
E_{s s} & E_{s p} & E_{s}^{B} & 0 \\
E_{p s} & E_{p p} & 0 & E_{p}^{B}
\end{array}\right)
$$

and the polarizability matrix along x-axis $\left(\mathbf{P}_{\mathbf{x}}\right)$ will be of the 4 -by-4 matrix form:

$$
P_{x}=\left(\begin{array}{llll}
0 & a & b & b  \tag{B.28}\\
a & 0 & b & b \\
b & b & 0 & a \\
b & b & a & 0
\end{array}\right)
$$

## B. 3 Calculation of electric and magnetic dipoles $\left\langle\psi_{i}\right| \mathbf{r} \cdot \mathbf{E}\left|\psi_{j}\right\rangle$ and $\left\langle\psi_{i}\right| \mathbf{m} \cdot \mathbf{B}\left|\psi_{j}\right\rangle$

In this section, we now present numerical calculations for specific atomic orbitals of gallium and arsenic atoms. For now, our computation is limited to the dipole approximation, although higher orders of the polarizability field can be computed using methods discussed in the section above.

## B.3.1 The electric dipole contribution $\left\langle\psi_{i}\right| \mathbf{r} \cdot \mathbf{E}\left|\psi_{j}\right\rangle$

We recall that in the dipole approximation, the vector operator $\mathbf{r}$ can be described using three different scalar operators $\hat{x}, \hat{y}$ and $\hat{z}$ in Cartesian coordinates:

$$
\left\langle\psi_{i}\right| \mathbf{r}\left|\psi_{j}\right\rangle=\left[\begin{array}{c}
\left\langle\psi_{i}\right| \hat{x}\left|\psi_{j}\right\rangle  \tag{B.29}\\
\left\langle\psi_{i}\right| \hat{y}\left|\psi_{j}\right\rangle \\
\left\langle\psi_{i}\right| \hat{z}\left|\psi_{j}\right\rangle
\end{array}\right]
$$

For a system with N atoms, each possible eigenstate $\psi_{T B}$ is represented by a linear combination of atomic orbitals, with coefficients given by $\mathbf{C}$.

$$
\begin{gather*}
\psi_{T B}=\sum_{i} C_{i} \phi_{i}  \tag{B.30}\\
=\left[C_{1} \phi_{s}+C_{2} \phi_{p x}+C_{3} \phi_{p y}+C_{4} \phi_{p z}\right]_{a t o m 1}+\left[C_{5} \phi_{s}+C_{6} \phi_{p x}+C_{7} \phi_{p y}+C_{8} \phi_{p z}\right]_{a t o m 2}+\ldots  \tag{B.31}\\
=\left[\begin{array}{c}
C 1 \\
C 2 \\
C 3 \\
C 4 \\
C 5 \\
\cdot \\
\cdot \\
\cdot \\
\cdot
\end{array}\right] \cdot\left(\begin{array}{c}
\phi_{1} \\
\phi_{2} \\
\phi_{3} \\
\phi_{4} \\
\phi_{5} \\
\cdot \\
\cdot \\
\cdot
\end{array}\right) \tag{B.32}
\end{gather*}
$$

The coefficients $C_{i}$ are given by the eigenvectors of the Hamiltonian, which itself is obtained by using Slater Koster parameters in tight-binding theory. Then given two eigenstates $\left|\psi_{f}\right\rangle$ and $\left|\psi_{i}\right\rangle$, the calculation of $\left\langle\psi_{f}\right| \hat{x}\left|\psi_{i}\right\rangle$, which is required to compute transition rates or optical absorption or other related quantites, can be done by first decoupling the expression as follows:

$$
\begin{equation*}
\left\langle\psi_{f}\right| \hat{x}\left|\psi_{i}\right\rangle=\left\langle\sum_{j} C_{j}^{*} \phi_{j}\right| \hat{x}\left|\sum_{i} C_{i} \phi_{i}\right\rangle=\sum_{i, j} C_{j}^{*} C_{i}\left\langle\phi_{j}\right| \hat{x}\left|\phi_{i}\right\rangle \tag{B.33}
\end{equation*}
$$

The above equation can also be simplified into:

$$
\begin{aligned}
& \left\langle\psi_{f}\right| \hat{x}\left|\psi_{i}\right\rangle=
\end{aligned}
$$

The vectors composed of $\left[\begin{array}{lll}C_{1} & C_{2} & \ldots\end{array}\right]_{f}$ and $\left[\begin{array}{c}C_{1} \\ C_{2} \\ \ldots\end{array}\right]_{i}$ corresponding to $|\psi\rangle_{f}$ and $|\psi\rangle_{i}$ respectively, are obtained by diagonalizing the tight-binding Hamiltonian, or other alternative methods. Computing the matrix above, whose elements are of the type $\left\langle\phi_{1}\right| x\left|\phi_{2}\right\rangle$ will be the concern of the following sections.

## B. 4 Slater orbitals and basis used in tight-binding

We know that $\phi_{i}$ used in tight-binding can be written as a product of the radial and angular components, as follows :

$$
\begin{equation*}
\mathbf{\Phi}(r, \theta, \phi)=R(r) \cdot T(\theta, \phi) \tag{B.35}
\end{equation*}
$$

Notation change : Whenever there are two $\phi$ 's here, the bold-upper case $\boldsymbol{\Phi}$ represents the atomic orbital whereas the smaller case $\phi$ is just the angle. Usually, only one is used, and the interpretation is obvious by context.

The radial part can be thought of as a modified form of the eigenfunctions of radial part of the Schrodinger equation of an atom, and take the following form:

$$
\begin{equation*}
R_{n l}(r)=\frac{r^{n-1}}{\sqrt{(2 n)!}}\left[C_{1}\left(2 \eta_{1}\right)^{n+\frac{1}{2}} e^{-\eta_{1} r}+C_{2}\left(2 \eta_{2}\right)^{n+\frac{1}{2}} e^{-\eta_{2} r}\right] \tag{B.36}
\end{equation*}
$$

where the coefficients $C_{1}, \eta_{1}, C_{2}, \eta_{2}$ for GaAs are as follows:

Gallium:

| Orbital | $C_{1}$ | $\eta_{1}$ | $C_{2}$ | $\eta_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
| s | 2.041 | 0.662 | 0 | 0 |
| p | 1.616 | 0.705 | 5.835 | 0.596 |
| d | 1.028 | 0.636 | 0 | 0 |

Arsenic: | Orbital | $C_{1}$ | $\eta_{1}$ | $C_{2}$ | $\eta_{2}$ |
| :---: | :---: | :---: | :---: | :---: |
|  | s | 2.344 | 0.634 | 0 |
| 0 |  |  |  |  |
| p | 2.102 | 0.753 | 7.588 | 0.539 |
| d | 0.918 | 0.660 | 3.926 | 0.681 |

Similarly, the angular parts of the orbitals are spherical harmonics that are defined by:

$$
\begin{equation*}
Y_{l}^{m}(\theta, \phi)=(-1)^{m} \sqrt{\frac{(2 l+1)}{4 \pi} \frac{(l-|m|)!}{(l+|m|)!}} e^{i m \phi} P_{l}^{m} \cos \theta \tag{B.37}
\end{equation*}
$$

Where $P_{l}^{m}$ are the Legendre polynomials. The spherical harmonics relevant to our orbitals ( $\mathrm{s}, \mathrm{p}, \mathrm{d}$ ) or $(l=0,1,2)$ and for every value of $l, m_{l}$ values, the $z$-component of angular momentum can range from -l, $-\mathrm{l}+1, \ldots, \mathrm{l}-1, \mathrm{l} . \mathrm{l}=0$ or s-orbitals:

$$
\begin{equation*}
Y_{0}^{0}=\sqrt{\frac{1}{4 \pi}} \tag{B.38a}
\end{equation*}
$$

$\mathrm{l}=1$, spherical harmonics that make up p-orbitals:

$$
\begin{gather*}
Y_{1}^{ \pm 1}=\mp \sqrt{\frac{3}{8 \pi}} \sin \theta e^{ \pm i \phi}  \tag{B.38b}\\
Y_{1}^{0}=\sqrt{\frac{3}{4 \pi}} \cos \theta \tag{B.38c}
\end{gather*}
$$

$\mathrm{l}=2$, spherical harmonics that make up d-orbitals:

$$
\begin{align*}
Y_{2}^{0} & =\sqrt{\frac{5}{16 \pi}}\left(3 \cos ^{2} \theta-1\right)  \tag{B.38d}\\
Y_{2}^{ \pm 1} & =\mp \sqrt{\frac{15}{8 \pi}} \sin \theta \cos \theta e^{ \pm i \phi}  \tag{B.38e}\\
Y_{2}^{ \pm 2} & =\sqrt{\frac{15}{32 \pi}} \sin ^{2} \theta e^{ \pm 2 i \phi} \tag{B.38f}
\end{align*}
$$

The Slater orbitals are given in terms of s , $\mathrm{px}, \mathrm{py}, \mathrm{pz}, \mathrm{dxy}, \mathrm{dyz}, \mathrm{dzx} \ldots$ orbitals. These can be expressed as the linear combinations of the angular spherical harmonics:

$$
\begin{gather*}
|s\rangle=R_{40}(r) Y_{0}^{0}  \tag{B.39a}\\
|p x\rangle=R_{41}(r) \frac{Y_{1}^{1}+Y_{1}^{-1}}{\sqrt{2}}  \tag{B.39b}\\
|p y\rangle=R_{41}(r) \frac{Y_{1}^{1}-Y_{1}^{-1}}{i \sqrt{2}}  \tag{B.39c}\\
|p z\rangle=R_{41}(r) Y_{1}^{0} \tag{B.39d}
\end{gather*}
$$

$$
\begin{gather*}
\left|d_{x y}\right\rangle=R_{32}(r) \frac{Y_{2}^{2}-Y_{2}^{-2}}{i \sqrt{2}}  \tag{B.39e}\\
\left|d_{y z}\right\rangle=R_{32}(r) \frac{Y_{2}^{1}+Y_{2}^{-1}}{i \sqrt{2}}  \tag{B.39f}\\
\left|d_{z x}\right\rangle=R_{32}(r) \frac{Y_{2}^{1}+Y_{2}^{-1}}{\sqrt{2}}  \tag{B.39g}\\
\left|d_{x^{2}-y^{2}}\right\rangle=R_{32}(r) \frac{Y_{2}^{2}+Y_{2}^{-2}}{\sqrt{2}}  \tag{B.39h}\\
\left|d_{z^{2}}\right\rangle=R_{32}(r) Y_{2}^{0} \tag{B.39i}
\end{gather*}
$$

Above, $R_{n l}$ represents the radial part of the wavefunction, where $n$ is given by its position (row) in the periodic table. $l$, which represents the total angular momentum of that orbital, and $Y_{l}^{m}$ which is the angular part of the wavefunction have been described previously.

## B.4.1 Integrations for individual components of electric dipole moment $\tilde{\mathbf{X}}_{\mathbf{i j}}=\left\langle\phi_{i}\right| x\left|\phi_{j}\right\rangle$.

As an example, let us try calculating the component $\mathbf{X}_{s-p x}^{G a}$, defined as the x-component of dipole moment between s and px orbitals of gallium atom:

$$
\begin{gather*}
\left\langle\phi_{s}\right| x\left|\phi_{p x}\right\rangle^{G a}=\int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{\infty}\left(R_{s}^{G a}(r) Y_{s}^{G a}(\theta, \phi)\right) x\left(R_{p x}^{G a}(r) Y_{p x}^{G a}(\theta, \phi)\right) r^{2} \sin \theta d r d \theta d \phi  \tag{B.40a}\\
=\int_{0}^{2 \pi} \int_{0}^{\pi} \int_{0}^{\infty}\left(R_{s}^{G a}(r) Y_{0}^{0}\right)(r \sin \theta \cos \phi) R_{p x}^{G a}(r)\left(\frac{Y_{1}^{1}+Y_{1-1}}{\sqrt{2}}\right) r^{2} \sin \theta d r d \theta d \phi  \tag{B.40b}\\
=\int_{0}^{2 \pi} \int_{0}^{\pi} Y_{0}^{0} \sin \theta \cos \phi\left(\frac{Y_{1}^{1}+Y_{1-1}}{\sqrt{2}}\right) \sin \theta d \theta d \phi \int_{0}^{\infty} r^{3} R_{s}^{G a}(r) R_{p x}^{G a}(r) d r \tag{B.40c}
\end{gather*}
$$

The radial components are expressed in terms of Slater components as shown in B. 36 so we get:

$$
\begin{align*}
\left\langle\phi_{s}\right| x\left|\phi_{p x}\right\rangle^{G a}= & \int_{0}^{\infty} \frac{r^{n-1} r^{3} r^{n-1}}{\sqrt{(2 n)!(2 n)!}}\left(C_{1}^{\prime}\left(2 \eta_{1}^{\prime}\right)^{n+\frac{1}{2}} e^{-\eta_{1}^{\prime} r}+C_{2}\left(2 \eta_{2}^{\prime}\right)^{n+\frac{1}{2}} e^{-\eta_{2}^{\prime} r}\right) \\
& \left(C_{1}\left(2 \eta_{1}\right)^{n+\frac{1}{2}} e^{-\eta_{1} r}+C_{2}\left(2 \eta_{2}\right)^{n+\frac{1}{2}} e^{-\eta_{2} r}\right) d r \tag{B.40d}
\end{align*}
$$

## B.4.2 Results of integration

The matrix representation for dipole moments within gallium atom are given by:

$$
|X|=
$$

```
\(\left[\begin{array}{llllllll}|\langle s| x| s\rangle\left.\right|_{G a} & |\langle s| x| p x\rangle\left.\right|_{G a} & |\langle s| x| p y\rangle\left.\right|_{G a} & |\langle s| x| p z\rangle\left.\right|_{G a} & 0 & \left.|\langle s| x| d_{x y}\right\rangle\left.\right|_{G a} & \left.|\langle s| x| d_{y z}\right\rangle\left.\right|_{G a} & . \\ \mid \\ |\langle p x| x| s\rangle\left.\right|_{G a} & |\langle p x| x| p x\rangle\left.\right|_{G a} & |\langle p x| x| p y\rangle\left.\right|_{G a} & |\langle p x| x| p z\rangle\left.\right|_{G a} & 0 & \left.|\langle p x| x| d_{x y}\right\rangle\left.\right|_{G a} & \left.|\langle p x| x| d_{y z}\right\rangle\left.\right|_{G a} & . \\ |\langle p y| x| s\rangle\left.\right|_{G a} & |\langle p y| x| p x\rangle\left.\right|_{G a} & |\langle p y| x| p y\rangle\left.\right|_{G a} & |\langle p y| x| p z\rangle\left.\right|_{G a} & 0 & \left.|\langle p y| x| d_{x y}\right\rangle\left.\right|_{G a} & \left.|\langle p y| x| d_{y z}\right\rangle\left.\right|_{G a} & .\end{array}\right] .\).

The numerical values of these integrations, carried out according to the previous section are now inserted, so that we obtain the matrix for the x -component of the electric dipole for gallium atom.
\[
=\left(\begin{array}{cccccccccc}
|s\rangle & |p x\rangle & |p y\rangle & |p z\rangle & \left|s^{*}\right\rangle & \left|d_{x y}\right\rangle & \left|d_{y z}\right\rangle & \left|d_{z x}\right\rangle & \left|d_{x^{2}-y^{2}}\right\rangle & \left|d_{z^{2}-r^{2}}\right\rangle  \tag{B.42}\\
\hline 0.2242 & 0.0013 & 617.1703 & 0.0000 & 0 & 0.0015 & 0.0000 & 0.0000 & 0.2338 & 0.0450 \\
0.0013 & 0.0000 & 0.0029 & 0.0000 & 0 & 419.0421 & 0.0000 & 0.0000 & 0.0018 & 0.0005 \\
617.1703 & 0.0029 & 0.9332 & 0.0000 & 0 & 0.0035 & 0.0000 & 0.0000 & 418.4828 & 241.7726 \\
0.0000 & 0.0000 & 0.0000 & 0.3111 & 0 & 0.0000 & 418.7625 & 0.0009 & 0.0000 & 0.0000 \\
0.0015 & 419.0421 & 0.0035 & 0.0000 & 0 & 0.0000 & 0.0000 & 0.0000 & 0.0035 & 0.0012 \\
0.0000 & 0.0000 & 0.0000 & 418.7625 & 0 & 0.0000 & 0.4458 & 0.0014 & 0.0000 & 0.0000 \\
0.0000 & 0.0000 & 0.0000 & 0.0009 & 0 & 0.0000 & 0.0014 & 0.0000 & 0.0000 & 0.0000 \\
0.2338 & 0.0018 & 418.4828 & 0.0000 & 0 & 0.0035 & 0.0000 & 0.0000 & 0.5573 & 0.1930 \\
0.0450 & 0.0005 & 241.7726 & 0.0000 & 0 & 0.0012 & 0.0000 & 0.0000 & 0.1930 & 0.1858
\end{array}\right)
\]

Similarly, the matrix elements for the \(y\) and \(z\)-components of the electric dipole moment of gallium are:
\(|Y|=\)
\(\left[\begin{array}{cccccccccc}|s\rangle & |p x\rangle & |p y\rangle & |p z\rangle & \left|s^{*}\right\rangle & \left|d_{x y}\right\rangle & \left|d_{y z}\right\rangle & \left|d_{z x}\right\rangle & \left|d_{x^{2}-y^{2}}\right\rangle & \left|d_{\left.z^{2}-r^{2}\right\rangle}\right\rangle \\ \hline 0.0007 & 617.5824 & 0.0013 & 0.0000 & 0 & 0.0000 & 0.0000 & 0.0000 & 0.0007 & 0.0001 \\ 617.5824 & 0.0000 & 0.0000 & 0.0000 & 0 & 0.0000 & 0.0000 & 0.0000 & 419.0421 & 241.9341 \\ 0.0013 & 0.0000 & 0.0029 & 0.0000 & 0 & 419.0421 & 0.0000 & 0.0000 & 0.0018 & 0.0005 \\ 0.0000 & 0.0000 & 0.0000 & 0.0010 & 0 & 0.0000 & 0.0009 & 419.0421 & 0.0000 & 0.0000 \\ 0.0000 & 0.0000 & 419.0421 & 0.0000 & 0 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0000 & 0.0000 & 0.0000 & 0.0009 & 0 & 0.0000 & 0.0014 & 0.0000 & 0.0000 & 0.0000 \\ 0.0000 & 0.0000 & 0.0000 & 419.0421 & 0 & 0.0000 & 0.0000 & 0.0000 & 0.0000 & 0.0000 \\ 0.0007 & 419.0421 & 0.0018 & 0.0000 & 0 & 0.0000 & 0.0000 & 0.0000 & 0.0018 & 0.0006 \\ 0.0001 & 241.9341 & 0.0005 & 0.0000 & 0 & 0.0000 & 0.0000 & 0.0000 & 0.0006 & 0.0006\end{array}\right]\)
\[

\]

The same quantities can also be computed for arsenic atom, and for inter-atomic contributions. As a result, we obtain the matrix representation of the x-component of the electric dipole moment:
\[
x=\left(\begin{array}{cc}
X_{G a-G a} & X_{G a-A s}  \tag{B.45}\\
X_{A s-G a} & X_{A s-A s}
\end{array}\right)
\]

Here the two diagonal matrices \(X_{G a-G a}\) and \(X_{A s-A s}\) can be calculated as shown. Next, if we want, we could obtain the cross diagonal elements using slater two center integrals, but they can be smaller in magnitude than the diagonal ones by three orders of magnitude. Thus, this matrix can now be used in equation B. 34 to compute the x-component of the dipole associated with two energy levels. Similarly, the y and z-compoents of the dipole moments of a quantum mechanical state, or possible transitions, can be computed by using a combination of the above matrix formalism and equation B.34.

\section*{B.4.3 The magnetic dipole contribution \(\left\langle\psi_{i}\right| \mathbf{m} \cdot \mathbf{B}\left|\psi_{j}\right\rangle\)}

In this subsection, we present preliminary analysis for computing the magnetic dipole moments. The framework for relating the magnetic dipole contribution to tight-binding results is very similar to the one used to compute the electric dipole. The electric dipole vector operator \(\hat{\mathbf{r}}\) is replaced by the magnetic moment operator \(\mathbf{m}\) which, when dotted with the magnetic field instead of the electric field, gives the interaction Hamiltonian contribution. A similar decomposition of \(\mathbf{m}\) into 3 Cartesian scalar operators as follows:
\[
\left\langle\psi_{i}\right| \mathbf{m}\left|\psi_{j}\right\rangle=\left[\begin{array}{c}
\left\langle\psi_{i}\right| \hat{m}_{x}\left|\psi_{j}\right\rangle  \tag{B.46}\\
\left\langle\psi_{i}\right| \hat{m}_{y}\left|\psi_{j}\right\rangle \\
\left\langle\psi_{i}\right| \hat{m}_{z}\left|\psi_{j}\right\rangle
\end{array}\right]
\]

Like in the electric dipole case, each of \(\left\langle\psi_{i}\right| \hat{m}_{x}\left|\psi_{j}\right\rangle,\left\langle\psi_{i}\right| \hat{m_{y}}\left|\psi_{j}\right\rangle\) and \(\left\langle\psi_{i}\right| \hat{m}_{z}\left|\psi_{j}\right\rangle\) can be written as matrices. Let us assume that \(\tilde{\mathbf{M}}_{\mathbf{x}}\) represents the x-component of the magnetic dipole moment.

If we are to calculate the magnetic moment however, we must also consider the magnetic moments due to spin, so instead of using spin-degenerate orbitals (using one set of \(|n l m\rangle\) atomic orbitals, and multiplying by 2 to account for two spins), we have to use their corresponding spins as well. Then, we can define:
\[
\tilde{\mathbf{M}}_{\mathbf{x}}=\left[\begin{array}{ccccccc}
\left\langle\phi_{1}\right| m_{x}\left|\phi_{1}\right\rangle & \left\langle\phi_{1}\right| m_{x}\left|\phi_{2}\right\rangle & \left\langle\phi_{1}\right| m_{x}\left|\phi_{3}\right\rangle & \left\langle\phi_{1}\right| m_{x}\left|\phi_{4}\right\rangle & . & \cdot & \cdot  \tag{B.47}\\
\left\langle\phi_{2}\right| m_{x}\left|\phi_{1}\right\rangle & \left\langle\phi_{2}\right| m_{x}\left|\phi_{2}\right\rangle & \left\langle\phi_{2}\right| m_{x}\left|\phi_{3}\right\rangle & \left\langle\phi_{2}\right| m_{x}\left|\phi_{4}\right\rangle & . & \cdot & \cdot \\
\left\langle\phi_{3}\right| m_{x}\left|\phi_{1}\right\rangle & \left\langle\phi_{3}\right| m_{x}\left|\phi_{2}\right\rangle & \left\langle\phi_{3}\right| m_{x}\left|\phi_{3}\right\rangle & \left\langle\phi_{3}\right| m_{x}\left|\phi_{4}\right\rangle & . & \cdot & \cdot \\
\left\langle\phi_{4}\right| m_{x}\left|\phi_{1}\right\rangle & \left\langle\phi_{4}\right| m_{x}\left|\phi_{2}\right\rangle & \left\langle\phi_{4}\right| m_{x}\left|\phi_{3}\right\rangle & \left\langle\phi_{4}\right| m_{x}\left|\phi_{4}\right\rangle & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot & \cdot
\end{array}\right]
\]
where \(\phi_{i}\) represents the ith atomic orbital (which now also include up or down spins) used in tight-binding calculation.

The magnetic moment operator in any direction is defined in terms of its orbital and spin angular momenta as follows
\[
\begin{equation*}
m_{x}=-\mu_{B} \frac{\left(g_{l} \hat{L_{x}}+g_{s} \hat{S_{x}}\right)}{\hbar} \tag{B.48}
\end{equation*}
\]

Here, \(\mu_{B}=\frac{e \hbar}{2 m_{e}}\) is a constant called the 'Bohr magneton', and is equal to \(5.79 * 10^{-5} \mathrm{eV} / T\), the coefficient g's depend on the particle and the type of angular momentum. For orbital angular momentum of an electron, \(g_{l}=1\) and for spin angular momentum, \(g_{s}=2.00232\). So the matrix component \(\tilde{\mathbf{M x}}_{\mathbf{i j}}\) can be calculated with the integrals:
\[
\begin{equation*}
M x_{i j}=\left\langle\phi_{j}\right| m_{x}\left|\phi_{i}\right\rangle=-\frac{\mu_{B}}{\hbar} \cdot\left(\int \phi_{j}^{*} \hat{L_{x}} \phi_{i} d V+2 \cdot\left\langle\phi_{j}\right| \hat{S_{x}}\left|\phi_{i}\right\rangle\right) \tag{B.49}
\end{equation*}
\]

As in the case of electric dipole moment, we expect the orbital angular momentum and spin angular momentum values to be the greatest between orbitals of an individual atom, smaller for nearest neighbor atoms, and 0 for orbitals located on distant atoms.
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